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Abstract

The sentiment analysis in code-mixed Dravid-
ian languages such as Tamil-English and Tulu-
English is the focus of this study because these
languages present difficulties for conventional
techniques. In this work, We used ensembles,
multilingual Bidirectional Encoder Representa-
tion (mBERT), Bidirectional Long Short Term
Memory (BiLSTM), Random Forest (RF), Sup-
port Vector Machine (SVM), and preprocessing
in conjunction with Term Frequency-Inverse
Document Frequency (TF-IDF) and Word2Vec
feature extraction. mBERT obtained accuracy
of 64% for Tamil and 68% for Tulu on devel-
opment datasets. In test sets, the ensemble
model gave Tamil a macro F1-score of 0.4117,
while mBERT gave Tulu a macro F1-score of
0.5511. With regularization and data augmen-
tation, these results demonstrate the approach’s
potential for further advancements.

Keywords: Code-mixed, Classification, Dra-
vidian language, Low resource language, Senti-
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1 Introduction

The internet’s explosive growth has resulted in a
proliferation of user-generated content on forums,
blogs, social media, and e-commerce sites (Nazir
et al., 2025). According to (Hande et al., 2020)
there are more than 2.5 million speakers of Tulu
in parts of Karnataka and Kerala, while Tamil, one
of the oldest classical languages, is the official lan-
guage of Tamil Nadu and Pondicherry. Online
reviews and social media content are examples of
textual data that can be accurately analyzed using
sentiment analysis, a crucial Natural Language Pro-
cessing (NLP) task (Fauzi, 2018).

Code-mixing is the process of combining sev-
eral languages at different levels, such as words,
phrases, or sub-words, within a single text. A num-
ber of factors contribute to code-mixing, such as
social status, the speaker and their conversation

partner, language, social community, bilingualism,
and the circumstance or setting. These factors sig-
nificantly influence code-mixing. Code-mixing of-
ten occurs when a term or phrase is unavailable
in a given language, forcing people to use words
or phrases from their own tongue to improve the
receiver’s comprehension(Ehsan et al., 2023). Sen-
timent analysis, which has applications in business,
government and finance, is the automatic identifi-
cation and interpretation of emotions or opinions
in text (Wang, 2023). Since raw text cannot be
directly processed by machine learning classifiers,
feature extraction is crucial to convert text into nu-
merical representations. The gap between unstruc-
tured text and machine learning algorithms is filled
by methods such as Word2Vec, which records se-
mantic context, and TF-IDF, which evaluates word
relevance (Al-Kharboush and Al-Hagery, 2021).
The text was classified according to sentiment us-
ing machine learning and deep learning models,
and the results were analyzed to determine how
well each strategy performed.

2 Literature Review

In Tamil, sentiment analysis has been thoroughly
studied using conventional and contemporary deep
learning techniques (Ehsan et al., 2023), while Tulu,
a Dravidian language with few resources, has re-
ceived little attention. Cultural quirks, idioms, sar-
casm, and distinct syntax make it challenging to
reveal hidden sentiments in under-resourced and
code-mixed languages like Tamil, Tulu, and Kan-
nada, even with high-quality datasets (Hussein,
2018). Furthermore, model generalization is im-
peded by class imbalances and limited datasets
(Hande et al., 2020).

To address these issues, research has experi-
mented with methods such as kNN, RF, and SVM,
along with GridSearch for fine-tuning hyperparam-
eters. The DravidianLangTech’s Second Shared
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Task (EACL-2024) on analyzing sentiment in code-
mixed Tamil and Tulu, as detailed in the work of
Kumar et al. (2024), produced macro F1-scores of
0.260 for Tamil and 0.584 for Tulu. This under-
scores the importance of ensemble learning and
optimization. The pre-training and fine-tuning
techniques of BERT, as presented by Kenton and
Toutanova (2019), have revealed promising out-
comes.

Among the models created for the Dravidian-
LangTech Shared Task (EACL-2024) (Prathvi et al.,
2024) are an ensemble model that combines RF,
kNN, SGD, and Logistic Regression with hard vot-
ing, as well as a LinearSVC model. Both mod-
els employ GridSearch for tuning and TF-IDF and
CountVectorizer for n-gram extraction. With macro
F1-scores of 0.260 for Tamil and 0.550 for Tulu,
the ensemble model outperformed LinearSVC and
showed promise for code-mixed sentiment analy-
sis.

3 Methodology

Dataset preprocessing, feature extraction, machine
learning and deep learning model creation, ensem-
ble classification, and assessment are the main steps
of the approach employed in this work. The pro-
posed methodology is presented as Figure 1

Dataset

Tamil_Dev
Tamil_Train

Tulu_Dev
Tulu_Train

Preprocessing

 Punctuation Removal
Emoji Removal

Feature Extraction 

TF-IDF word2vec Pretrained 
bert-base-multilingual-cased

RF /SVM /Ensemble BiLSTM mBERT

Result Result Result

Figure 1: Proposed methodology

3.1 Preprocessing

• Text Preprocessing: To improve uniformity
and reduce noise, the text data was prepro-
cessed. Emoji’s and punctuation were re-
moved as they don’t aid in classifying sen-
timent polarity. Unnecessary spaces were also
removed for clean text input for further pro-
cessing. To maintain the dataset’s original-
ity and the linguistic structure of code-mixed
text, we did not use any extra preprocessing
approaches in this work.

• Label Encoder: The sklearn’s LabelEncoder
is used to change text sentiment categories
from Tamil and Tulu datasets into numbers.
The Tulu dataset assigns numeric values for
mixed feelings: negative, neutral, not Tulu
and positive (0, 1, 2, 3, 4). The Tamil
dataset uses mixed feelings, negative, posi-
tive, and unknown states coded as (0, 1, 2,
3). The data is transformed into numbers for
consistent training and validation. The "in-
verse_transform()" method converts numeric
labels back to their original categories, aiding
in sentiment class conversion and evaluations
among datasets.

3.2 Feature Extraction

In machine learning, Word2Vec and TF-IDF are fre-
quently used for text representation. Scikit-learn’s
TF-IDF concentrates on word frequency while dis-
regarding semantics, whereas Gensim’s Word2Vec
uses dense embeddings to capture semantic rela-
tionships.

• TF-IDF: Preprocessed text is transformed into
numerical features using TF-IDF (Ahuja et al.,
2019). A custom tokenizer processes Tamil
and Tulu scripts. For sentiment classifica-
tion in a code-mixed environment, the TF-
IDFVectorizer selects the top 1000 features,
addresses class imbalance, and reduces dimen-
sionality.

• Word2Vec: Word2Vec creates dense vector
embeddings based on contextual relationships
(Jatnika et al., 2019). It captures syntactic and
semantic relationships in code-mixed text and
is used to generate embeddings stored in an
embedding_matrix for deep learning models.
Unlike TF-IDF, which focuses on word fre-
quency, Word2Vec handles informal, multilin-
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gual social media text by encoding contextual
meanings.

• Pretrained mBERT (bert-base-multilingual-
cased): Trained on 104 languages, including
Tamil and Tulu (Manias et al., 2023), mBERT
is a transformer-based model that efficiently
processes code-mixed text, maintaining case
distinctions through WordPiece tokenization.
It captures contextual meanings, improving
sentiment classification in code-mixed Tamil-
English and Tulu-English data. Deep con-
textual information is naturally captured by
mBERT; therefore, more sophisticated feature
extraction techniques like FastText or other
transformer-based embeddings were not used
separately.

4 Model Building

4.1 Random Forest
An ensemble learning model that aggregates sev-
eral decision trees to improve the robustness of sen-
timent analysis. For code-mixed text, it enhances
generalization. For assessing performance, Grid-
SearchCV uses a five-fold cross-validation proce-
dure to optimize hyperparameters, tuning estima-
tors, tree depth, and feature selection.

4.2 Support Vector Machine
Using a linear kernel, the supervised learning al-
gorithm divides sentiment into categories. TF-IDF
uses bigrams and unigrams to preprocess, tokenize,
and vectorize the text. F1-score, recall, accuracy,
and precision are used to assess the model. Labe-
lEncoder is used to accurately detect polarity by
classifying sentiment predictions.

4.3 Ensemble
The stacking classifier improves accuracy by com-
bining SVM and RF predictions. Whereas SVM
determines the best hyperplane for emotion differ-
entiation, RF uses decision trees to capture com-
plex phenomena. In the final logistic regression
model, a scaler standardizes predictions, utilizing
the advantages of both models to improve senti-
ment classification.

4.4 BiLSTM
The BiLSTM architecture processes sequential
data using both forward and backward context
analysis (Wang, 2023). Tokenization comes first,
then the creation of sequences and padding. With

Word2Vec, word embeddings are produced while
preserving semantic relationships. Pre-trained
weights are used in the embedding layer of the
BiLSTM model, which also has a softmax layer for
sentiment classification and dense layers for feature
extraction. It is trained with contextual learning and
semantic representations using the Adam optimizer
and categorical cross-entropy loss over 10 epochs
with a batch size of 32.

4.5 mBERT
The mBERT reads Tamil-Tulu code-mixed text
after being trained on 104 languages. Attention
masks are applied to tokenized inputs (padded to
128) during processing. Sentiment is encoded with
one hot (four classes for Tulu, six classes for Tamil).
The model uses an AdamW optimizer, a learning
rate scheduler, and categorical cross-entropy loss
to train over two epochs. Contextual embeddings
in mBERT improve sentiment analysis in social
media content.

5 Experiment Analysis

5.1 Dataset
The data set for this study is from Dravidian-
LangTech@NAACL2025’s Shared Task on Sen-
timent Analysis in Tamil and Tulu (Durairaj et al.,
2025) (Chakravarthi et al., 2020), (Hegde et al.,
2022), (Hegde et al., 2023). It includes YouTube
comments with sentiment labels for training, de-
velopment, and testing. The task is to classify
sentiments in code-mixed text into categories of
Tulu and Tamil datasets. A brief description of the
dataset is presented in Tables 1 and 2.

Dataset Not Tulu Positive Neutral Mixed Negative

Tulu_Train 4,400 3,769 3,175 1,114 843

Tulu_Dev 543 470 368 143 118

Table 1: Description of Tulu Dataset

Dataset Positive Unknown State Negative Mixed Feelings

Tamil_Train 18,145 5,164 4,151 3,662

Tamil_Dev 2,272 619 480 472

Table 2: Description of Tamil Dataset

The Tamil and Tulu datasets show opportunities
and challenges for sentiment analysis. The Tamil
dataset has more samples, especially for positive
sentiment, but both datasets are adequately sized.
They have significant class imbalances, particu-
larly in the Tulu dataset, which favors the Not Tulu
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category. Advanced emotional labels add complex-
ity, and the mix of Tamil, Tulu, and English re-
quires careful modeling. Despite challenges, these
datasets can enhance sentiment analytics using data
augmentation and deep learning methods.

5.2 Result Analysis
A detailed discussion of the evaluation metrics in
this study is discussed in Tables 3 and Table 4. The
performance of the model is assessed using four
main metrics: F1-score, macro avg, weighted avg
and accuracy.

Method F1-Score Macro Avg Weighted Avg Accuracy
BiLSTM 0.54 0.28 0.48 0.53
RF 0.63 0.41 0.60 0.62
Ensemble 0.63 0.41 0.60 0.62
SVM 0.65 0.43 0.62 0.64
mBERT 0.69 0.46 0.67 0.68

Table 3: Experimental Analysis using Dravidian-
LangTech@NAACL Tulu datasets

Method F1-Score Macro Avg Weighted Avg Accuracy
BiLSTM 0.52 0.23 0.44 0.51
SVM 0.62 0.36 0.55 0.62
Ensemble 0.62 0.39 0.56 0.61
RF 0.61 0.39 0.56 0.62
mBERT 0.65 0.43 0.59 0.64

Table 4: Experimental Analysis using Dravidian-
LangTech@NAACL Tamil datasets

Analysis of Tulu and Tamil datasets shows that
mBERT is the top model, achieving the highest
F1-Score and accuracy or both languages. For
Tulu, mBERT reaches an F1-Score of 0.69 and
an accuracy of 0.68, while for Tamil it scores 0.65
F1-Score and 0.64 accuracy. SVM shows slight
improvements in Tulu (0.65 F1-Score) compared
to Tamil (0.62 F1-Score), with the same precision
of 0.64. Ensemble methods do not outperform indi-
vidual models, and BiLSTM is the least effective in
Tamil, with an F1-Score of 0.52. Overall, mBERT
is the best choice, while BiLSTM is the weakest.
Figure 2 presents a comparison of F1-Score be-
tween Tulu and Tamil.

Ensemble models exhibit promise for Tamil and
Tulu datasets; however, there is a need for enhance-
ment. The F1-score of mBERT decreased from
0.65 to 0.5511 on the Tulu test set, attributed to
overfitting, while the F1-score of the ensemble
model declined from 0.63 to 0.4117 on the Tamil
test set, indicating issues with generalization. To
improve performance, it is essential to increase the
training data, implement dropout, apply L2 regular-
ization, fine-tune hyperparameters, and utilize data

Figure 2: F1-Score Comparison: Tulu Vs Tamil

augmentation. Additional improvements may be
realized through semi-supervised learning, cross-
validation, and sophisticated ensemble methods,
especially for languages with limited resources.

5.3 Limitations

The suggested approach is constrained by its re-
liance on pre-trained embeddings, which might not
adequately capture domain-specific subtleties in
some languages, despite its encouraging results.
Additionally, noisy or inadequate data can cause
performance to deteriorate, particularly for lan-
guages with limited resources like Tulu. The class
imbalance in the dataset affects the performance
of the model, resulting in biased predictions. In
code-mixed text, the models also struggle to handle
intricate linguistic structures.

6 Conclusion and Future Work

The research explores methods of machine learning
and deep learning for the analysis of sentiments in
Tamil and Tulu code-mixed data. We discovered
that mBERT performed better than other models
in terms of accuracy and F1-score while analyzing
social media data, but SVM and ensemble methods
performed well when dealing with unbalanced data.
However, further normalizing is needed for trans-
former models such as mBERT in order to improve
generality. In order to improve performance, future
research can investigate SMOTE, back-translation,
class-weighted loss, and semi-supervised learning.
By concentrating on sentiment recognition, this
study establishes the groundwork for extending nat-
ural language processing in Dravidian languages
and enhancing tools for lesser-known languages to
support reproducibility and further research.
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6.1 Code Availability

The code for this study is available on GitHub
- https://github.com/RakshaAdyanthayaA/Codalab-
Shared-TAsk.
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