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Abstract

Sentiment analysis in code-mixed social media
comments written in Tamil and Tulu presents
unique challenges due to grammatical incon-
sistencies, code-switching, and the use of non-
native scripts. To address these complexities,
we employ pre-processing techniques for text
cleaning and evaluate machine learning models
tailored for sentiment detection. Traditional ma-
chine learning methods combined with feature
extraction strategies, such as TF-IDF, are uti-
lized. While logistic regression demonstrated
reasonable performance on the Tamil dataset,
achieving a macro F1 score of 0.44, support
vector machines (SVM) outperformed logistic
regression on the Tulu dataset with a macro F1
score of 0.54. These results demonstrate the
effectiveness of traditional approaches, partic-
ularly SVM, in handling low-resource, multi-
lingual data, while also highlighting the need
for further refinement to improve performance
across underrepresented sentiment classes.

1 Introduction

The growing use of social media platforms has led
to an abundance of user-generated content, often
expressed in code-mixed languages. Tamil and
Tulu, two Dravidian languages, frequently appear
in such code-mixed forms, blending with English
and other languages. These multilingual and code-
mixed texts introduce significant challenges for
sentiment analysis due to their informal grammar,
irregular structures, and non-standard scripts.
Sentiment analysis aims to identify and clas-
sify subjective opinions or emotions expressed in
text. While considerable progress has been made
in analyzing texts in resource-rich languages, low-
resource languages like Tamil and Tulu remain un-
derexplored. Existing tools and models, primarily
designed for monolingual texts, struggle to perform
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effectively on code-mixed data, necessitating novel
approaches tailored to these contexts.

In this work, we investigate traditional machine
learning methods for sentiment analysis on Tamil-
English and Tulu-English code-mixed datasets. We
leverage pre-processing techniques to clean and nor-
malize the data, employ TF-IDF (Term Frequency-
Inverse Document Frequency) for feature extraction,
and evaluate multiple machine learning classifiers.
By optimizing hyperparameters and focusing on
feature engineering, we aim to improve sentiment
classification performance for these low-resource,
multilingual datasets. The results underscore the
importance of adapting traditional techniques to the
unique challenges posed by code-mixed text data.

2 Related Work

Sentiment analysis has been a prominent area of
research for several decades, focusing on identify-
ing and classifying emotions, opinions, and atti-
tudes expressed in text. Traditional approaches to
sentiment analysis can be categorized into lexicon-
based, machine learning-based, and hybrid methods.
Lexicon-based approaches rely on predefined senti-
ment dictionaries to determine the polarity of text.
Machine learning-based methods, often using su-
pervised algorithms, leverage labeled datasets to
train models for sentiment classification. Hybrid
methods combine the strengths of both approaches,
aiming to improve accuracy across diverse datasets.

Research in sentiment analysis for low-resource
languages, such as Tamil and Tulu, has gained at-
tention more recently. Early studies predominantly
relied on rule-based systems or basic machine learn-
ing techniques, often limited by the availability of
annotated datasets and language-specific tools. For
example, Thavareesan and Mahesan (2020a) ex-
plored machine learning techniques for Tamil text
sentiment analysis using feature representations like
word embeddings and TF-IDF.
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Sentiment analysis of code-mixed text introduces
additional complexities due to frequent switching
between languages, irregular grammar, and the use
of non-native scripts.

Recent studies have also examined the use of
deep learning models, such as recurrent neural
networks and transformer architectures, for low-
resource and code-mixed languages. However,
these methods typically require substantial com-
putational resources and large annotated datasets,
which are not always available for Tamil and Tulu.

Building on this body of work, our research
focuses on traditional machine learning models op-
timized with feature extraction techniques, such as
TF-IDF, and hyperparameter tuning. By leveraging
these methods, we aim to address the unique chal-
lenges posed by Tamil-English and Tulu-English
code-mixed datasets.

3 Task details

Sentiment analysis refers to the process of deter-
mining the emotional tone or subjective opinions
expressed in a given piece of text. This area of
research has gained significant attention over the
past two decades, both in academic and industry
settings. With the rise of social media, there is
an increasing demand for systems that can analyze
sentiment in social media posts, which are often
written in code-mixed languages, particularly in
Dravidian languages. Code-mixing, the practice of
blending multiple languages in a single sentence
or passage, is common in multilingual commu-
nities, and these texts may sometimes be written
in non-native scripts. Traditional systems trained
on monolingual datasets struggle with code-mixed
text due to the complexities of language switching
and its varying impact on grammar, syntax, and
vocabulary.

The objective of this task is to determine the
sentiment polarity of code-mixed comments/posts
in Tamil-English and Tulu-English, collected from
social media platforms. While each comment/post
may consist of more than one sentence, the aver-
age sentence length in this dataset is short. Each
comment/post is labeled with a sentiment polarity,
either positive, negative, or neutral. The dataset
also includes class imbalance, reflecting the real-
world challenges encountered in sentiment analysis
applications.

This task encourages further exploration into
how sentiment is expressed in code-mixed texts,

particularly in the context of social media commu-
nications.

4 Methodology

Our approach for sentiment analysis in the shared
task involved implementing two traditional machine
learning models and performing various data pro-
cessing steps to handle the challenges of code-mixed
text. We began by importing essential libraries such
as Pandas, NumPy, and scikit-learn for tasks like
data loading, cleaning, tokenization, vectorization,
and modeling.

First, we loaded the training and validation
datasets using Pandas, which contained code-mixed
Tamil-English and Tulu-English comments/posts.
We then cleaned the data by removing unnecessary
punctuation and converting the text to lowercase to
ensure consistency. This preprocessing step helped
improve the models’ ability to detect sentiment
accurately.

After cleaning the text, we applied the Term
Frequency-Inverse Document Frequency (TF-IDF)
vectorizer to transform the text data into a numerical
format that can be used by machine learning models.
We selected unigrams and bigrams for tokenizing
the text, capturing both individual words and word
pairs to retain the context of code-switching in the
text.

We trained two machine learning models: Logis-
tic Regression and Support Vector Machine (SVM).
The logistic regression model was trained using
the ‘liblinear’ solver, suitable for small datasets,
while the SVM model was trained with different
kernel functions, including linear and radial basis
function (RBF), along with a grid search for tuning
hyperparameters such as C and gamma.

To address class imbalance in the dataset, we
used techniques such as adjusting class weights
during model training to ensure the model pays
appropriate attention to underrepresented classes.
Hyperparameter tuning was performed using Grid-
SearchCV to identify the optimal parameters for
each model and improve performance.

Once the models were trained, we evaluated
their performance on the validation dataset using
evaluation metrics such as accuracy and the classi-
fication report. The classification report provided
detailed insights into the model’s precision, recall,
and F1-score for each sentiment class.

In the final step, we selected the best-performing
model based on the validation performance and

145



saved the model, the TF-IDF vectorizer, and the
label encoder using joblib. These components can
be loaded later for deployment or future predictions
on unseen data.

Our methodology provided a robust framework
for sentiment analysis on code-mixed text, lever-
aging traditional machine learning models and ef-
fective text preprocessing techniques to tackle the
complexities of code-switching in social media
comments.

Figure 2: Precision-Recall for Tamil & Tulu

Confusion Matrix for SVM Model
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Figure 3: Confusion Matrix for Tamil & Tulu

S Result and Findings

In our evaluation of machine learning models for
sentiment analysis, we utilized several performance
metrics, including Accuracy, Precision, Recall, and
Macro F1 Score. The experiments involved two
models: Logistic Regression (LR) and Support
Vector Machine (SVM), both using TF-IDF feature
extraction. Overall, the experiments demonstrate
the effectiveness of traditional machine learning
approaches for sentiment analysis in low-resource,
code-mixed datasets while highlighting areas for

improvement to handle underrepresented sentiment
classes better.

Metrics Tamil Tulu
Accuracy 0.44 0.54
Precision 0.44 0.54
Recall 0.44 0.54

Macro F1 Score 0.4354 0.5318

Table 1: Tamil and Tulu Classification Report.

6 Conclusion

This study explored sentiment analysis on code-
mixed Tamil-English and Tulu-English social me-
dia text using machine learning models, specifi-
cally Logistic Regression and Support Vector Ma-
chine (SVM). The results demonstrated that Lo-
gistic Regression outperformed SVM, achieving
higher macro F1 scores and showing a better ability
to detect sentiment polarity. The TF-IDF feature
extraction method played a significant role in cap-
turing the essential features from the code-mixed
text. Although the models performed well overall,
challenges such as class imbalance were observed,
affecting the classification of minority sentiment
classes. Adjusting class weights helped alleviate
some of these issues. Future work could involve
enhancing model performance with more advanced
approaches, such as deep learning techniques (e.g.,
LSTM or BERT), to better address the complexities
of code-switching. Overall, this study underscores
the potential of machine learning for sentiment
analysis in code-mixed social media data, while
highlighting opportunities for further refinement
and optimization.

7 Limitations

Despite the encouraging outcomes of our method
in sentiment analysis of code-mixed Tamil-English
and Tulu-English text, several difficulties still ex-
ist. Among the main drawbacks is the dataset’s
class imbalance, which impairs the model’s ca-
pacity to correctly categorize sentiment classes
that are underrepresented. The imbalance affected
overall performance even after class weight adjust-
ments somewhat alleviated this problem. Addi-
tional challenges for conventional machine learning
models were the intricacy of code-mixed text, which
included non-standard scripts, frequent language
change, and irregular grammar. Even though TF-
IDF-based feature extraction worked well, it might
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not adequately capture words’ contextual meaning
in mixed-language constructions. In the future,
it could be possible to incorporate more sophisti-
cated methods that preserve computing efficiency
while better understanding the subtleties of code-
mixed text. Notwithstanding these difficulties, the
study shows how machine learning may be used
for sentiment analysis in multilingual, low-resource
environments and lays the groundwork for further
investigation and improvement.
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