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Abstract

Social media platforms have become a breed-
ing ground for hostility and toxicity, with abu-
sive language targeting women becoming a
widespread issue. This paper addresses the de-
tection of abusive content in Tamil and Malay-
alam social media comments using machine
learning models. We experimented with GRU,
LSTM, Bidirectional LSTM, CNN, FastText,
and XGBoost models, evaluating their perfor-
mance on a code-mixed dataset of Tamil and
Malayalam comments collected from YouTube.
Our findings demonstrate that the the FastText
and CNN models yielded the best performance
among the evaluated classifiers, achievF1 score-
sores of 0.73 each. This study contributes to
ongoing research on abusive text detection for
under-resourced languages and highlights the
need for robust, scalable solutions to combat
online toxicity.

1 Introduction

The rise of social media has revolutionized how
individuals communicate, share opinions, and en-
gage with global communities. However, this un-
precedented connectivity comes at the cost of an
alarming increase in abusive language, particularly
targeting women. Abusive language not only per-
petuates gender inequality, but also has severe psy-
chological and social consequences. Addressing
this issue requires efficient tools to detect and miti-
gate this content effectively.

Previous works on abusive text detection have
predominantly focused on English, leaving low-
resource languages like Tamil and Malayalam un-
derexplored. Moreover, the code-mixed nature of
these languages further complicates the task, as
traditional monolingual models fail to handle lin-
guistic complexities inherent in such data. Building
on the growing body of research on offensive lan-
guage detection, this study proposes the application
of machine learning models for classifying Tamil

and Malayalam social media comments as abusive
or non-abusive.

2 Literature Survey

The rise of social networks has required automated
methods to detect and mitigate offensive content
(Blair, 2003). While fostering global communica-
tion, social platforms have also become hubs for
harmful language targeting individuals and groups.
Advances in natural language processing (NLP)
have enabled sophisticated systems to classify abu-
sive language, even in multilingual and code-mixed
contexts (Lee and Kim, 2015). However, detecting
nuanced, context-dependent abuse remains chal-
lenging due to its subjective nature and linguistic
variations (Obadimu, 2020).

Early studies demonstrated the effectiveness of
machine learning models like Support Vector Ma-
chines (SVMs) and Naive Bayes, which relied on
handcrafted features such as n-grams and TF-IDF.
Deep learning models like CNNs and RNNs fur-
ther improved classification by capturing contex-
tual and sequential text patterns (T. De Smedt,
2018; Waseem and Hovy, 2016). Ribeiro et al.
(M. H. Ribeiro and Jr, 2018) analyzed hateful be-
havior on Twitter using machine learning, while
Kshirsagar et al. (P. Mishra and Shutova, 2018)
highlighted the role of predictive embeddings in
enhancing hate speech detection.

More recently, transformer-based models such
as BERT and RoBERTa have set new benchmarks
in offensive language detection by leveraging large-
scale pretraining and fine-tuning (J. Mitrović and
Granitzer, 2019; Fortuna and Nunes, 2019). These
models effectively capture complex linguistic struc-
tures, making them ideal for tackling abusive lan-
guage detection.

Despite these advancements, their application to
low-resource and code-mixed languages, like Tamil
and Malayalam, remains underexplored (C. Nobata,
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2016). Code-mixed text presents challenges such
as irregular grammar, mixed scripts, and context-
switching, which existing models trained on high-
resource languages struggle to address (Schmidt
and Wiegand, 2018). Bridging this gap is essen-
tial for developing inclusive tools that curb online
abuse across diverse linguistic communities.

3 Materials and Methods

3.1 Task Description

This study classifies Tamil and Malayalam social
media comments as either abusive or non-abusive.
The dataset consists of YouTube comments anno-
tated with binary labels:

• Abusive

• Non-Abusive

3.2 Dataset

The dataset includes Tamil and Malayalam code-
mixed comments from YouTube, annotated based
on content. It consists of 5,000 comments, with
an average sentence length of 1. Figure 1 presents
sample texts.

Figure 1: Sample training texts from the dataset are
shown below.

3.3 Preprocessing and Feature Extraction

Preprocessing was essential for effective classifica-
tion and involved:

3.3.1 Text Cleaning

Noise such as punctuation, special characters, and
emojis was removed. Emojis were converted into
textual descriptions to retain sentiment (J. Salmi-
nen, 2020).

3.3.2 Tokenization
Text was split into individual tokens, allowing mod-
els to analyze semantic patterns and relationships
(Gao and Huang, 2020).

3.3.3 Feature Extraction
TF-IDF vectorization assigned weights to words
based on frequency, ensuring focus on informative
features (H. Mubarak and Magdy, 2017; A. Vidgen,
2020). This transformation structured the data for
machine learning models (Agrawal and Awekar,
2018).

3.4 Models
We evaluated various models for abusive content
detection:

• GRU: A recurrent neural network (RNN) cap-
turing text dependencies efficiently.

• LSTM: Addresses the vanishing gradient
problem, effectively handling long-range de-
pendencies.

• Bidirectional LSTM: Enhances context un-
derstanding by processing sequences in both
directions.

• CNN: Extracts n-gram-like features, making
it computationally efficient for classification.

• FastText: Embedding-based model averaging
word vectors for classification.

• XGBoost: Gradient boosting framework
leveraging decision trees for structured data
classification.

4 Results and Discussion

4.1 Performance Metrics
The models were evaluated using Accuracy, Pre-
cision, Recall, and F1-Score, as summarized in
Figure 2.

These commonly used evaluation metrics are
defined as follows:

- Accuracy: The proportion of correctly classi-
fied texts:

Accuracy = TP+TN
TP+TN+FP+FN (1)

- Recall (Sensitivity): The proportion of cor-
rectly classified texts in a class:

Recall = TP
TP+FN (2)

- Precision (Positive Predictive Value): The
proportion of correct predictions per class:
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Figure 2: Performance Metrics Table.

Precision = TP
TP+FP (3)

- F1-Score: The harmonic mean of Precision
and Recall:

F1-Score = 2×Precision×Recall
Precision+Recall (4)

4.2 Model Performance Analysis

The classification performance was analyzed using
these metrics. The detailed reports for selected
models are shown below (see Figures 3, 4, 5, and
6).

Figure 3: GRU Model Performance

5 Error Analysis

To better understand the challenges in detecting
abusive content, we performed both qualitative and
quantitative error analysis.

5.1 Qualitative Analysis

We manually inspected misclassified examples to
identify patterns. Some key observations include:

Figure 4: Bidirectional LSTM Model Performance

Figure 5: LSTM Model Performance

Figure 6: CNN Model Performance
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• Code-mixed comments with informal spelling
variations were often misclassified.

• Sarcasm and implicit abuse were challenging
for the models to detect accurately.

• Certain abusive words were misclassified due
to their different contextual meanings.

5.2 Quantitative Analysis

We examined key misclassification trends:

• The CNN and FastText models performed
well but misclassified some non-abusive com-
ments as abusive.

• GRU and LSTM models struggled with long-
text dependencies, leading to errors.

• Class imbalance affected the F1-score, caus-
ing a bias toward the majority class.

This analysis highlights the need for improved
preprocessing techniques and context-aware abuse
detection.

5.3 Hyperparameter Settings

The hyperparameters used for training the models
are summarized in Table 1.

Hyperparameter Value
Learning Rate 0.001

Batch Size 32
Dropout Rate 0.3

Number of Epochs 10
Optimizer Adam

Loss Function Cross-Entropy Loss

Table 1: Hyperparameter settings used for training mod-
els.

6 Conclusion

This study conducts a comparative evaluation of
machine learning models for detecting abusive con-
tent in Tamil and Malayalam social media com-
ments. The results reveal that CNN and FastText
models achieved superior performance, with each
attaining an F1-Score of 0.73. These findings high-
light the effectiveness of these models in addressing
the complexities of code-mixed and low-resource
language datasets, where traditional methods of-
ten struggle. Despite this success, there remains
considerable scope for improvement(Schmidt and
Wiegand, 2018; Zhang and Luo, 2018). Future
work will explore cutting-edge transformer-based

architectures like BERT, RoBERTa, and multilin-
gual models, which have shown significant promise
in other language processing tasks. Addition-
ally, advanced feature representation techniques,
(Chakravarthi et al., 2025) such as contextual em-
beddings and hybrid feature extraction methods,
will be investigated to enhance the models’ capa-
bility to capture nuanced and context-dependent
abusive language more effectively.

7 Limitations

While our approach demonstrates promising results
in detecting abusive and sentiment-based text in
low-resource languages, several limitations remain:

• Data Imbalance: The dataset contains an un-
even distribution of classes, which may lead
to biased predictions, especially for underrep-
resented labels.

• Code-Mixed Challenges: Handling code-
mixed text remains complex due to varia-
tions in spelling, grammar, and transliteration
across languages.

• Generalization: The trained models may not
generalize well to unseen datasets or different
social media platforms due to variations in
language usage.

• Computational Constraints: Transformer-
based models require significant computa-
tional resources, making deployment on low-
end devices challenging.

• Contextual Limitations: Certain comments
require deeper contextual understanding,
which current models may struggle to inter-
pret accurately.

Project Repository

The full source code for this project is available on
GitHub: GitHub Repository - Deepikagowtham
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