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Abstract

This paper presents our approach to the Shared
Task on Detecting AI-Generated Product Re-
views in Dravidian Languages as part of Dra-
vidianLangTech@NAACL 2025, as described
by (Premjith et al., 2025). The task focuses
on distinguishing between human-written and
AI-generated reviews in Tamil and Malayalam,
languages rich in linguistic complexities. Us-
ing the provided datasets, we implemented
machine learning and deep learning models,
including Logistic Regression (LR), Support
Vector Machine (SVM), and BERT. Through
preprocessing techniques like tokenization and
TF-IDF vectorization, we achieved competi-
tive results, with our SVM and BERT models
demonstrating superior performance in Tamil
and Malayalam respectively. Our findings un-
derscore the unique challenges of working with
Dravidian languages in this domain and high-
light the importance of robust feature extrac-
tion.

1 Introduction

The proliferation of AI-generated content has
brought both opportunities and challenges across
various domains, including e-commerce, social me-
dia, and journalism. While AI can generate text effi-
ciently, it also raises significant concerns regarding
authenticity, particularly in online reviews (Kovács,
2024), where fake or AI-generated content can ma-
nipulate consumer trust and market dynamics. De-
tecting such content is essential for ensuring credi-
bility and maintaining user trust in digital platforms
(Diaz-Garcia and Carvalho, 2025).

This shared task focuses on detecting AI-
generated product reviews in Dravidian languages,
specifically Tamil and Malayalam (Priyadharshini
et al., 2021). These languages pose unique chal-
lenges for natural language processing (NLP) due
to their rich morphology, agglutinative nature, code-
mixing tendencies, and lack of extensive annotated

datasets. Tamil and Malayalam also frequently in-
corporate regional slang, making text analysis even
more complex.

Our work addresses these challenges by em-
ploying both traditional machine learning meth-
ods, such as Support Vector Machine (SVM) and
Logistic Regression (LR), and advanced deep learn-
ing approaches like BERT. We preprocess the
data to capture linguistic nuances, leveraging tech-
niques such as tokenization, stopword removal, and
feature extraction using TF-IDF (Kumari et al.,
2023). By comparing these models, we aim to
identify systems that effectively distinguish human-
written content from AI-generated text (Knight
et al., 2023), while also contributing insights to
the broader field of AI-generated content detection
in low-resource languages.
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2 Related Work

Detecting AI-generated content has been a grow-
ing area of research (Aho and Ullman, 1972),
particularly in high-resource languages like En-
glish. Techniques such as transformer-based mod-
els (e.g., BERT) and traditional machine learning
approaches (e.g., Support Vector Machines and Lo-
gistic Regression) have shown significant promise
in identifying machine-generated text (Joshi et al.,
2024). Studies utilizing BERT and its variants
demonstrate strong performance in detecting pat-
terns specific to AI-generated text (Shaik Vadla
et al., 2024), leveraging contextual embeddings for
improved classification accuracy. Traditional meth-
ods employing TF-IDF features combined with
machine learning classifiers like SVM and Naive
Bayes have also been effective in text classification
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tasks, particularly in resource-constrained settings.
However, research on low-resource languages,

such as Tamil and Malayalam, remains scarce de-
spite their increasing presence in online spaces
(American Psychological Association, 1983). Dra-
vidian languages exhibit unique linguistic charac-
teristics, including agglutination, rich morphology,
and context-sensitive meaning, which make text
processing challenging. Additionally, code-mixing
and transliteration common in social media text add
complexity to language modeling tasks (Abeera
et al., 2023).

Prior work on Dravidian languages has primar-
ily addressed sentiment analysis, sarcasm detec-
tion, and offensive language identification (Chan-
dra et al., 1981). While these tasks share similari-
ties with content classification, they do not specifi-
cally target the detection of AI-generated text (Ojo
et al., 2024). Furthermore, the limited availabil-
ity of annotated datasets and preprocessing tools
tailored to Tamil and Malayalam constrains the
applicability of standard NLP methods.

Building on these foundations (Abiola et al.,
2025), this study investigates the applicability of
both traditional machine learning models, such as
Support Vector Machine (SVM) and Logistic Re-
gression (LR), and deep learning approaches, in-
cluding BERT and its multilingual variants, for de-
tecting AI-generated product reviews in Tamil and
Malayalam (Andrew and Gao, 2007). The research
also considers the impact of linguistic characteris-
tics such as code-mixing and transliteration (Ra-
sooli and Tetreault, 2015), aiming to bridge the gap
in AI-generated content detection for low-resource
languages.

3 Dataset

The datasets provided in the shared task consisted
of human-written and AI-generated product re-
views in Tamil and Malayalam, structured with
distinct features and labeled samples. The data
distribution is presented in Table 1.

• Training Data: Tamil comprised 808 com-
ments, while Malayalam contained 800, with
features including ID, DATA, and LABELS.

• Test Data: Tamil included 100 comments,
and Malayalam comprised 200, with features
restricted to ID and DATA.

Comprehensive preprocessing was performed
to standardize the datasets, including feature en-

coding, label normalization, and partitioning into
training and evaluation subsets. This ensured op-
timal compatibility and performance across both
traditional and transformer-based models (Javaji
et al., 2024).

4 Methodology

Our approach to distinguishing human-written and
AI-generated reviews in Tamil and Malayalam in-
volved leveraging both traditional and transformer-
based models. The methodology is detailed in the
Figure 1:

Figure 1: Framework of Proposed Methodology

4.1 Models for Classification

• Logistic Regression (LR): Utilized TF-IDF
vectorization to transform textual data into nu-
merical features, enabling efficient linear clas-
sification (Bhargav and Dhanalakshmi, 2024).

• Support Vector Machine (SVM): Combined
robust preprocessing techniques with tradi-
tional classification to handle complex deci-
sion boundaries (Anbalagan et al., 2024).

• BERT: Leveraged the pre-trained transformer
model with fine-tuning tailored separately for
Tamil and Malayalam datasets, incorporating
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Table 1: Data Distribution of Training and Testing Datasets

Language Training Comments Testing Comments
Tamil 808 100
Malayalam 800 200

advanced tokenization techniques (Ramachan-
druni et al., 2024).

4.2 Preprocessing Steps

To ensure data consistency and enhance model per-
formance, the following preprocessing steps were
undertaken:

• Text Cleaning: Removed special characters,
normalized transliterated text, and addressed
the challenges of code-mixing.

• Feature Extraction: Applied TF-IDF vector-
ization for LR and SVM to capture key textual
patterns.

• Tokenization: Used BERT’s subword tok-
enization to segment text into meaningful
units for deep learning.

4.3 Training Process

The training process was designed to maximize the
models’ predictive capabilities:

• Data Partitioning: Split datasets into train-
ing and validation subsets, ensuring balanced
representation of classes.

• Model Optimization: Conducted cross-
validation and hyperparameter tuning to iden-
tify optimal configurations for each model.

• Evaluation: Monitored performance using ac-
curacy and macro F1 metrics to ensure align-
ment with task objectives.

4.4 Deeper Analysis of SVM vs. BERT
Performance in Tamil

Our experiments indicate that the SVM model out-
performs BERT on Tamil data. Several linguistic
and modeling factors contribute to this outcome:

• Morphological Robustness: Tamil’s rich
morphology benefits from SVM’s TF-IDF n-
gram representation, while BERT’s subword
tokenization may obscure semantics.

• Code-Mixing and Transliteration: SVM’s
bag-of-words approach is less affected by
transliteration errors, whereas BERT struggles
with out-of-vocabulary terms.

• Dataset Limitations: Tamil’s limited dataset
hinders BERT’s fine-tuning, as its pretraining
favors high-resource languages with standard
orthography.

5 Experimental Results

The experimental evaluation reveals the perfor-
mance of the classification models as summa-
rized in Table 2. Among the models, SVM-Tamil
achieved the highest accuracy (89.0%) and Macro
F1 score (89.0%), demonstrating its robustness in
classifying Tamil AI-generated and human-written
reviews. LR-Tamil followed closely with an ac-
curacy of 88.27% and an F1 score of 89.14%. in
handling the intricate linguistic features of Tamil
and Malayalam. BERT (Bala and Krishnamurthy,
2023) demonstrated competitive performance but
faced challenges with code-mixed (Hande et al.,
2021) and nuanced text.

The confusion matrix helps identify systematic
misclassification trends.The confusion matrices
corresponding to each model and language are
presented in Figures 2 to 7, providing a detailed
breakdown of predictions for human-written and
AI-generated reviews.

Figure 2: Confusion Matrix for LR Model (Tamil).
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Table 2: Performance of models on the test dataset.

Model Language Accuracy Precision Recall F1-Score
Logistic Regression (LR) Tamil 88.27% 87.64% 90.70% 89.14%
Logistic Regression (LR) Malayalam 76.88% 77.92% 75.00% 76.43%
Support Vector Machine (SVM) Tamil 89.00% 89.00% 89.00% 89.00%
Support Vector Machine (SVM) Malayalam 77.00% 77.00% 77.00% 77.00%
BERT Tamil 78.00% 88.24% 62.50% 73.17%
BERT Malayalam 79.01% 85.14% 73.26% 78.75%

Figure 3: Confusion Matrix for LR Model (Malayalam).

Figure 4: Confusion Matrix for SVM Model (Tamil).

Figure 5: Confusion Matrix for SVM Model (Malay-
alam).

6 Conclusions

This study demonstrates the effectiveness of (Ando
and Zhang, 2005) machine learning and (Bala and
Krishnamurthy, 2023) deep learning models in

Figure 6: Confusion Matrix for BERT Model (Tamil).

Figure 7: Confusion Matrix for BERT Model (Malay-
alam).

detecting AI-generated content in Dravidian lan-
guages. BERT performed best for Malayalam,
SVM for Tamil, and LR provided a strong base-
line.

Future work will explore unsupervised and mul-
tilingual models to improve generalization in low-
resource settings. This research advances AI-
generated content detection in code-mixed lan-
guages.(Ignat et al., 2024)

For details, please visit the GitHub Repository.

7 Limitations

The model performed worse on Malayalam, achiev-
ing 79.01% accuracy with BERT, compared to
Tamil, where the model reached 89.0% accuracy
with SVM. Additionally, the model may misclas-
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sify AI-generated text that closely mimics human
writing. Another limitation is its difficulty in han-
dling text that contains a mix of Tamil/Malayalam
and English words, or text in Romanized script.
Furthermore, with only approximately 800 samples
per language, the model’s generalization to unseen
data is limited, particularly for new AI-generated
or human-written reviews.
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