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Abstract

The detection of abusive text targeting women,
especially in Dravidian languages like Tamil
and Malayalam, presents a unique challenge
due to linguistic complexities and code-mixing
on social media.  This paper evaluates
machine learning models such as Support
Vector Machines (SVM), Logistic Regression
(LR), and Random Forest Classifiers (RFC)
for identifying abusive content. Code-
mixed datasets sourced from platforms like
YouTube are used to train and test the
models.  Performance is evaluated using
accuracy, precision, recall, and Fl-score
metrics.  Our findings show that SVM
outperforms the other classifiers in accuracy
and recall. However, challenges persist
in detecting implicit abuse and addressing
informal, culturally nuanced language. Future
work will explore transformer-based models
like BERT for better context understanding,
along with data augmentation techniques to
enhance model performance. Additionally,
efforts will focus on expanding labeled datasets
to improve abuse detection in these low-
resource languages.

1 Introduction

The rise of social media has led to an increase in
online abuse, particularly gender-based harassment
targeting women. Detecting such abusive content
in languages like Tamil and Malayalam presents
unique challenges for Natural Language Processing
(NLP). Despite growing concerns, there is limited
research on abusive language detection in Tamil
and Malayalam languages. This study explores
the effectiveness of machine learning models, in-
cluding Support Vector Machines (SVM), Logistic
Regression, and Random Forest, for identifying
abusive content in Tamil and Malayalam social
media posts.This paper contributes to advancing
content moderation techniques for multilingual
social media platforms.

2 Literature Survey

Recent studies on abusive language detection have
predominantly concentrated on English, yielding
promising results with advanced machine learning
models. However, research on low-resource
languages, particularly Dravidian languages such
as Tamil and Malayalam, remains limited. These
languages often feature code-mixing, informal
expressions, and context-dependent nuances,
posing unique challenges for accurate detection
Priyadharshini et al., 2022. The survey provides
an overview of models submitted for abusive
text identification in DravidianLangTech@ NAACL
2025. Additionally, the absence of large annotated
datasets and the difficulty of detecting implicit and
subtle abuse further complicate the task Chen et al.,
2018. Future research should focus on developing
robust, language-specific models and expanding
annotated datasets to enhance detection accuracy.

2.1 Abusive Detection in English and Major
Language

Early abusive content detection relied on blacklists
and regular expressions but struggled with subtle
expressions, sarcasm, and context-dependent abuse
Jiangbin et al., 2021. Machine learning models
improved detection using features like n-grams and
sentiment analysis Akhter et al., 2022, yet they
struggled with nuanced language. Transformer-
based models like BERT, RoBERTa, and ALBERT
enhanced accuracy by capturing context through
self-attention mechanisms.

2.2 Abusive Detection in Dravidian
Languages

Abusive language detection in Tamil and Malay-
alam, especially gender-targeted abuse on social
media, remains under-explored despite its impor-
tance. These Dravidian languages pose challenges
due to complex syntax, rich morphology, and

265

Proceedings of the Fifth Workshop on Speech, Vision, and Language Technologies for Dravidian Languages, pages 265-268
May 3, 2025 ©2025 Association for Computational Linguistics



limited annotated datasets. Traditional models like
SVM and Random Forest struggle with implicit,
code-mixed, and culturally nuanced abuse Eshan
and Hasan, 2017. While deep learning and
transformer models show promise, they still face
difficulties in capturing subtle abuse. There is
a pressing need for culturally aware models and
expanded datasets to improve detection in these
languages.

2.3 Deep Learning and Transformers

Recent advancements in deep learning, espe-
cially with transformer-based models like BERT,
RoBERTa, and ALBERT, have significantly en-
hanced the accuracy of abusive language detection
in social media Rajiakodi et al., 2025. These
models are particularly powerful in handling the
complexity of informal, code-mixed, and context-
dependent expressions in Tamil and Malayalam.
Unlike traditional methods, which rely on hand-
crafted features, transformers utilize self-attention
mechanisms to understand the relationship between
words in a sentence. This enables them to capture
subtle forms of abuse such as implicit and gender-
targeted language. However, the lack of large
annotated datasets in these languages remains a
challenge. Fine-tuning transformer models on
Tamil and Malayalam data is crucial to improving
performance Priyadharshini et al., 2023.

3 Materials and Methods

3.1 Taskset Description

This study focuses on detecting abusive language
in Tamil-English and Malayalam text, particularly
targeting women, sourced from social media
platforms such as YouTube. The dataset was
collected by scraping YouTube comments using
specific queries related to controversial and
sensitive topics, ensuring a diverse representation
of abusive and non-abusive content. Figures 1
and 2 provide sample datasets for Tamil and
Malayalam, respectively. The dataset consists
of 5,723 texts in the training set, 1,229 texts in
the development set, and 1,227 texts in the test
set, each labeled as "Abusive" or "Non-Abusive."
These texts exhibit significant linguistic challenges,
including code-mixing, informal expressions, and
culturally nuanced content, which are common
in Dravidian languages. The data was processed
and annotated to facilitate robust classification,
leveraging machine learning techniques. By

employing models like SVM, Random Forest,
and Logistic Regression, this study evaluates
classification performance across diverse linguistic
patterns.

Text
You tube &) @1L1G. ETEIRITD WETCETHDID HID CEATEMAILYD QUbS WETEDTD MRS
207 LT L1 AES CEe 2 lEsan

Aluagss, @sweprwralser , &5l Quas S LNEDL M UTjEs GuabrLmd o
2.6 LR LMBSTER LT A6 &G, HEDth LHEID 2 BaWD Eussh Lne. @z 2kgw Gaun  Abusive
Baiwr QsDOSLND HTSHHS a@ar CHses CRTEI 2 MMAT ST M & Qarme....... Non-Abusive

Figure 1: Sample training texts from Tamil dataset

Text Class
OmRNHNS) OEAT20 f)MITB (D /1Pl CrUEMORESTR0 DAL al)o ... Abusive
@) £)21WYeS enE OO &15)600 7 Abusive
@pS1 OMFIWIEH ... 2ol 1w)o SHImeljo A9l Non-Abusive
"D MOEMESOS, @BET &S OMEl)0 @BE @EMEINW dh@@M STory @rarT." Abusive
"@MoSel1Uod GaldRRe GEUBHNEMUIUE £l (UM}, RSIHOETM CMISelUos:" Non-Abusive

Figure 2: Sample training texts from Malayalam dataset

3.2 Preprocessing and Feature Extraction

Preprocessing plays a crucial role in transforming
raw text data into a format suitable for machine
learning. The dataset was first cleaned by handling
missing values and removing incomplete rows. The
labels for "Abusive" and "Non-Abusive" content
were mapped to binary values (1 and 0) for binary
classification. For feature extraction, the TF-IDF
(Term Frequency-Inverse Document Frequency)
vectorization technique was applied, converting
text into numerical features while capturing the
significance of words. Stop words were eliminated
to remove common, non-informative words that
would contribute little to classification. This
process reduced noise and enhanced the model’s
ability to focus on relevant terms Sai and Sharma,
2021. Additionally, the text data was standardized
and formatted to ensure uniformity.  While
the current approach focuses on TF-IDF-based
vectorization, future improvements could integrate
transliteration normalization through mapping
dictionaries and custom tokenization strategies
to better handle transliterated words and mixed
scripts. These preprocessing steps ensured that
the models received high-quality input, enabling
efficient training and accurate predictions for
abusive language detection in social media.

3.3 Models and Methodology

This study explores the use of machine learning
models to detect abusive language in Tamil and
Malayalam text. We employed three models:
Support Vector Machine (SVM), Logistic Regres-
sion (LR), and Random Forest Classifier (RFC).
SVM, with its ability to find optimal decision
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boundaries, was used for precise classification.
Logistic Regression, a linear model, was utilized
for its interpretability and effectiveness in binary
classification tasks. Random Forest, an ensemble
method, leveraged multiple decision trees to
enhance predictive performance Mahmud et al.,
2024. Text data was preprocessed using the Term
Frequency-Inverse Document Frequency (TF-IDF)
vectorization technique, which converts text into
numerical features. The TF-IDF vectorizer was set
to a maximum of 5000 features, with stop words
removal enabled. The selected hyperparameters
included a linear kernel for SVM, 100 estimators
for Random Forest, and a random state of 42. The
models were evaluated using standard classification
metrics, including accuracy, precision, recall, and
F1-score.

4 Results and Discussion

The study on abusive content detection in Tamil
and Malayalam revealed that while traditional
machine learning models like Logistic Regression
and Random Forest performed effectively, Support
Vector Machine (SVM) demonstrated superior
performance, making it the most suitable model
for this task.

4.1 Performance Metrics

Model performance was evaluated using Accuracy,
Precision, Recall, and FI1-Score. Accuracy
measures overall correctness, while Precision
indicates correctly predicted abusive texts. Recall
reflects the proportion of actual abusive texts
identified, and F1-Score balances Precision and
Recall, crucial for imbalanced datasets. These
metrics help assess real-world effectiveness and
optimize abuse detection systems. Given linguistic
complexity of Tamil and Malayalam, they provide
insights into model adaptability across diverse
text patterns. Table 1 illustrates classification
performance for Tamil, while Table 2 presents
results for Malayalam, ensuring robust and reliable
abuse detection models.

Classifiers Class Labels Accuracy (%) Precision (%) Recall (%) F1-Score (%)

Logistic Regression  Non-Abusive 68 68 70 69
Logistic Regression Abusive 68 70 68 69
Random Forest Non-Abusive 68 67 69 68
Random Forest Abusive 68 69 67 68
SVM Non-Abusive 69 69 67 68
SVM Abusive 69 69 71 70

Table 1: Performance of Classifiers for Abusive and
Non-Abusive Text Detection in Tamil

Classifiers Class Labels Accuracy (%) Precision (%) Recall (%) F1-Score (%)

Logistic Regression  Non-Abusive 64 63 67 65
Logistic Regression Abusive 64 66 62 64
Random Forest Non-Abusive 61 59 67 63
Random Forest Abusive 61 64 56 60
SVM Non-Abusive 64 63 67 65
SVM Abusive 64 67 62 64

Table 2: Performance of Classifiers for Abusive and
Non-Abusive Text Detection in Malayalam

4.2 Error Analysis

The SVM model performed well but struggled
with indirect and implicit abusive language, often
misclassifying it as non-abusive due to limited
context understanding. It also faced challenges
with Tamil-Malayalam code-mixed sentences,
as TF-IDF failed to capture nuanced language
patterns, leading to false negatives. Figure 5
provides an example of such misclassification.
These limitations highlight the need for more
context-aware models like BERT. Future work
will focus on expanding the dataset, improving
tokenization, and addressing ethical considerations
for unbiased predictions.

id Text
14 spwb. @ems WA WhssT Cenm AsmLsE0N?
2 QU Cw CUASALEL AEBST aTUY.... WG AUCHD 2YRESTLR
137 QWmeman i 80 MO EHOAMEIT GRG0 @ MO &)9S DO ST sk 8514
163 6MOMB UORLY) OLBISIBOYM(.... GBS EHS BSYTM)

Figure 5: Example of a misclassified Tamil-Malayalam
code-mixed text by the SVM model.

5 Limitations

Abusive language detection in Tamil and Malay-
alam using traditional machine learning models
such as Logistic Regression (LR), Random Forest
(RF), and Support Vector Machines (SVM)
encounters several hurdles. The scarcity of
labeled datasets in these languages limits the
models’ effectiveness. Additionally, the intricate
grammatical structures and diverse vocabulary
present in Tamil and Malayalam complicate
the accurate identification of offensive content.
Existing models often rely on simple feature
extraction techniques, which struggle to grasp the
subtleties of code-mixing and contextual variations
in online discourse. Lastly, recognizing gender-
based abuse requires a deeper understanding of
cultural context, which current models fail to fully
address.

6 Conclusion

In this study, we explored the detection of
abusive content targeting women in Tamil and
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Figure 3: Confusion matrix for the Tamil dataset

Malayalam social media posts using machine
learning. Support Vector Machine (SVM)
demonstrated superior performance in handling
informal, context-dependent, and code-mixed
language. The findings highlight challenges in
detecting abuse in morphologically rich, low-
resource languages and the need for scalable
solutions. While results are promising, future
research should focus on larger annotated datasets
and hybrid models combining traditional methods
with transformer-based architectures. The dataset
and implementation code utilized in this study are
publicly available at GitHub Repository to support
reproducibility and further research.
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