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Abstract

The rise of misogynistic memes on social me-
dia posed challenges to civil discourse. This
paper aimed to detect misogyny in Dravid-
ian language memes using a multimodal deep
learning approach. We integrated Bidirectional
Encoder Representations from Transformers
(BERT), Long Short-Term Memory (LSTM),
EfficientNet, and a Vision Language Model
(VLM) to analyze textual and visual informa-
tion. EfficientNet extracted image features,
LSTM captured sequential text patterns, and
BERT learned language-specific embeddings.
Among these, VLM achieved the highest ac-
curacy of 85.0% and an F1-score of 70.8, ef-
fectively capturing visual-textual relationships.
Validated on a curated dataset, our method out-
performed baselines in precision, recall, and
Fl-score. Our approach ranked 12th out of 118
participants for the Tamil language, highlight-
ing its competitive performance. This research
emphasizes the importance of multimodal mod-
els in detecting harmful content. Future work
can explore improved feature fusion techniques
to enhance classification accuracy.

Keywords: LSTM, BERT, EfficientNet, Vision
Language Model, Meme Classification

1 Introduction

Social media platforms have developed into places
for entertainment and idea sharing, but they have
also made it possible for harmful information, such
as misogynistic memes, to proliferate. These text-
and-image memes frequently spread harmful view-
points and disrupt online conversation. In Dra-
vidian languages, which are spoken in southern
India and nearby areas and are frequently under-
represented in language processing studies, it is
particularly difficult to detect such material. By
creating a binary classification model that classi-
fies information as either abusive or non abusive,
this work aims to detect misogyny in memes across
Dravidian languages. Using a multimodal deep

learning architecture, our method analyzes both
the text and images in memes by combining mul-
tiple powerful models: Vision-Language Models
(VLM) to comprehend the relationship between im-
ages and text, EfficientNet to extract image features
efficiently, BERT to process language-specific text
embeddings, and LSTM to capture the flow of text
sequences. The VLM achieves the highest accuracy
among these models, highlighting the significance
of analyzing both visual and textual information
simultaneously. Our model performs well on a
curated dataset, surpassing previous methods and
helping to combat abusive content in low-resource
languages.

2 Literature Survey

The growing prevalence of online hate speech, par-
ticularly in the form of misogyny and trolling, has
led to a surge in research focusing on the detection
of such harmful content. The detection of misog-
yny in online content, particularly through memes,
has been extensively studied in recent years.

Ponnusamy et al. (2024) introduced an annotated
dataset for misogyny detection in Tamil and Malay-
alam memes. The study highlights challenges in
identifying offensive content in low-resource lan-
guages due to cultural and contextual nuances. The
dataset, sourced from social media, is manually
labeled and evaluated using NLP techniques. Their
work emphasizes the importance of multimodal
approaches, considering both textual and visual el-
ements in memes. This research aids in developing
Al systems to detect online misogyny and improve
fairness in content moderation.

Jindal et al. (2024) introduced MISTRA, a novel
approach that combines text and image features for
misogyny detection, emphasizing the effectiveness
of fusion models to detect subtle forms of misogyny
in multimodal platforms like memes and images.
Chinivar et al. (2024) proposed V-LTCS, focusing
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on the importance of selecting appropriate back-
bone networks for multimodal misogynous meme
detection, which significantly impacts the perfor-
mance of detecting misogynistic content in memes.
Raja et al. (2023) applied a transfer learning ap-
proach with adaptive fine-tuning for fake news de-
tection in Dravidian languages, offering a method-
ology that could be valuable for language-specific
challenges in misogyny detection within multilin-
gual contexts. Kumari et al. (2024) introduced
M3Hop-CoT, employing a multimodal, multi-hop
chain-of-thought process for meme identification,
which emphasizes the contextual relationships be-
tween visual and textual elements for improved
misogyny detection.

Srivastava (2024) proposed an early fusion
model with graph networks for meme detection,
demonstrating the advantages of combining multi-
modal features before processing to capture com-
plex patterns in memes.Rizzi et al. (2023) discussed
biases in misogyny detection models and stress the
importance of addressing these biases for fairer and
more equitable detection systems. Chakravarthi
et al. (2024) provided a comprehensive evalua-
tion of multitask meme classification, focusing on
detecting both misogynistic and troll content in
memes, aiming to improve classification accuracy
and address various forms of online abuse.

Anzovino et al. (2018) explored automatic identi-
fication and classification of misogynistic language
on Twitter, offering early insights into the challenge
of detecting misogynistic content in text-based plat-
forms. Plaza-Del-Arco et al. (2020) extended this
work by focusing on the detection of misogyny
and xenophobia in Spanish tweets, contributing to
multilingual approaches in hate speech and misog-
yny detection. Frenda et al. (2019) investigated
online hate speech against women, highlighting
challenges in identifying misogyny and sexism on
platforms like Twitter. Chakravarthi et al. (2025)
presented the findings of the misogyny meme detec-
tion task in Dravidian languages at NAACL 2025,
analyzing various machine learning and deep learn-
ing models. The study highlights dataset creation,
annotation challenges, and the importance of mul-
timodal approaches for effective detection.

Kiela et al. (2020) introduced the Hateful Memes
Challenge, emphasizing the detection of hate
speech in multimodal memes, which is a pivotal
work in the multimodal analysis of harmful online
content. Zhu (2020) enhanced multimodal trans-
former models for the Hateful Meme Challenge,

showcasing how external labels and pretraining can
improve meme classification accuracy. Zia et al.
(2021) expanded on this by classifying memes be-
yond hate speech, tackling the challenge of de-
tecting misogynistic and sexist memes specifically.
Aloysius and Tamil Selvan (2023) addressed the re-
duction of false negatives in multi-class sentiment
analysis, which is an important consideration for
improving the accuracy of automated sentiment de-
tection models, including those used for identifying
misogynistic content.

3 Dataset Description

The dataset is made up of a series of pictures and
a matching CSV file with three essential elements
as given image id, labels and transcriptions. Each
image in the folder is uniquely identified by its
image id, which makes sure that every image is
easily identifiable. The labels field indicates the
type of content by classifying each image as ei-
ther non-misogynistic or misogynistic. The textual
information linked to each image is included in
the transcriptions field, which gives the visual data
context.

4 Methodology

Our model was developed as part of the Dravidian-
LangTech 2025 Shared Task for detecting misog-
yny in Tamil memes. The task challenged partici-
pants to create robust multimodal models capable
of processing both text and visual elements.

4.1 Dataset Preprocessing

Dataset preprocessing involved handling missing
values, encoding labels, and splitting the dataset
into training (1,136 memes), validation (284), and
testing (356), totaling 1,776 memes. Text prepro-
cessing included lowercasing, removing special
characters, stopwords, and padding sequences. Im-
age preprocessing involved resizing, standardizing
pixel values, and data augmentation. These steps
ensure standardized, noise-free input for optimal
model performance. The dataset split is given be-
low in Table 1.

4.1.1 Text Preprocessing

In order to prevent case sensitivity, all text was
converted to lowercase, cleaning and standardiz-
ing the text data for model input. Only relevant
Tamil and English characters were left after special
characters, emojis, URLs, and other unnecessary
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Dataset Split Number of Memes

Training Set 1,136
Validation Set 284
Test Set 356
Total 1,776

Table 1: Dataset Description

symbols were eliminated using regular expressions.
They removed stopwords such as "enna" (what)
and "ipo" (now), and they padded or cleaned se-
quences to a specified length of 100. To expand the
vocabulary and maintain uniformity throughout the
dataset, words that appeared less than five times
were substituted with placeholder tokens.

4.1.2 Image Preprocessing

Image data was standardized to ensure compat-
ibility with the deep learning model. First, all
images were resized to a target size of 224x224
pixels, which is the required input size for the Effi-
cientNetBO model. To enhance training efficiency,
pixel values were normalized to a range of [0, 1]
by dividing by 255, ensuring faster convergence
during model training. Additionally, images were
processed in batches, converting each image into
an array and stacking them into a single dataset
for efficient handling during training. These pre-
processing steps ensured that the image data was
optimized for input into the model.

4.2 Models

4.2.1 Vision Language Model

A Vision-Language Model (VLM), which achieves
85% accuracy and a 70.8 F1-score, successfully
combines text and images. Although accuracy in-
dicates general correctness, efficiency could be im-
proved by controlling class imbalance and increas-
ing precision. The classification report is shown in
Figure 1. VLMs excel in tasks like image caption-
ing, visual quality assurance, and image-text match-
ing, leveraging CNNs for images and Transformer-
based models for text.

4.2.2 EfficientNet

EfficientNet optimizes accuracy and efficiency us-
ing compound scaling for tasks like object detec-
tion and image classification. With 82% accuracy
and a 72.5 F1 score, it balances precision and recall
well. The classification report is shown in Figure
2. Further tuning and data augmentation could en-
hance performance while maintaining reliability in
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Classification Report:

precision recall fl-score support

0.88 0.92 0.90 210

0.70 0.60 0.70 74

accuracy 0.85 284
macro avg 0.79 .76 0.78 284
weighted avg 0.84 0.85 0.83 284

Figure 1: Classification Report for VLM

Classification Report:

precision recall fl-score support

] .87 .90 0.88 210

1 0.68 ©.65 0.72 74

accuracy 0.82 284
macro avg 0.78 0.78 0.73 284
weighted avg 0.82 0.82 0.81 284

Figure 2: Classification Report for EfficientNet

reducing false predictions.

4.2.3 BERT

BERT enhances semantic understanding for NLP
tasks using a bidirectional transformer. With 79.5%
accuracy and a 65 F1 score, it performs well but
struggles with class imbalance. Techniques like
oversampling, class weighting, domain-specific
models, hyperparameter tuning, and data augmen-
tation can improve performance.

424 LSTM

LSTM, a type of RNN, excels in sequential tasks
like NLP and time series forecasting by retaining
long-term dependencies. With 75% accuracy and a
67.5 F1 score, it performs well but can improve on
imbalanced data. Enhancements like more layers,
bidirectional LSTMs, fine-tuning, class balancing,
pre-trained embeddings, or attention mechanisms
can boost performance.

5 Workflow

The workflow begins with text and image prepro-
cessing, where BERT extracts textual features and
CNN captures image features. These features are
fused and fed into a training model comprising
LSTM, EfficientNet, and VLM. LSTM processes
sequential text patterns, EfficientNet refines image
features, and VLM models text-image interactions.
After training, the model is evaluated for accuracy,
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Figure 3: Proposed System Workflow

precision, recall, and F1-score. If accuracy is high,
the model is finalized. Otherwise, fine-tuning is
performed to enhance performance. Figure 3 illus-
trates this iterative process for effective misogyny
detection in Dravidian language memes.

6 Result and Discussion

This study investigated the performance of many
deep learning architectures for multimodal classi-
fication tasks, such as Vision-Language Models
(VLM), BERT, LSTM, and EfficientNet. The com-
parison analysis demonstrates how various feature
extraction and fusion techniques affect attaining
peak performance.And our model ranked 12th out
of 118 participants in the Tamil language track,
showcasing its competitive performance in mul-
timodal misogyny detection.The model accuracy
performance comparision has been shown in Table
2.

VLM achieved the highest accuracy (85.0%),
demonstrating its effectiveness in integrating tex-
tual and visual features. However, EfficientNet
outperformed other models in Fl-score (72.5%),
indicating a better balance between precision and
recall. While BERT excelled in text-based tasks,

PREDICTION O

FINE TUNING

Models Accuracy F1-Score
VLM 85.0 70.8
EfficientNet 82.0 72.5
BERT 79.5 65.0
LSTM 75.0 67.5

Table 2: Model Performance Comparison

it lagged behind multimodal approaches. LSTM,
though less accurate overall, maintained a com-
petitive F1-score (67.5%), making it suitable for
sequential feature extraction.The preprocessing of
images and implementation details can be found in
our GitHub repository InnovationEngineers Misog-
yny meme detection.

7 Conclusion

This study emphasized how Vision-Language Mod-
els (VLM) are a great help for multimodal catego-
rization problems. VLM performs better than other
models, exhibiting a superior capacity to integrate
both textual and visual data with an accuracy of
85%. A better balance between precision and recall
is demonstrated by EfficientNet’s superior F1-score
(72.5%), but VLM’s total performance emphasizes
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the value of multimodal learning in improving clas-
sification accuracy. In sequential and text-based
feature extraction tasks, BERT and LSTM offer use-
ful insights, but multimodal techniques like VLM
and EfficientNet outperform them.
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