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Abstract

The rapid expansion of social media has fa-
cilitated communication but also enabled the
spread of misogynistic memes, reinforcing gen-
der stereotypes and toxic online environments.
Detecting such content is challenging due to
the multimodal nature of memes, where mean-
ing emerges from the interplay of text and im-
ages. The Misogyny Meme Detection shared
task at DravidianLangTech@NAACL 2025 fo-
cused on Tamil and Malayalam, encouraging
the development of multimodal approaches.
With 114 teams registered and 23 submitting
predictions, participants leveraged various pre-
trained language models and vision models
through fusion techniques. The best models
achieved high macro F1 scores (0.83682 for
Tamil, 0.87631 for Malayalam), highlighting
the effectiveness of multimodal learning. De-
spite these advances, challenges such as bias
in the data set, class imbalance, and cultural
variations persist. Future research should re-
fine multimodal detection methods to improve
accuracy and adaptability, fostering safer and
more inclusive online spaces.

Disclaimer: This research paper contains of-
fensive/harmful content for research purposes.
Viewer discretion is advised.

1 Introduction

The widespread adoption of social media has trans-
formed digital communication, allowing instanta-
neous sharing of ideas and fostering global connec-
tivity (Singh et al., 2023). However, this evolution
has also led to challenges, particularly the prolifer-
ation of harmful content such as misogyny memes
(Gasparini et al., 2022). These memes, often
combining visual and textual elements, propagate
gender-based discrimination, perpetuate stereo-
types, and contribute to toxic online environments.
Their multimodal nature poses significant chal-
lenges for automated detection, as the nuanced in-
terplay between images and text frequently conveys

implicit and context-dependent meanings (Kumari
et al., 2024). Traditional unimodal detection meth-
ods often fail to address this complexity, under-
scoring the need for advanced multimodal analysis
techniques to effectively identify and mitigate such
content.

Addressing misogyny in online spaces is a crit-
ical step toward fostering inclusive and respect-
ful digital environments. Misogyny memes, by
embedding discriminatory messages in humor or
satire, not only normalize toxic behaviors but also
marginalize women and reinforce societal inequal-
ities. Detecting and moderating these memes is
particularly challenging in low-resource contexts
where annotated datasets and linguistic resources
are scarce (Huang et al., 2024). The task requires
innovative approaches that integrate textual and vi-
sual modalities to capture the implicit biases and
indirect messaging characteristic of these memes.
By advancing research in this area, it is possible
to combat the spread of harmful content and con-
tribute to safer and more equitable online spaces
(Rizzi et al., 2024).

To address this issue, we conducted the second
shared task on "Misogyny Meme Detection"1 un-
der the DravidianLangTech@NAACL 202523 ini-
tiative. This shared task focuses on the automatic
detection of misogyny in memes across two lan-
guages, including Tamil and Malayalam which are
low-resourced. The aim is to foster the develop-
ment of computational models capable of identi-
fying misogynistic content while accounting for
linguistic and cultural variations in online commu-
nication.

The task is grounded in several objectives:

1. To encourage the creation of state-of-the-art
1https://codalab.lisn.upsaclay.fr/

competitions/20856
2https://sites.google.com/view/

dravidianlangtech-2025/
3https://2025.naacl.org/
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systems for misogyny detection in memes us-
ing multimodal approaches.

2. To promote research in low-resource lan-
guages, extending the applicability of NLP
technologies beyond high-resource settings.

The shared task attracted significant participa-
tion from researchers around the world, demon-
strating the growing recognition of the need to ad-
dress misogyny in online spaces. A total of 114
teams registered for the shared task, with 23 teams
successfully submitting their predictions, showcas-
ing a diverse range of methodologies that used
both textual and visual modalities to enhance mul-
timodal classification performance. The results
indicated that the team DLRG_RR achieved the
highest macro F1-score (0.83682) for Tamil, while
CUET_Novice team obtained the top macro F1-
score (0.87631) for Malayalam, emphasizing the
effectiveness of multimodal learning. Despite the
success of fusion-based models, challenges such
as class imbalance, dataset biases, and subtle varia-
tions in misogynistic language remain areas for
further exploration. Future research should fo-
cus on mitigating these biases, addressing cultural
nuances, and improving context-dependent under-
standing to improve the robustness of misogyny
meme detection models, contributing to a safer and
more inclusive digital space.

2 Related Work

2.1 Misogyny detection
Misogyny detection in online platforms has been
a focal point of research, particularly as the inter-
net continues to foster gender-based hate speech.
Early efforts include the Evalita 2018 and IberEval
2018 shared tasks, which introduced the Automatic
Misogyny Identification (AMI) challenge to de-
tect misogynistic content in English and Italian
texts (Fersini et al., 2018). SemEval 2019 extended
this focus to multilingual hate speech, addressing
misogyny alongside other forms of hate targeting
immigrants and emphasizing the detection of ag-
gressive and non-aggressive speech (Basile et al.,
2019).

Recent advances have embraced transformer-
based models such as BERT and RoBERTa for
misogyny detection, leveraging their capability to
understand nuanced language. Multilingual models
have been particularly effective for tasks involving
diverse linguistic contexts (Devlin et al., 2019; Liu

et al., 2019). In the multimodal space, datasets
such as Facebook Hateful Memes and new mul-
timodal misogyny-specific datasets have encour-
aged combining textual and visual cues, as seen in
approaches utilizing VisualBERT, UNITER, and
CLIP for better classification accuracy (Chen et al.,
2020; Radford et al., 2021).

2.2 Multimodal Classification
Multimodal classification methods have become
pivotal in tackling tasks involving combined vi-
sual and textual data. Traditional approaches used
separate pipelines for image and text processing,
combining the outputs through simple fusion tech-
niques. Suryawanshi et al. (2020) explored an
early fusion technique that combines textual and vi-
sual modalities at the embedding level, demonstrat-
ing its effectiveness compared to unimodal base-
lines focused solely on text or images. Koutlis
et al. (2023) introduced MemeFier, a deep learning-
based framework featuring a dual-stage modal-
ity fusion module. This system captured intri-
cate inter-modal connections by integrating feature-
level alignment with token-level modality inter-
actions, achieving state-of-the-art results in fine-
grained meme classification.

2.3 Related shared tasks
Numerous shared tasks have significantly advanced
research on misogyny detection and multimodal
content analysis. The Evalita 2018 and IberEval
2018 shared tasks introduced the Automatic Misog-
yny Identification (AMI) challenge, focusing on
detecting misogynistic content in English and Ital-
ian (Fersini et al., 2018). These tasks were among
the first to address gender-based hate speech sys-
tematically. SemEval 2019 expanded the focus
to multilingual hate speech detection, including
misogyny and hate against immigrants, with dis-
tinctions between aggressive and non-aggressive
content in English and Spanish (Basile et al., 2019).

Multimodal shared tasks have further enriched
the research landscape. The Memotion shared tasks
(2020, 2022) targeted the sentiment and emotion
analysis of memes, providing valuable benchmarks
for multimodal sentiment classification (Sharma
et al., 2020; Patwa et al., 2022). The MultiOFF
dataset for offensive meme detection highlighted
challenges in integrating text and visual modal-
ities for hate speech classification (Suryawanshi
et al., 2020). TrollsWithOpinion (2023) introduced
a three-level taxonomy for trolling and opinion ma-
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(a) Misogyny example from Tamil set (b) Misogyny example from Malayalam set

Figure 1: Examples from the Tamil and Malayalam sets

nipulation, emphasizing domain-specific opinion
manipulation in memes (Suryawanshi et al., 2023).

Our previous shared task, organized as part
of LT-EDI@EACL 2024, focused on multitask
meme classification with an emphasis on identify-
ing misogynistic and troll content in memes, specif-
ically in Tamil and Malayalam. This task received
significant participation, with 52 teams registering
and notable submissions. The task A is focused
on misogyny meme detection in Tamil and Malay-
alam language where the top method submitted
by MUCS team (Mahesh et al., 2024) achieving
macro F1 scores of 0.73 (Tamil) and 0.87 (Malay-
alam). This effort demonstrated the importance of
regional language datasets and the effectiveness of
multilingual computational approaches in tackling
misogynistic meme detection (Chakravarthi et al.,
2024).

3 Task Description

The Shared Task on Misogyny Meme Detection,
organized as part of DravidianLangTech@NAACL
2025, aimed to challenge participants to develop
advanced multimodal machine learning systems
capable of analyzing both textual and visual com-
ponents of memes. The primary objective of the
task was to classify memes as either Misogyny or
Non-Misogyny in Tamil and Malayalam languages
(Ponnusamy et al., 2024), emphasizing the nuanced
intersection of multilingualism and multimodality

in the analysis of social media content. The exam-
ples from the dataset is show in the Figure 1.

Participants were initially provided with training
and development datasets to build and validate their
models. Subsequently, a test dataset without labels
was released for the final evaluation of the mod-
els, which were trained on the previously provided
datasets. Submissions was required in a predefined
CSV format with their model’s prediction using
the test set provided for the evaluation. After the
release of the results, the labeled test set was shared
with participants for personal verification and fur-
ther analysis.

The datasets included an image folder contain-
ing memes in JPG format, accompanied by a CSV
file comprising image_id, labels (indicating misog-
yny or non-misogyny), and transcriptions (text ex-
tracted from memes). Participants were expected
to adhere to strict submission guidelines and pro-
vide their predictions in a predefined format. This
shared task served as a platform for exploring
cutting-edge methodologies in Natural Language
Processing (NLP) and multimodal learning, driv-
ing innovation in the analysis of multilingual and
multimodal social media content.

4 Participant’s Methods

For this shared task, there are total of 114 teams
registered, among them we have received a total
of 23 submissions where all the participants have
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used various types of methodologies to address
the task of detecting misogyny and non-misogyny
memes in Tamil and Malayalam languages in a
multimodal settings from the dataset provided. The
participants rank list has been mentioned in the
Table 1 for Tamil language and Table 2 for Malay-
alam language.

• byteSizedLLM (Manukonda and Kodali,
2025): This team proposed a multimodal
approach for misogynistic meme detection
by combining textual and visual features.
They fine-tuned the XLM-RoBERTa Base
model on Tamil and Malayalam text from the
AI4Bharath dataset, using IndicTrans to gen-
erate native script, Romanized, and partially
transliterated text variations. Text embeddings
were mapped to a 768-dimensional space. To
align with this, they modified ResNet-50’s
fully connected layer to extract image fea-
tures in the same dimension. An Attention-
Driven BiLSTM was used to fuse the modal-
ities, capturing sequential dependencies. An
attention mechanism followed by a fully con-
nected layer optimized with cross-entropy loss
enabled accurate classification.

• CUET_NetworkSociety: This team extracted
visual features using data augmentation tech-
niques to enhance generalization, employ-
ing ResNet18 and EfficientNet-B4. For
text processing, they used transformer-based
models including IndicBERT for Indian lan-
guages, LaBSE for multilingual embeddings,
and XLM-RoBERTa for contextual under-
standing. They applied both classical clas-
sifiers—Logistic Regression, SVM, and Ran-
dom Forest—and deep learning models such
as CNN, BiLSTM, and BiLSTM+CNN for
textual classification. To integrate text and
image modalities, they experimented with
concatenation-based fusion (feature-level) and
late fusion (prediction-level).

• Dll5143 (Pattanaik et al., 2025): This team
utilized three models—M-CLIP, IndicBERT,
and Google’s MuRIL—each fine-tuned sepa-
rately on Tamil and Malayalam meme data
to detect misogyny from both images and
text. The individual model predictions were
combined using majority voting, which en-
hanced robustness and accuracy by captur-
ing diverse features across modalities and lan-

guages. This ensemble approach effectively
fused insights from distinct multilingual and
multimodal models, improving detection ac-
curacy for memes in Tamil and Malayalam.

• CUET-NLP_Big_O (Hossan et al., 2025):
This team resized images to 224×224 pixels
and normalized them using ImageNet statis-
tics. Tamil and Malayalam texts were to-
kenized with MuRIL (128 tokens). Visual
features were extracted using DenseNet121,
EfficientNetB0, ResNet50, and VGG19; tex-
tual features used TF-IDF, BoW, and 100-
dimensional GloVe embeddings. Features
were fused via a fully connected classifier.
Training ran for 45 epochs with a 2e-5 learn-
ing rate, batch size of 16, and ReduceLROn-
Plateau scheduler on dual NVIDIA Tesla T4
GPUs, taking 120–150 minutes.

• Code_Conquerors (Rao et al., 2025): This
team used CLIP model embeddings for image
features and BERT-base uncased embeddings
for text. For Tamil data, they trained a hy-
brid model combining ResNet for images and
BERT-base uncased for text. For Malayalam
data, Vision Transformer replaced ResNet,
paired again with BERT-base uncased. In both
cases, image and text embeddings were con-
catenated before training, allowing the model
to effectively learn and integrate visual and
textual context for improved misogyny detec-
tion.

• Shraddha: Here, text features were extracted
using BiLSTM, and attention mechanisms,
while image features were obtained using the
ImageNet pre-trained MobileNetV2 model
with attention layers. These features were
fused for classification, optimized with focal
loss and class weights to handle class imbal-
ance.

• LexiLogic (M et al., 2025): This study
uses L3Cube-Malayalam-BERT and L3Cube-
Tamil-BERT for meme categorization and
abusive language detection. Data is prepro-
cessed through tokenization and normaliza-
tion. Fine-tuning uses cross-entropy loss over
five epochs at a 2e-5 learning rate. Language-
specific embeddings and data augmentation
improve performance on low-resource Indian
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languages, effectively handling hostile lan-
guage.

• One_by_zero (Chakraborty et al., 2025):
They employed CNN, VGG16, and Vision
Transformer (ViT) models for visual features
extraction, optimizing ViT using the AdamW
optimizer and binary cross-entropy loss. BiL-
STM, TextCNN, LSTM+CNN, Malayalam
BERT, and IndicBERT were used to extract
textual features; they were all trained using
the Adam optimizer and binary cross-entropy
loss. These features were concatenated at a
fusion layer and then run through a fully con-
nected classifier that was tuned with Adam
and binary cross-entropy loss.

• teamiic (Sharma et al., 2025): The XLM-
R model was used to handle text data, and
the Vision Transformer (ViT) was used to ex-
tract features from images. To create a single
representation, the embeddings from the two
modalities were concatenated. For classifica-
tion, a proprietary neural network classifier
with ReLU activation and a fully connected
hidden layer was employed along with cross
Entropy Loss and the Adam optimizer.

• Team_Strikers (Shanmugavadivel et al.,
2025a): This team used LSTM and GRU mod-
els to process Tamil-English code-mixed text
with TF-IDF, GloVe, and Word2Vec embed-
dings, while ResNet and EfficientNet CNNs
extracted visual features. The CNN-LSTM
model combined spatial and sequential learn-
ing. Despite challenges with code-mixed in-
put in ResNet-BERT, the GRU-EfficientNet
model effectively merged text and visuals.

• CUET-823 (Mallik et al., 2025): For both
text and image inputs, they used text-based
augmentation (back-translation via Tamil-
English-Tamil and Tamil-Malayalam-Tamil)
and image alterations (brightness adjustment,
grayscale, posterization) to address class
imbalance. They experimented with ViT,
ResNet, and EfficientNet for pictures, train-
ing for 20 epochs (batch size: 16, learning
rate: 1e-4), and optimized mBERT and In-
dicBERT for text with a 512-token length us-
ing the AdamW optimizer (learning rate: 2e-
5).

• CUET_Novice (Sayma et al., 2025): This
team developed a multimodal approach to
detect misogyny in Malayalam memes by
combining visual and textual features. They
used an 8-layer CNN, ResNet-50, Vision
Transformer (ViT), and Swin Transformer
for visual feature extraction. Text was pro-
cessed using Malayalam-BERT, generating
768-dimensional embeddings. These were
fused with 1024-dimensional Swin Trans-
former features to create a 1792-dimensional
vector. A two-layer neural network with
ReLU activation and 0.1 dropout was used for
classification. The team trained their model
with the AdamW optimizer, binary cross-
entropy loss, gradient clipping, a batch size of
16, and a 5e-5 learning rate over five epochs.

• InnovationEngineers (Shanmugavadivel
et al., 2025b): This team applied padding to
text sequences up to a length of 100 before
using BERT to extract semantic features. For
visual processing, images were resized to
224×224 pixels, normalized to [0, 1], and
processed in batches using EfficientNetB0
for feature extraction. They combined both
textual and visual features using a Vision-
Language Model (VLM) for classification,
effectively integrating multimodal data to
enhance performance in misogynistic meme
detection.

• Zero_knowledge: This team employed a mul-
timodal approach, extracting image features
using a Convolutional Neural Network (CNN)
and processing text through an embedding
layer followed by an Long Short-Term Mem-
ory (LSTM) to capture sequential and contex-
tual information. Outputs from both branches
were concatenated in a fusion layer to inte-
grate visual and textual data. A fully con-
nected dense layer refined the fused features,
followed by a sigmoid activation for binary
classification. The model was trained using
the Adam optimizer with binary cross-entropy
loss, ensuring stable and effective conver-
gence for misogynistic meme detection.

• LinguAIsts (Arthir et al., 2025): This team
used a Support Vector Machine (SVM) with a
linear kernel for binary classification, leverag-
ing its effectiveness with textual input vector-
ized using TF-IDF. To optimize performance,
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they applied GridSearchCV to tune hyperpa-
rameters such as C, kernel, and gamma, using
five-fold cross-validation for robust model se-
lection.

• Fired_from_NLP (Chowdhury et al., 2025):
This team implemented a multimodal ap-
proach, extracting visual features using CNN
models like EfficientNetB7, ResNet50, and
MobileNetV2, and processing text with Tamil-
BERT and Malayalam-BERT. Text prepro-
cessing included padding, truncation, and
attention masking via the BERT tokenizer.
Images were resized to 224×224 pixels and
standardized. Transformer models (mBERT,
Indic-BERT, Tamil-BERT, Malayalam-BERT)
handled textual feature extraction, while cross-
modal attention was used to compute attention
scores between text and image features. Out-
puts were fused using concatenation and the
Hadamard product, then passed through dense
layers for binary classification. The model
was trained with binary cross-entropy loss,
early stopping, and a learning rate scheduler.

• Magma: For this shared task, They utilized
Google’s Gemini model to generate dense vec-
tor embeddings (’models/embedding-001’)
which capture the semantic features of Malay-
alam text. These embeddings were then pro-
cessed through a Random Forest classifier
with 100 estimators, trained on an 80-20 train-
test split. For Tamil text classification, They
employed a BERT (Bidirectional Encoder
Representations from Transformers) model,
fine-tuning it specifically for Tamil language
processing. The BERT model’s bidirectional
self-attention mechanisms were adapted to un-
derstand Tamil linguistic patterns through the
fine-tuning process.

• CUET-NLP_MP (Mohiuddin et al., 2025):
This team classified Tamil and Malayalam
memes using both unimodal and multimodal
models. For text, they tested CNN, SVM,
Bi-LSTM, mBERT, and XLM-R; for images,
they used VGG16, VGG19, ResNet50, Vision
Transformer (ViT), and Swin Transformer.
The best models for each language and modal-
ity were combined for multimodal analy-
sis. Their final model integrated IndicBERT
for text and ViT-Base-Patch16-224 for im-
ages, with fused embeddings passed through

a dense classification layer. Trained over five
epochs with a batch size of 16 and a learning
rate of 2e-5, this multimodal setup delivered
the team’s best overall performance.

• HerWILL (Preeti et al., 2025): This
team adopted a multimodal approach, using
language-specific pre-trained models for text
encoding: hate-speech-CNERG/malayalam-
codemixed-abusive-MuRIL for Malayalam
and Tamil-codemixed-abusive-MuRIL for
Tamil. For visual features, they used
OpenAI’s CLIP model (openai/clip-vit-base-
patch32) alongside an MLP classifier. They
also experimented with a larger vision model
(zer0int/CLIP-GmP-ViT-L-14) to explore per-
formance gains. Both early and late fusion
strategies were evaluated, along with language
models like ai4bharat/IndicBERTv2MLM-
only and PosteriorAI/dravida_llama2_7b.

• vemuri_monisha: This team combined both
the image and text features for this classifica-
tion task. The image features were extracted
using Vision Transformer (ViT), while text
features were derived from BERT. These fea-
tures are then fused and passed through a Ran-
dom Forest Classifier.

• SemanticCuetSync: They fine-tuned the
large vision models such as LLaMa 3.2 vi-
sion 11b to detect the misogyny content in the
dataset provided.

• DLRG_RR: This team have utilized the
mBERT model to improve the contextual un-
derstand in both the Tamil and Malayalam
languages.

• MNLP (Chauhan and Kumar, 2025): This
team used XML-RoBERTa and Byte-Pair En-
coding for the extraction of textual features
and ViT for the visual features extraction.
Then the concatenation based fusion mech-
anism has been applied and ML models like
KNN, SVM, RF, NB and DL models such as
LSTM, GRU and Multimodal classifier were
used for classification task along with ReLU
activation.

5 Results and Discussions

Participants predictions were collected in csv for-
mat and evaluated using the macro F1-score, a ro-
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Table 1: Rank List of Tamil Language

Team Name Run F1 Score RANK
DLRG_RR 1 0.83682 1
CUET-NLP_Big_O (Hossan et al., 2025) 3 0.81716 2
byteSizedLLM (Manukonda and Kodali, 2025) 3 0.80809 3
CUET-823 (Mallik et al., 2025) 3 0.78120 4
Dll5143 (Pattanaik et al., 2025) 2 0.77591 5
CUET-NLP_MP (Mohiuddin et al., 2025) 1 0.77180 6
CUET_NetworkSociety 1 0.76323 7
MNLP (Chauhan and Kumar, 2025) 2 0.73516 8
LinguAIsts (Arthir et al., 2025) - 0.71259 9
Shraddha 1 0.70501 10
teamiic (Sharma et al., 2025) - 0.68830 11
InnovationEngineers (Shanmugavadivel et al., 2025b) 2 0.68782 12
LexiLogic (M et al., 2025) 1 0.68707 13
Fired_from_NLP (Chowdhury et al., 2025) 1 0.67754 14
Code_Conquerors (Rao et al., 2025) 1 0.66142 15
Magma 1 0.65068 16
Team_Strikers (Shanmugavadivel et al., 2025a) 1 0.64776 17
Zero_knowledge - 0.47801 18
SemanticCuetSync 1 0.40692 19

Table 2: Rank List of Malayalam Language

Team Name Run F1 Score RANK
CUET_Novice (Sayma et al., 2025) 3 0.87631 1
HerWILL (Preeti et al., 2025) 1 0.87483 2
One_by_zero (Chakraborty et al., 2025) 3 0.86658 3
Dll5143 (Pattanaik et al., 2025) 2 0.84927 4
MNLP (Chauhan and Kumar, 2025) 1 0.84237 5
CUET-NLP_MP (Mohiuddin et al., 2025) 1 0.84118 6
teamiic (Sharma et al., 2025) 1 0.84066 7
byteSizedLLM (Manukonda and Kodali, 2025) 1 0.83912 8
CUET-NLP_Big_O (Hossan et al., 2025) 1 0.82531 9
LexiLogic (M et al., 2025) 1 0.80364 10
Fired_from_NLP (Chowdhury et al., 2025) 1 0.80347 11
CUET_NetworkSociety 1 0.80347 12
Code_Conquerors (Rao et al., 2025) 1 0.75649 13
Shraddha 1 0.75467 14
LinguAIsts (Arthir et al., 2025) - 0.68186 15
Magma 1 0.67552 16
DLRG_RR 1 0.54180 17
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bust metric particularly suited for imbalanced clas-
sification tasks, ensuring a fair assessment of per-
formance across all classes. Thirty submissions in
all were received, and each participant used a differ-
ent method to identify misogyny and non-misogyny
memes in multimodal contexts in Tamil and Malay-
alam. As per the Tamil findings displayed in Ta-
ble 1, DLRG_RR obtained the highest rank with a
macro F1 score of 0.83682. In order of precedence,
CUET-NLP_Big_O came in second with 0.81716,
byteSizedLLM with 0.80809, CUET-823 with
0.7812, and Dll5143 with 0.77591. CUET_Novice
topped the Malayalam findings in Table 2 with an
exceptional macro F1 score of 0.87631. With cor-
responding scores of 0.874833, 0.86658, 0.84927
and 0.84237, HerWILL, One_by_zero, Dll5143,
and MNLP all shown strong performance.

The diverse methodologies employed by teams
such as teamiic, byteSizedLLM, Team_Strikers,
InnovationEngineers, Zero_knowledge,
Code_Conquerors, HERWILL, Shraddha,
CUET-NLP__Big_O, CUET-823 ,One_by_zero,
CUET-NLP_MP and CUET_NetworkSociety
highlighted the significance of multimodal
approaches, combining textual and visual features
for effective classification. Many teams leveraged
pre-trained language models such as IndicBERT,
XLM-RoBERTa, MuRIL, and multilingual BERT
for textual feature extraction, often fine-tuned
for Tamil and Malayalam. To capture visual
contexts on the image side, models such as ResNet,
Vision Transformer (ViT), Swin Transformer,
and EfficientNet were frequently employed. In
order to successfully integrate textual and visual
embeddings, fusion techniques included dynamic
attention mechanisms as well as early and late
fusion where used.

The team Dll5143 improved the performance of
the model by ensemble methods like majority vot-
ing and concatenation of multimodal embeddings,
while teams such as buteSizedLLM and CUET-
823 used novel approaches such as transliteration-
enhanced datasets, back-translation, and data aug-
mentation for both text and images, tackled is-
sues with low-resource languages and imbalanced
datasets. models with attention mechanisms, BiL-
STM, and GRU captured contextual subtleties, and
most of the teams employed dropout regularization
and adam optimizer along with other hyperparame-
ters. Teams such as Shraddha and LexiLogic used
focal loss addressed overfitting and class imbal-
ance.

The teams such as Magma, LinguAIsts and
DLRG_RR used text based model like SVM,
mBERT and BERT for classifiction task along with
optimizing parameters. The team semanticCuet-
Sync leveraged the LLaMa 3.2 , a large vision
model for classification.

6 Conclusion and Future Work

In this second shared task, we aimed to address
the issue of identifying misogyny memes in Tamil
and Malayalam languages. The results demon-
strated that multimodal fusion-based techniques
yield better results in both the Tamil and Malay-
alam language dataset when compared with other
techniques. Among the teams that submitted the
results, most of them extracted textual and visual
features separately using their appropriate models
such as XLM-RoBERTa, T5, IndicBERT, MURIL
for textual features and ResNet18, ViT, CNN, Ef-
ficientNetB0 for visual features. The features are
then has been combined using fusion techniques
and fed to the classifier model. Even though, multi-
modal models performed well for this dataset, we
plan to explore the bias like data, contextual and
algorithmic in data. Models can be trained to under-
stand the local cultural differences and sensitivity
in data by annotating the data set with detailed con-
text information. Fine grained multimodal analysis
is needed for detecting misogyny memes because
of the subtle change in tone, context and nuances
present in the image and text present in the memes
which cannot be detected on the surface level anal-
ysis. Future research in these areas can improve the
detection of misogyny memes for the safer online
environment.
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