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Abstract

Abusive language directed at women on social
media, often characterized by crude slang, of-
fensive terms, and profanity, is not just harmful
communication but also acts as a tool for seri-
ous and widespread cyber violence. It is imper-
ative that this pressing issue be addressed in or-
der to establish safer online spaces and provide
efficient methods for detecting and minimising
this kind of abuse. However, the intentional
masking of abusive language, especially in re-
gional languages like Tamil and Malayalam,
presents significant obstacles, making detec-
tion and prevention more difficult. The system
created effectively identifies abusive sentences
using supervised machine learning techniques
based on RoOBERTa embeddings. The method
aims to contribute to a safer cyber space from
abusive language, which is essential for various
online platforms -including but not limited to-
social media, online gaming services etc. The
proposed method has been ranked 8 in Malay-
alam and 20 in Tamil in terms of f7 score.

Keywords: Abusive texts, Social Media, Natural
Language Processing, ROBERTa, XGBoost

1 Introduction

Social media are found to be the new entertain-
ments, information mediums, and communications
alike. However, they also present online harass-
ments by targeting women. The negative conse-
quences such content has for victims have seri-
ous psychological, social, and professional impacts
that highlight the need for effective tools to detect
and mitigate abuse. Abuse appears as hate, abu-
sive, or threatening comments directed at others
as deep-rooted societal biases with the intent to
promote gender inequality. Therefore, mechanisms
are needed for the identification and mitigation of
online abuse.

Although many work has been reported on
abusive language detection for high-resource lan-

guages such as English, little work has been done
on low-resource languages (Chakravarthi et al.,
2023). Here, two popular South Indian languages-
Tamil (Rajalakshmi et al., 2023) and Malayalam
are taken(Raphel et al., 2023) -with minimal an-
notated datasets and tools for Natural Language
Processing (NLP). Detecting abusive language is
made harder due to various linguistic complexities,
code mixing, and dialectal variations; therefore,
this becomes an area of concern.

To address this challenge, our team participated
in the Shared Task on Abusive Tamil and Malay-
alam Text Targeting Women on Social Media
at DravidianLangTech@NAACL 2025 (Rajiakodi
et al., 2025). More details about the shared task
can be found at!.

We used Machine Learning and Natural Lan-
guage Processing techniques were used to build
an automated detection system for abusive content
directed at women (Hossain et al., 2022). Our ap-
proach is by using pre-trained word embeddings
and fine-tuning an XGBoost model to achieve ef-
fective classification. We are, therefore, trying to
contribute towards safer digital environments and
support the efforts of moderation of content in so-
cial media with the development of Machine learn-
ing models for these low-resource languages.

2 Dataset

The data set was distributed by the shared task or-
ganisers of 2025 Annual Conference of the Nations
of the Americas Chapter of the Association for
Computational Linguistics (Priyadharshini et al.,
2022, 2023).

The dataset used for this study comprises sen-
tences in Tamil and Malayalam languages, catego-
rized into two classes: Abusive and Non-Abusive
(Class distribution). The data set is split into train-

1https: //codalab.lisn.upsaclay.fr/
competitions/20701
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Data Type Total Sentences Class Distribution
Training 3562 1728 : 1834
Testing 629 303: 326

Table 1: Dataset Statistics for Malayalam

Data Type Total Sentences Class Distribution
Training 3388 1644 : 1744
Testing 598 293: 305

Table 2: Dataset Statistics for Tamil

ing and test sets. Table.1 and Table.2 show the data
distribution of the Malayalam and Tamil classes

It was specifically developed for evaluating the
suitability of language models for identifying abu-
sive language in low-resource Dravidian languages,
ensuring near-balanced Abusive and Non-Abusive
example representations to provide more efficient
training and evaluation.

3 Methodology

The flowchart given in Figure.l describes the pro-
posed methodology used in the classification of the
abusive and non-abusive comments of both Tamil
and Malayalam (Kumar et al., 2017).

Dataset

Dataset preprocessing

Tamil sentences
Malayalam sentences

Classification XLM-Roberta-XXL
- Finetuning of XGBoost Generate embeddings

B

Figure 1: The proposed methodology

Final Classification and
Evaluvation
- Accurcay and F1 score

3.1 Data Preprocessing

The data preprocessing workflow starts with ev-
ery dataset going through text cleaning, where we
strip URLs, special characters, and unnecessary
symbols and convert all text to lowercase to ensure
uniformity and to improve model. Additionally, the
target class labels (e.g., abusive and non-abusive)
are standardized to lowercase for consistency.
After cleaning, the labels are mapped to numeri-
cal values: abusive is assigned the value 1, and non-
abusive is assigned the value @. This numerical en-
coding is essential for machine learning algorithms,

which require numeric inputs for supervised learn-
ing tasks. Finally, the training and development
datasets are concatenated into a combined dataset
to ensure that the model is trained on a more diverse
and comprehensive set of examples. Both Tamil
and Malayalam datasets are combined as only a sin-
gle model is developed for this classification task.
The train-test split 80-20.

3.2 Feature Extraction and Model
Preparation

XLM-RoBERTa-XXL. model (Goyal et al,
2021), a state-of-the-art transformer-based model
(Vaswani et al., 2017) pre-trained on multilingual
corpus was used to get word embeddings for the
model to be trained on.It is particularly suited
for handling low-resource languages like Tamil
and Malayalam. The tokenizer’s job is to encode
the text data into input features suitable for the
transformer model, while the configuration ensures
that the model’s architecture and hyper-parameters
align with the expected outcome, i.e., to classify
abusive content. The model configuration details
are shown in Table.3.

Property Details
Parameters 10.7 billion
Number of Layers 48
Embedding Dimensions 4096

Table 3: XLM-RoBERTa-XXL Model Details

3.3 Embedding Generation

Extraction embeddings use the XLM-RoBERTa-
XXL model and tokenizer to generate high dimen-
sional vector representations of text data.

For each text sequence, the tokenizer encodes
the input by truncating it to a specified maximum
length of 512 tokens. The tokens are then passed
through the model, and the output embeddings are
obtained. A function then extracts the embedding
of the first token (CLS token) from the model’s
output, which represents a summary of the entire
sequence. These embeddings are then stored and
concatenated into a single tensor, giving the final
vector representation for the input data.

3.4 Machine Learning Models

Various machine learning models like logistic re-
gression, K-Nearest Neighbors (KNN) and random
forest, were explored (V P et al., 2023; Hasan et al.,
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2024; K et al., 2021). The scores of these models
are shown in Table.4.

Method F1 Score
Logistic Regression 0.6618
K-Nearest Neighbors ~ 0.5832
Random Forest 0.6735

Table 4: Scores from Different Models

After carefully testing the performance of each
of the different models, XGBoost (Chen and
Guestrin, 2016) stood out for the following rea-
sons:

¢ Handling Complex Relationships: Unlike
models like logistic regression and Random
Forest, XGBoost captures complex patterns
and interactions in the data, which is essential
when working with high-dimensional word
embeddings.

* Efficiency: XGBoost is optimised for speed
and performance, making it faster to train and
more efficient than models like random forest
and KNN, especially while training on larger
datasets like this.

¢ Flexibility in Tuning: XGBoost has a lot
of hyperparameters that can be adjusted to
gain better performance, including learning
rate, maximum tree depth, and regularization
terms.

* Regularization: XGBoost has built-in L1 and
L2 regularization that helps to prevent over-
fitting, which is a major cause for concern
with other models like SVM when using large
embeddings.

These advantages made XGBoost an easy choice
for building the pipeline.

3.5 Model Training and Submission

During the initial submission, a single XGBoost
model was trained to handle both Tamil and Malay-
alam text simultaneously. Instead of training sep-
arate models for each language, this two birds in
one shot approach shared patterns across the two
languages that reduced the computational require-
ments (Koreddi et al., 2025).

3.6 Performance Metrics

The results from this submission was ranked as as
shown in Table.5.

Language Rank Macro F1 Score
Malayalam  8th 0.6901
Tamil 20th 0.7201

Table 5: Submission Results in Malayalam and Tamil

4 Experimental Results

In order to determine which combination of
hyperparameters produced the best outcomes,
approximately 324 (36 x 9, different nestimators)
setups were executed. The plotted graph is shown
in Figure.2. According to this analysis, the top
three configurations were chosen for subsequent
testing.

F1score
0.75

0.74 _—

0.73

0.72

071 —
0.7 //W\

0.69

0.68

0.67

0.66

0.65

0.64
100 150 200 250 300 350 400 450 500

Figure 2: Accuracy Trends Across Experiments

These settings were subsequently tested using a
further 30 (3 x 10, different negtimators) S€ttings to
optimize the value of Negtimators fOr optimal perfor-
mance without sacrificing computational efficiency.
The model configurations are shown in Table.6.

Hyperparameter Value
Objective binary:logistic
Max Depth 6
Learning Rate 0.1
Random State 42
Tree Method hist
Device cuda
Number of Estimators 1000
Evaluation Metric error
Booster dart
Subsample 0.5

Table 6: XGBoost Model Configuration after finetuning

This iterative process helped to find the highest-
performing setup, significantly better than the ini-
tial baseline, while maintaining the computational
speed for which XGBoost is renowned. The best
F1 scores given by the model is shown in Figure.3.
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Figure 3: F1 Score of best 3 configurations

5 Evaluation

The performance of the fine-tuned XGBoost model
was measured by employing the F1 score as the
major indicator. The model was tested and trained
with other methodologies to observe how well it
would perform when processing Tamil and Malay-
alam text.

5.1 Comparison with Other Approaches

Prior to finalizing RoBERTa-based embeddings,
extraction of embeddings from IndicBERT was
attempted. When trained with XGBoost, the In-
dicBERT embeddings gave an F1 score in the mid-
60s (~ 0.65). From this, we had a goal of reaching
an F1 score in the 70s by trying more efficient
embedding methods.

Shifting towards RoBERTa-based embeddings
(XLM-RoBERTa), we saw significant improve-
ment, resulting in an F1 score of 0.71 upon training
and validation both on Tamil and Malayalam si-
multaneously. This attested that RoOBERTa embed-
dings performed better to identify linguistic aspects
pertaining to abusive language detection and was
subsequently employed for initial submission.

5.2 Final Model Performance

With the optimized XGBoost model based on
RoBERTa embeddings, the optimal F1 score ob-
tained is as shown in Table.7.

Data F1-Score
Tamil and Malayalam combined 0.745
Tamil only 0.775
Malayalam only 0.713

Table 7: Final Output Evaluation: F1 Scores Breakdown

These findings show that although a common
model for both languages works quite well,
training on each language separately gives a minor
performance improvement. This implies that

language-specific subtleties may have an effect
on classification performance, and additional
optimizations like language-aware pre-processing
or more feature engineering may improve results
(Shubhankar Barman, 2023).

The code files for this project can be accessed
from?’

6 Conclusion

This paper presented the results of the task per-
formed as part of the Fifth Workshop on Speech
and Language Technologies for Dravidian Lan-
guages on abusive text detection in Tamil and
Malayalam dataset on women in social media. The
conference provided the dataset for the proposed
task. Out of 156 participation and 30 submissions,
this proposed method was ranked 8 in Malayalam
dataset and 20 in Tamil dataset.

7 Limitations

Despite getting promising results, the methodol-
ogy has certain limitations that could affect perfor-
mance and scalability:

* Large Model Size: The use of RoBERTa-
XXL embeddings significantly increased the
computational requirements. Due to the
model’s large size, standard GPUs were insuf-
ficient, and an NVIDIA A600@ was required to
handle the memory load. This makes the ap-
proach less accessible for environments with
limited hardware resources.

* High Computational Costs: Training and
fine-tuning models on such large embeddings
required extensive computational time and re-
sources, which may not be feasible for all
researchers or in production environments.
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