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Abstract

Fake news detection in Malayalam is diffi-
cult due to limited data and language chal-
lenges. This study compares machine learn-
ing, deep learning, and transformer models
for classification. The dataset is balanced and
divided into training, development and test
sets. Machine learning models (SVM, Random
Forest, Naive Bayes) used TF-IDF features
and deep learning models (LSTM, BiLSTM,
CNN) worked with tokenized sequences. We
fine-tuned transformer models like IndicBERT,
MuRIL, mBERT, and Malayalam-Bert. Among
them, the Malayalam-Bert model performed
the best and achieved an F1 score of 86%. On
the other hand mBERT performed best at spot-
ting fake news. However, the models struggled
with mixed-language text and complex writing.
Despite these challenges, transformer models
turned out to be the most effective for detecting
fake news in Malayalam.

1 Introduction

Fake news is spreading fast on the internet, and it
has become important to find better ways to detect
it, especially in languages that do not have many
digital resources. The shared task on fake news de-
tection in Dravidian languages, held at Dravidian-
LangTech@NAACL 2025, was organized to tackle
this problem. This research focused on developing
and testing different methods to identify fake news
in Dravidian languages. Since these languages are
complex, the task used special approaches instead
of general models.

Fake news detection (FND) can be divided into
two types: monolingual and multilingual. Mono-
lingual FND is used to find fake news in one lan-
guage. On the other hand, multilingual FND is
needed when fake news is mixed with multiple lan-
guages, including code-mixed content. Detecting
fake news in low-resource languages is difficult
because there is a lack of enough labeled datasets,

pre-trained models, or other digital tools. How-
ever, some methods like collecting and labeling
data, using cross-lingual models, applying transfer
learning, and creating models suited for specific
languages can help to improve fake news detection.
In this study, we tested four pre-trained trans-
former models, Indic-BERT, m-BERT, Malay-
alam and MuRIL, to determine whether trans-
fer learning from high-resource languages could
improve fake news detection in Dravidian lan-
guages. Their findings demonstrated the feasi-
bility of this approach, highlighting the role of
advanced NLP techniques in mitigating misinfor-
mation in underrepresented languages. The im-
plementation details have been provided in the
following GitHub repository:- https://github.
com/Alisha1904018/Share-task-2025.

2 Related Work

Fake news detection has become a growing area
of research nowadays. Low-resource languages
like Dravidian languages form a significant field
of study. Many studies have focused on using ma-
chine learning and deep learning approaches to
address this problem.

(Raja et al., 2024) developed a hybrid model
that combines CNN and BiLSTM to detect fake
news in Dravidian languages. They used MuRIL
to obtain better language-specific details and re-
duce overfitting. Their model performed better
than state-of-the-art approaches.

(Shanmugavadivel et al., 2024) also took part in
DravidianLangTech 2024 and experimented with
machine learning models such as Random Forest,
Logistic Regression, and Decision Trees.

(Farsi et al., 2024) customized a MuRIL-BERT
model and evaluated it with different machine learn-
ing and transformer-based techniques. Their strat-
egy resulted in an F1-score of 0.86 for binary clas-
sification and 0.5191 for multi-class classification.

729

Proceedings of the Fifth Workshop on Speech, Vision, and Language Technologies for Dravidian Languages, pages 729-734
May 3, 2025 ©2025 Association for Computational Linguistics


https://github.com/Alisha1904018/Share-task-2025
https://github.com/Alisha1904018/Share-task-2025

(Shohan et al., 2024)achieved the highest F1
scores of 75.82% by using RoBERTa for English
tweets in classifying check worthy sentences.

(Rahman et al., 2024) achieved the highest
macro Fl-score (0.88) in Malayalam fake news
detection using Malayalam-BERT, securing the top
position in the shared task.

(Osama et al., 2024) explored both machine
learning models, such as SVM, Random Forest,
Logistic Regression, and Naive Bayes, and deep
learning models: CNN, BiLSTM, and BiLSTM
with attention, along with transformers. The best-
performing model in this study was m-BERT,
which had an F1-score of 0.85 and ranked 4th in
the shared task.

(Borgohain et al., 2023) created a dataset named
Dravidian_Fake, containing 26,000 fake news ar-
ticles in Telugu, Tamil, Kannada, and Malayalam
languages. This study has attained the highest ac-
curacy of 93.31% with mBERT and XLM-R us-
ing adaptive fine-tuning for multilingual fake news
classification.

(Raja et al., 2023) tested four transformer mod-
els—mBERT, XLM-RoBERTa, IndicBERT, and
MuRIL—on Telugu, Kannada, Tamil, and Malay-
alam fake news detection. Among these, MuRIL
performed the best.

(Yigezu et al., 2024) introduced Ethio-Fake, a
framework that integrates social-contextual and
content-driven attributes for misinformation detec-
tion in low-resource languages. They evaluated
various techniques, including traditional machine
learning, neural networks, and transfer learning,
concluding that ensemble learning achieved the
highest F1-score of 0.99.

(Wang et al., 2024) conducted an extensive sur-
vey on monolingual and multilingual misinforma-
tion detection for under-resourced languages. Their
work reviewed existing datasets, methodologies,
and challenges in the field, emphasizing the need
for improved data collection and inclusive Al strate-
gies. They also highlighted the effectiveness of
language-agnostic and multi-modal approaches in
combating misinformation.

(Shimi et al., 2024) focused on language iden-
tification for Dravidian languages, a crucial step
in fake news detection within multilingual set-
tings. They compared machine learning and deep
learning models for recognizing languages like
Tamil and Malayalam. Their results indicated that
deep learning-based language-independent models
achieved the highest accuracy of 98%.

3 Task and Dataset Description

Fake News Detection in Dravidian Languages com-
prises balanced and normalized data (Subramanian
et al., 2025) given by the organizers (Subramanian
et al., 2024), basically aiming at building some sys-
tems (Devika et al., 2024) to label a original versus
fake news of the Malayalam language (Subrama-

Class Train Development Test
Fake 1599 406 507
Original 1658 409 512
Total 3257 815 519

Table 1: Dataset analysis

nian et al., 2023) posts found in the media.The
dataset consists of 3 portion: train, test & dev
dataset

4 Methodology

The proposed method is experimented by using
different machine learning, deep learning and
transformer-based approach to classify fake news
in a code-mixed Malayalam-English dataset. Our
approach consists of data preprocessing, feature
extraction, model development, and performance
evaluation.

Inpur text

ﬁ Preprocessed data

T

ML models DL models Transfm:mer models
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Figure 1: Methodological outline

4.1 Data preprocessing

As the dataset contains code-mixed text, proper
preprocessing was crucial for ensuring meaning-
ful feature representation. We have conducted
several steps to achieve this. At first, we per-
formed text cleaning was performed by removing
emoticons, pictographs, URLs, and stopwords to
eliminate noise. Next, to handle code-mixed text,
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we used the Indic-Transliteration library to con-
vert English words to Malayalam, ensuring consis-
tency in linguistic representation. Finally, we em-
ployed subword-based tokenization for deep learn-
ing and transformer models to effectively process
the mixed-language text.

4.2 Machine Learning Approaches

For the classification of the model, we used logistic
regression (LR), support vector machine (SVM),
random forest (RF), decision tree (DT) and naive
bayes (NB). We used scikit-learn' to tune each
model: max iterations of 1000 for LR, SVM with
radial basis function(rbf) kernel, 1000 estimators
for RF, unlimited depth for DT, and an alpha of
0.15 for NB. Majority voting with the ensemble
model combined the LR, SVM, and DT models to
increase robustness. The features were extracted
using TF-IDF.

4.3 Deep Learning Approaches

We perform fake news classification using the
LSTM, BiLSTM, and CNN models. The model
development was done on the “TensorFlow* frame-
work. The text data has been tokenized and then
converted into a padded sequence with a vocabulary
size of 10,000 and a sequence length of 100. The
LSTM model consists of two LSTM layers with
128 and 64 units, respectively. Each is followed by
a 0.3 dropout layer to handle overfitting. The BiL-
STM model consisted of two bidirectional LSTM
layers of 128 and 64 units, respectively, using the
same dropout strategy. The CNN model consisted
of two 1D convolutional layers with 128 and 64
filters, kernel size 5, and max-pooling layers to
capture the feature set. All of them used the same
embedding layer of dimension 128, the Adam opti-
mizer, and binary cross-entropy loss. The results
were best after training up to a certain 10 epochs
with a batch size of 32. Model performance was
evaluated based on accuracy and F1 score.

4.4 Transformer Approaches

We fine-tuned pre-trained multilingual transformer
models such as IndicBERT(Deode et al., 2023),
MuRIL (Khanuja et al., 2021), mBERT (Devlin
etal., 2019), and Malayalam (Joshi, 2023) from the
Hugging Face? transformers library for our fake
news classification task. For compatibility with
each model, AutoTokenizer was instantiated with

"https://scikit-learn.org
https://huggingface.co/
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Hyperparameter Value
Batch Size 16
Optimizer Adam
Epochs 10
Dropout Rate 0.3
Learning Rate 2¢~5

Table 2: Hyperparameter tuning

a sequence length of 256 tokens. We have used
a batch size of 16, a learning rate of 2¢~°, and
trained for 10 epochs. We employed the Adam op-
timizer for gradient descent and used cross-entropy
loss. We’ve trained the model using the dataset,
and we’ve been evaluating its performance using
accuracy and the classification report to measure
its effectiveness in classifying fake news. Among
all the model Malayalam has shown superior per-
formance than all the other models.

5 Result Analysis

This section presents a comparative performance
analysis of various experimental approaches. The
efficiency of the models is primarily assessed based
on the F1-score, while precision and recall are also
considered in some cases. A summary of the pre-
cision (P), recall (R), and F1-score for each model
on the test set is presented in Table 3. Table 3

Method Classifier P R F1
ML SVM 075 0.75 0.75
RF 072 072 0.72

NB 0.75 0.75 0.75

Ensemble 0.75 0.75 0.75

DL LSTM 025 050 0.33
BiLSTM 0.81 081 0.81

CNN 082 082 0.82

Transformers  Indic-BERT 0.76 0.75 0.74
m-BERT 084 084 0.84

MuRIL 0.83 082 0.82
Malayalam  0.86 0.86 0.86

Table 3: Comparative analysis of performance on test
data. Here P, R & F represent precision, recall & F1
score, respectively.

illustrates that for fake news classification, Malay-
alam perform the best. Among ML model, SVM,
NB & Ensemble(SVM + DT + Logistic Regres-
sion) shows the same result. Among DL models,
BiLSTM & CNN shows almost same result out-
performing LSTM. Among Transformer, MuRIL
shows a superior performance than any other mod-
els.


https://scikit-learn.org
https://huggingface.co/

6 Error Analysis

The misclassification occurred due to multiple chal-
lenges in the model’s interpretation. It struggled
with indirect speech and quotes. It misidentified
sentences with numerical references, assuming
numbers indicate factual accuracy. It also failed

Text Actual Predicted
label label
630Gt 210 alOEOMEIINEL! af)11HOEIUB Fake Original
BN @EEBEMNWIAIT HBIUE GBI}
EBREOMWIET] af)O)MIEBOERI BAGII

DM@ 621963 2Maele] @rrw) ANEE eyMIEMMY Fake
BalW0LNI N2 E)d e00rF 1@
Qa0 @0E] @219 @M 2)6n] EMIGNEOE (17 Fake
@603l ol GO G0 ALY oBHFCONT @03
GOMER 621003 008 aNEMEM AN &7 @]
a2l 2l AIGaNNT GIVIGA 6306M BMIIGH,
GO GRMIGMIW 606N GO MONGO
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Original
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Figure 2: Misclasssification of text

to detect complex structures and misleading tones,
mistaking deceptive content for original. These is-
sues highlight the model’s difficulty in recognizing
nuanced patterns of misinformation. From Figure
3 and Figure 4, it can be seen that the Malayalam-
Bert model correctly identified 383 fake news sam-
ples as fake and 468 original news samples as origi-
nal. On the other hand, the mBERT model correctly

450
400
114
- 350
300

- 250

Confusion Matrix

fake

True Label

- 200

- 150

original
S

- 100

fake original
Predicted Label

Figure 3: Confusion matrix of the Malayalam-BERT
model

identified 427 fake news samples as fake and 428
original news samples as original. The confusion
matrix of the top-performing

models (Malayalam and mBERT) is displayed
in Figure 2, highlighting the highest precision
achieved by the Malayalam model, as it correctly
classifies most of the samples. Malayalam correctly
identified 393 fake samples out of 507, whereas
mBERT correctly identified 427 fake samples.
Since mBERT successfully classifies more fake
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Figure 4: Confusion matrix of the m-BERT model

news samples, it can be concluded that mBERT
performs better in fake news detection. However,
the Malayalam model achieved the highest accu-
racy.

7 Conclusion

This paper discusses the detection of fake news
in Dravidian languages by evaluating various ML,
DL, and transformer-based approaches. Our ex-
perimental results document the best performance
to be that of the Malayalam-BERT model with a
maximum F1-score of 0.86 among the considered
approaches. It further strengthens the efficiencies
of transformer-based architectures which can han-
dle complex linguistic structures in low-resource
languages. In addition, future studies can be con-
ducted by improving the performance of data aug-
mentation, hybrid modeling techniques, and ensem-
bling multiple transformer-based models to further
improve robustness in fake news detection.

Limitations

While our approach demonstrates better perfor-
mance, it has certain limitations also

* As Malayalam is a low-resourced language,
it is difficult to capture its inherent linguistic
complexities.

¢ Due to resource constraints, transformer en-
sembling could not be performed.
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