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Abstract

This paper presents our approach in the COL-
ING 2025 - CoMeDi task in 7 languages, focus-
ing on sub-task 1: Median Judgment Classifica-
tion with Ordinal Word-in-Context Judgments
(OGWiC). Specifically, we need to determine
the meaning relation of one word in two differ-
ent contexts and classify the input into 4 labels.
To address sub-task 1, we implement and inves-
tigate various solutions, including (1) Stacking,
Averaged Embedding techniques with a multi-
lingual BERT-based model; and (2) utilizing a
Natural Language Inference approach instead
of a regular classification process. All the ex-
periments were conducted on the P100 GPU
from the Kaggle platform. To enhance the con-
text of input, we perform Improve Known Data
Rate and Text Expansion in some languages.
For model focusing purposes Custom Token
was used in the data processing pipeline. Our
best official results on the test set are 0.515,
0.518, and 0.524 in terms of Krippendorff’s
α score on task 1. Our participation system
achieved a Top 3 ranking in task 1. Besides the
official result, our best approach also achieved
0.596 regarding Krippendorff’s α score on Task
1.

1 Introduction

The CoMeDi 2025 shared-task (Schlechtweg et al.,
2025) aims to investigate and model disagreements
in word sense annotation within context. Specif-
ically, the task focuses on predicting the median
annotator judgment for word usage pairs based on
an ordinal scale and exploring the linguistic and
semantic factors that contribute to annotation dis-
agreement. Two sub-tasks were proposed for par-
ticipants in this shared task. The first challenge
called Median Judgment Classification with Ordi-
nal Word-in-Context Judgments, aims to measure
the meaning of a word in two different contexts
by classifying them into four ordinal judgments:
“homonymy”, “polysemy”, “context variance”, and

“identity”. While the second task, Mean Disagree-
ment Ranking with Ordinal Word-in-Context Judg-
ments aims to predict the mean of pairwise absolute
judgment differences between annotators.

In general, the data annotation process is often
hindered by disagreements among annotators and
misunderstandings in daily communication. These
challenges stem from the inherent ambiguity of
language, where a single word can have multi-
ple meanings and word meanings can shift based
on context. Such ambiguity can significantly im-
pact communication quality, leading to misinter-
pretations and reduced clarity. Addressing these
issues is essential to improve the accuracy and re-
liability of both human and automated communi-
cation. As a result, in this paper, we present our
solutions for Task 1 - Median Judgment Classifica-
tion with Ordinal Word-in-Context Judgments in
the CoMeDi 2025 shared-task (Schlechtweg et al.,
2025). Specifically, we employ two different ap-
proaches to address this task: (1) stacking and aver-
age text embedding methods, and (2) BERT-based
and generative-based models with natural language
inference, combined with custom tokens.

2 Related Works

In recent years, researchers have made signifi-
cant advancements in linguistic features such as
Named Entity Recognition and part-of-speech tag-
ging. However, there has been limited exploration
of utilizing BERT-based models with Natural Lan-
guage Processing approaches or custom tokens. An
early SemEval shared task, Task 3, was introduced
by (Armendariz et al., 2020), which had a substan-
tial impact on advancing research in grading word
similarity within context. This challenge is closely
related to our CoMeDi task (Schlechtweg et al.,
2025). A study by Hettiarachchi and Ranasinghe
(2020) proposed an innovative method to enhance
model performance using Stacked Embeddings. In
this approach, different word embeddings are con-
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catenated to create a final vector. By combining
embeddings from various learning techniques, this
method integrates their distinct characteristics. Ad-
ditionally, average embeddings, which consider the
mean of weights across different layers, are used to
merge the information learned at each layer. Cosine
similarity is then computed to generate predictions.

The work by Costella Pessutto et al. (2020) in-
troduced a technique called BabelEncoding, which
significantly improved word similarity grading in
the context of Croatian. BabelEncoding involves
three key steps: translation, multi-embedding ex-
traction using BERT and Mono Word Embeddings,
and the calculation of weighted averages. Chen
et al. (2020) enhanced prediction results by in-
corporating sentence structure and TF-IDF (term
frequency-inverse document frequency) features
along with BERT word embeddings. In their ap-
proach, TF-IDF features were integrated into a
masking layer of the BERT model, rather than just
feeding the input text into BERT alone. Meanwhile,
Gamallo (2020) proposed an innovative solution
for word similarity tasks by combining BERT word
embeddings with Dependency-Based Contextual-
ization. This technique improves inference by con-
sidering the contextual meaning of a word in a se-
quence, taking into account the static embeddings
of syntactically related words to the target word.

3 Task Description

The CoMeDi (Contextual Meaning Disagree-
ment) shared-task1 focuses on exploring and mod-
eling disagreements in annotator judgments regard-
ing word meanings in specific contexts. The pri-
mary goal is to understand and predict these dis-
agreements in “Word-in-Context” (WiC) scenarios,
where the meaning of a word can change based
on its usage. There are two sub-tasks proposed to
address as described below.

3.1 Task 1: Median Judgment Classification
with Ordinal Word-in-Context Judgments
(OGWiC)

In Task 1, the goal is to predict the median of anno-
tator judgments for each word use pair in the WiC
data. Each use pair consists of two instances of the
same target word in different contexts. Annotators
rate the relatedness of these instances on an ordinal
scale from 1 to 4. This task can also be framed
as a classification problem, where the objective

1https://comedinlp.github.io/

is to categorize the relationship between the two
instances into one of four classes: “homonymy”,
“polysemy”, “context variance”, and “identity”.

3.2 Task 2: Mean Disagreement Ranking with
Ordinal Word-in-Context Judgments
(DisWiC)

In Task 2, the purpose task is to predict the mean
of pairwise judgment differences between annota-
tors for each use pair. This task involves ranking
instances based on the level of disagreement ob-
served in annotators’ ratings. Unlike Task 1, which
focuses on classification, Task 2 explicitly aims to
capture and rank instances with higher annotator
disagreement, providing insight into areas where
word meanings are more subjective or ambiguous.

3.3 Dataset descriptions

The dataset provided by the competition includes
seven languages (Chinese, English, German, Nor-
wegian, Russian, Spanish, and Swedish), based on
various data sets on semantic change as shown in
Table 1. This multilingual scope provides a unique
opportunity to explore how annotator disagreement
patterns manifest across different linguistic and cul-
tural contexts.

4 Methodology

In this section, we present three approaches for
Task 1 in CoMeDi shared tasks in detail.

4.1 Data Processing

Our initial experiments focused on three dataset
variations: raw, cleaned, and lemmatized. Specif-
ically, we applied lemmatization and punctuation
removal as part of the data cleaning process. How-
ever, these pre-processing steps did not lead to im-
proved accuracy. Consequently, we simplified the
cleaning process by removing only special charac-
ters, hashtags, and URLs.

Given the imbalanced nature of the dataset, we
employed the stratified K-fold cross-validation
technique (Bates et al., 2023) with K = 10 to mit-
igate the effects of data imbalance on the models.
Stratified cross-validation ensures that the class dis-
tribution remains consistent across folds, thereby
reducing bias in performance estimation caused
by unequal class distributions in random splits.
This approach enables a more reliable evaluation
of model performance across diverse subsets of the
data.
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Table 1: Dataset Information for the Median Judgment Task.

Language Dataset[version]
Chinese ChiWUG[1.0.0] (Chen et al., 2023)
English DWUG_EN [3.0.0], DWUG_EN_resampled [1.0.0] (Schlechtweg et al., 2024)
German DWUG_DE [3.0.0], DWUG_DE_resampled [1.0.0], DiscoWUG [2.0.0], Re-

fWUG [1.1.0] ((Schlechtweg et al., 2024) (Kurtyigit et al., 2021))
DURel [3.0.0] (Schlechtweg et al., 2018)
SURel [3.0.0] (Hätty et al., 2019)

Norwegian NorDiaChange1, NorDiaChange2 (Kutuzov et al., 2022)
Russian RuSemShift_1, RuSemShift_2 (Rodina and Kutuzov, 2020)

RuShiftEval1, RuShiftEval2, RuShiftEval3 (Kutuzov and Pivovarova, 2021)
RuDSI (Aksenova et al., 2022)

Spanish DWUG_ES [4.0.1] (Schlechtweg et al., 2024)
Swedish DWUG_SV [3.0.0], DWUG_SV_resampled [1.0.0] (Schlechtweg et al., 2024)

For data augmentation, we employed back-
translation, applying it to entire sentences while
preserving the target word. However, this method
did not yield significant improvements, probably
due to contextual alterations introduced during the
translation process. Consequently, we opted not to
use the back-translation technique to address the
imbalance problem.

4.2 Stack Embedding

To create a final representation of each word-
use pair, we combine BERT-based embeddings
from different pre-trained language models, in-
cluding mBERTlarge (Pires et al., 2019) and XLM-
RoBERTalarge (Conneau et al., 2019). These mod-
els are used to extract the embedding features of
BERT words. Stacked embeddings are created by
concatenating vectors from multiple embedding
models to form a final, richer representation. This
approach leverages the complementary characteris-
tics of different embeddings, enabling the models
to generalize across domains and adapt more ef-
fectively during fine-tuning. Let vstk

i represent the
final or stacked word vector corresponding to the
word i, and vmodeli represent the vector obtained by
using the embedding model m. The stacked vector
is formed as shown below:

vstk
i =


vmodel1,i
vmodel2,i

...
vmodelm,i

 (1)

After extracting the Stack Embedding features,
we calculated Cosine Similarity and followed the
baseline approach provided by the organizers. As

Table 2: The result of Stacking Embedding method.

Model Data Krippendorff’s α
BERT Raw 0.267
BERT Clean 0.312
XLM-Roberta Raw 0.217
XLM-Roberta Clean 0.201

shown in Table 2, the results on the test set demon-
strated the performance of this approach.

4.3 Averaged Embedding
Instead of stacking the different representations,
we also compute the average of the weights across
different layers to combine the information learned
by each layer. This approach is called an average
embedding approach. For word i, the average em-
bedding v

avg
i is calculated by considering the last l

layers, as shown in Equation 2. The weights in the
last layer are represented by the vector v−1

i , and
k denotes the number of layers selected for this
calculation. The formula of the average embedding
technique is presented below.

v
avg
i =

v−l
i + · · ·+ v−1

i

k
=

1

k

k∑
l=1

v
(l)
i (2)

Because each layer returns a distinct embedding
and different layers of transformer-based models of-
ten capture different types of information, the lower
layers tend to capture more syntactic features, such
as sentence structure and grammar, while higher
layers capture more semantic information, such as
word meaning and sentence context. Average Em-
bedding provides a more robust representation of
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Table 3: The result of Average Embedding method.

Model Data Krippendorff’s α
BERT Raw 0.193
BERT Clean 0.341
XLM-Roberta Raw 0.229
XLM-Roberta Clean 0.231

a word by reducing the impact of noisy or outlier
activations in individual layers. It also helps reduce
the dimensionality of the feature space, creating a
more compact representation of the word or sen-
tence. By combining both syntactic and semantic
features, Average Embedding can improve the qual-
ity of the input embeddings for model fine-tuning.
After extracting the Average Embedding features,
we computed the Cosine Similarity and followed
the baseline approach provided by the organizers.
The results of the test set are shown in Table 3.

4.4 Natural Language Inference

Natural Language Inference (NLI) is the task of
determining whether a “hypothesis” is true (entail-
ment), false (contradiction), or undetermined (neu-
tral) given a “premise”. NLI can also be treated
as a classification task, but there are some key dif-
ferences between the two. NLI requires two text
inputs, labeled as “hypothesis” and “premise”, and
the model needs to classify the relationship be-
tween them into one of three possible labels. Our
team observed that NLI bears a strong resemblance
to Task 1: Median Judgment Classification with
Ordinal Word-in-Context Judgments, as both tasks
involve classifying or grading the relationship be-
tween two textual elements. In task 1, the goal is to
classify the similarity of two words, which is con-
ceptually similar to determining the relationship
between two sentences in NLI. Therefore, conduct-
ing experiments in Task 1 using NLI could prove
promising.

Our team experimented with two strategies, in-
cluding:

• Fine-tuning the original language models
on NLI task: The list of language models
includes mBERT 2 (Devlin et al., 2018), XLM-
R3 (Conneau et al., 2019) and XLM-R 4 (Liu
et al., 2019).

2google-bert/bert-base-multilingual-cased
3FacebookAI/xlm-roberta-large
4FacebookAI/roberta-large

• Fine-tuning the language models trained
NLI task: The purpose of this task is to con-
tinue fine-tuning the model that is trained on
the NLI task for the OGWiC task. We choose
the XLM-R-XNLI model5 as the main lan-
guage model for this strategy.

Initially, our team conducted experiments on
small models due to GPU resource limitations with
the aim of testing whether our approach was ef-
fective. These initial experiments confirmed that
BERT-based models performed better than the
stacking and average embedding methods. Sub-
sequently, we analyzed larger BERT-based mod-
els, such as FacebookAI/xlm-roberta-large and
FacebookAI/roberta-large.

Even though large BERT-based classification ap-
proaches yielded better results than stacking and
average embedding methods, as shown in table
4, the results demonstrated that the large BERT-
based classification approach achieved Krippen-
dorff’s α scores of 0.381 and 0.419, surpassing the
best scores of the stacking and average embedding
methods, which were 0.312 and 0.341, respectively.

Additionally, our team examined the perfor-
mance of a BERT-based model previously trained
on the Natural Language Inference (NLI) task.
As expected, the joeddav/xlm-roberta-large-xnli
model significantly outperformed the other two
large-sized models.

4.5 Generative-based Model Approach
In this approach, using a generative-based model,
our team opted to experiment with the BART model
(Lewis et al., 2020) by adapting it for a classifi-
cation task through fine-tuning. BART functions
as a denoising auto-encoder designed for pretrain-
ing sequence-to-sequence models. It is trained by
intentionally introducing noise into text and then
learning to reconstruct the original content.

The model employs a standard Transformer-
based neural machine translation framework,
which, while straightforward, effectively general-
izes over other models such as BERT (with its bidi-
rectional encoder) and GPT (with its left-to-right
decoder), along with recent pretraining approaches.
For fine-tuning BART for sequence classification
tasks, the model processes the input through both
the encoder and decoder. The last hidden state of
the final token in the decoder is then fed into a new
linear classifier for multi-class prediction. This

5joeddav/xlm-roberta-large-xnli
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Figure 1: BART Architecture fine-tune for NLI task.

Table 4: The experimental results of BERT-based classification and NLI approach on the test set.

Model Method Krippendorff’s α
facebook/bart-large-mnli Natural Language Inference 0.518
joeddav/xlm-roberta-large-xnli Natural Language Inference 0.482
FacebookAI/roberta-large Classification 0.419
FacebookAI/xlm-roberta-large Classification 0.381
google-bert/bert-base-multilingual-cased Classification 0.356

approach resembles the use of the CLS token in
BERT; however, an additional token is appended to
the input’s end, enabling the final token’s represen-
tation in the decoder to attend to all decoder states
generated from the full input sequence.

Similar to the BERT-based approach, we used a
tokenizer to tokenize the two inputs, which were
then fed into BART. Moreover, we utilized the
pre-trained facebook/bart-large-mnli (Lewis et al.,
2019) model, which was trained on the MNLI
(Williams et al., 2018) dataset. The generative-
based model achieved remarkable results compared
to the BERT-based model, as shown in Table 4.

4.6 Custom Token

Given the promising results achieved by pre-trained
BERT-based models on Natural Language Infer-
ence tasks, we sought to further explore this ap-
proach. While pre-trained Natural Language In-
ference models offer significant advantages, a key
challenge arises in directing the model’s focus to
specific target words rather than entire sentences.
To address this, our team introduced a Custom To-

ken technique designed to enhance the model’s
attention to target words. Our analysis suggests
that by incorporating Custom Tokens around tar-
get words, the model can allocate greater attention
to these specific words, leading to subtle improve-
ments in prediction accuracy. The following exam-
ple illustrates the application of Custom Tokens:
Original input:

Context1: "Esposito has gone for an afternoon
walk and fallen asleep, his walking stick in his
hand, one knee bent, his head pillowed on a
stone."

Context2: "Old shopping lists and ticket stubs and
wads of listed newsprint come falling around
Pafko in the faded afternoon."

Custom Token

Context1: "Esposito has gone for an <target> af-
ternoon </target> walk and fallen asleep, his
walking stick in his hand, one knee bent, his
head pillowed on a stone."
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Context2: "Old shopping lists and ticket stubs and
wads of listed newsprint come falling around
Pafko in the faded <target> afternoon </tar-
get>."

Custom tokens help clarify for the model which
parts of the input are significant for the task. Thus,
with the help of Custom Token, we combined this
technique with the Natural Language Inference ap-
proach, and our team has recognized a slight im-
provement in accuracy, which is 0.524 in terms of
Krippendorff’s α.

4.7 Improve Known Data Rate
In this research, we used pre-trained embedding
models, which meant that the dataset included
tokens like names of people, organizations,
locations, and other entities that weren’t part of the
model’s original vocabulary. To create consistency
and make the data more recognizable for the
model during embedding generation, we replaced
these unfamiliar names of people, organizations,
locations, and other entities that weren’t part of the
model’s original vocabulary with more common
ones. This transformation was done automatically
using the Named Entity Recognition (NER) task,
based on the approach described by (Pakhale,
2023). Identified named entities, detected with
spaCy (Honnibal and Montani, 2017) tools, were
substituted in place of the unknown tokens. The
example transformation is shown below:

Original: "Esposito has gone for an afternoon
walk and fallen asleep, his walking stick in his
hand, one knee bent, his head pillowed on a
stone."

Improve Known Data Rate: "Person has gone
for an afternoon walk and fallen asleep, his
walking stick in his hand, one knee bent, his
head pillowed on a stone."

As you can see in the example transformation, "Es-
posito" is replaced with "Person". However, due to
the limitation of time and resources our team could
only perform Improve Known Data Rate transfor-
mation in English and Swedish.

5 Experimental Setup

5.1 Data and Evaluation Metrics
We conducted experiments exclusively on the
dataset provided by the organizer for training mod-
els and testing approaches in this shared task. Table

Table 5: The information of the experimental dataset.

Information Training set Validation set Test set
Number of samples 47833 8287 15332
Number of tokens 2990377 436735 985402
The average length 40.41 37.94 40.74
The maximum length 1643 493 605

5 summarizes key information about the training
and testing datasets, while Table 6 provides gen-
eral statistics and the distribution of four classes
in the training dataset. By observing the class po-
larity in Table 6, we note that the ratio between
the classes is unbalanced. Specifically, the total
samples in classes (1), (2), and (3) are fewer than
the total samples in class (4). This imbalance could
introduce bias during fine-tuning.

Imbalanced data was one of the main challenges
that competitors needed to address while imple-
menting distinct techniques to achieve optimal re-
sults. To handle the imbalance in class labels, our
team utilized data augmentation techniques, one
of the most effective methods for addressing this
issue. Data augmentation helps mitigate bias in
performance estimation. Specifically, we applied
the back-translation method to classes (1), (2), and
(3) to reduce data polarity and make the class dis-
tribution less imbalanced.

However, the back-translation method proved
suboptimal for addressing the imbalance issue.
When translating input while preserving the tar-
get word, changes in the sentence’s context may
negatively impact the prediction of the target word.
As shown in Table 5, the number of samples in
the training dataset is significantly higher than in
the testing dataset, enabling our models to train
effectively and generalize well. Additionally, we
perform some data cleaning processes before fine-
tuning models:

• Noise Removal: We observed that there are a
lot of noises, such as punctuation and special
characters, in the dataset. We found that these
noises are not necessary for the sentence-level
dataset. Therefore, we remove it from the
samples.

• Text Expansion: we also perform text expan-
sion in English for example: "I’ll" into "I will"
or "he’d" into "he would". Text expansion was
utilized for consistency of data purposes, and
this can help the model to generalize better.
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Table 6: The statistic of class distribution beyond dataset.

Class samples Homonymy Polysemy Context variance Identity
Training set 7099 4 510 5967 30257
Validation set 1055 817 739 5676
Full dataset 8154 5327 6706 35933

5.2 System Settings

We conducted our training process using Hugging-
Face (Wolf et al., 2020), and all BERT-based mod-
els were trained for 10 epochs. The AdamW opti-
mizer was utilized to optimize the models. We se-
lected a learning rate of 5e-5,3e-5 for BERT-based
models. The batch sizes were set to 16 and 32,
the random seed was set to 221, and the maximum
token length was 512.

Due to computational resource limitations, we
had to adjust system settings for fine-tuning the
BART-MNLI model (Lewis et al., 2019). Specifi-
cally, we reduced the batch size to 8 and employed
gradient accumulation to effectively train on larger
effective batch sizes. This technique allows us to
accumulate gradients over multiple smaller batches
before updating the optimizer, mitigating mem-
ory constraints. Furthermore, we utilized mixed
precision training (FP16) and gradient checkpoint-
ing to accelerate training and reduce memory us-
age. Mixed precision training combines 16-bit and
32-bit floating-point operations, enabling efficient
training of large-scale models like transformers.
Dynamic loss scaling was employed to maintain
numerical stability. Given GPU limitations, we
trained BART for only 6 epochs and opted for the
AdaFactor optimizer, known for its efficiency in
training large models, instead of AdamW. All mod-
els were evaluated using the metric provided by
the task organizers. Our team leveraged a P100
GPU, available for up to 30 free hours per week on
Kaggle, for computational resources.

6 Main Result

The official evaluation phase and post-evaluation
phase submission results are presented in Table
7. The facebook/bart-large-mnli model with NLI,
custom token, and average embedding on Chinese
achieved the highest Krippendorff’s α score of
0.596. In the official evaluation phase, we submit-
ted predictions created with joeddav/xlm-roberta-
large-xnli with Improve Known Data Rate and
Custom Token for NLI, and facebook/bart-large-
mnli fine-tuned for NLI, which attained a Krippen-

dorff’s alpha score of 0.524 and 0.518, respectively.
Furthermore, in the last submission we submitted
joeddav/xlm-roberta-large-xnli combined with Im-
prove Known Data Rate which only achieved 0.515
in Krippendorff’s alpha.

Through experimentation, our team observed
that all classification or natural language inference
approaches performed worse in Chinese compared
to the stacking and average embedding methods.
As a result, we utilized stacking and average em-
beddings exclusively for Chinese and found that
average embedding outperformed stacking embed-
ding in this context.

By combining different techniques, we leveraged
the advantages of each method, leading to better re-
sults overall. Additionally, our team’s official rank-
ing in the top 3rd position demonstrates promis-
ing results in Task 1: Median Judgment Classifi-
cation with Ordinal Word-in-Context Judgments
(OGWiC).

7 Conclusion and Future Work

In this paper, we present our approaches for the
shared task CoMeDi 2025 (Schlechtweg et al.,
2025), Task 1: Median Judgment Classification
with Ordinal Word-in-Context Judgments (OG-
WiC). Our methods achieved a top 3rd ranking in
the official hard-label evaluation of Task 1 shown
in Table 8 and achieved the final result by us-
ing joeddav/xlm-roberta-large-xnli combined with
Custom token and Improve Know Data Rate tech-
nique which results in 0.524 final scores. More-
over, pretrained BART models on NLI task also
achieve 0.518 and joeddav/xlm-roberta-large-xnli
combined with Improve Know Data Rate only
achieve 0.515 in Krippendorff’s α.

We introduced various methods and combina-
tions, including stacking, averaged embedding tech-
niques, natural language inference, a generative-
based model approach combined with custom to-
kens, and improved known data rates. Through ex-
perimentation and analysis, our approaches yielded
promising results for Task 1. Moreover, our ap-
proaches can bring novelty in examining how word
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Table 7: All evaluation and post-evaluation results.

Model Method Score
facebook/bart-large-mnli NLI + Custom Token + Average Embedding(Chinese) 0.596
joeddav/xlm-roberta-large-xnli NLI + Custom Token + Improve Known Data Rate 0.524
facebook/bart-large-mnli Natural Language Inference 0.518
joeddav/xlm-roberta-large-xnli NLI + Improve Known Data Rate 0.515
joeddav/xlm-roberta-large-xnli Natural Language Inference 0.482
Baseline 0.123

meaning changes based on different contexts be-
cause the former research only uses the text embed-
ding method for this task while our team’s main
approach is leveraging the power of not only BERT-
based models but also generative-based models.
We believe these methods apply to real-world tasks
due to their low computational cost compared to
large language model-based approaches.

Additionally, by analyzing the results, we ob-
served that preprocess stages like data cleaning and
data augmentation can improve the clarity and con-
sistency of data representation which can further
enhance performance.

Ranking Team score
Top 1 Deep-Change 0.656
Top 2 GRASP 0.583
Top 4 JuniperLiu 0.271

Baseline - 0.123
Ours (Top 3) MMLabUIT 0.524

Table 8: Official Results for Task 1: Median Judgment
Classification with Ordinal Word-in-Context Judgments
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