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Abstract

Despite the extensive amount of labeled
datasets in the NLP text classification field, the
persistent imbalance in data availability across
various languages remains evident. To support
further fair development of NLP models, ex-
ploring the possibilities of effective knowledge
transfer to new languages is crucial. Ukrainian,
in particular, stands as a language that still can
benefit from the continued refinement of cross-
lingual methodologies. Due to our knowledge,
there is a tremendous lack of Ukrainian cor-
pora for typical text classification tasks, i.e.,
different types of style, or harmful speech,
or texts relationships. However, the amount
of resources required for such corpora col-
lection from scratch is understandable. In
this work, we leverage the state-of-the-art ad-
vances in NLP, exploring cross-lingual knowl-
edge transfer methods avoiding manual data
curation: large multilingual encoders and trans-
lation systems, LLMs, and language adapters.
We test the approaches on three text classifi-
cation tasks—toxicity classification, formality
classification, and natural language inference
(NLI)—providing the “recipe” for the optimal
setups for each task.

Warning: This paper contains offensive texts
that only serve as illustrative examples.

1 Introduction

In recent years, the NLP community has shifted its
focus beyond monolingual English models, plac-
ing greater emphasis on developing fair and equi-
table multilingual NLP technologies. Even if the
state-of-the-art language models like, for instance,
BERT (Devlin et al., 2019), RoBERTa (Liu et al.,
2019), TS (Raffel et al., 2020), BART (Lewis et al.,
2020) were firstly pre-trained only for English, then
their multilingual versions also appeared—mBERT,
XLM-RoBERTa (Conneau et al., 2020), mT5 (Xue
etal., 2021), and mBART (Tang et al., 2020). Also,
the next generation of multilingual models family

Toxicity Classification

Toxic ITocnyxaiiTe Bac, m*uKu po36JIOKOBYIOTH
meHe abo s1 Bac ycix B6'o.
listen u wikipedia f*gs unblock me or i kill u all
Non-toxic CrpaBeyiuBe 00ypeHHsI 3aBXK/AU CMiIIHe.
righteous indignation always funny
Formality Classification
Formal Inoni, sikio 106po mepesBarkae€ 3710, TO TPY-
JIHOIIi TOrO BapTi.
Sometimes, if the good outweighs the bad, then the
difficulties are worth it.
Informal 41 3maro, mo Bu Gauywsiu cMmimrHimie, aje e
BCe K pOOUTH MeHe GEe3rJry3/IuM.
I know i know u seen funnier but it still makes me laff :)
Natural Language Inference (NLI)
Premise Tpu 10>KEe>KHUKN BUXOAATH 3 CTAHIIl METPO.
Three firefighter come out of subway station.
TpHu HNOXKE>KHUKHU I'PAIOTH B KapTH B IIOXKe-
Hypothesis KHOMY BigjineHHi.
Three firefighters playing cards inside a fire station.
Label contradiction

Table 1: Samples of the considered tasks.

like BLOOMz (Muennighoff et al., 2023) were in-
troduced. The translation systems also received a
boost with the recent NLLB model covering 200
languages (Costa-jussa et al., 2022). Finally, Large
Language Models (LLMs) pre-trained on huge cor-
pora opened the possibilities of emerging abili-
ties (Wei et al., 2022) not only for new tasks, but
even for languages.

Nevertheless, the scope of language coverage re-
mains constrained. Furthermore, as of our current
understanding, there exists a gap in the formal ex-
ploration of the effectiveness of before mentioned
multilingual LMs for obtaining an NLP text clas-
sification system for a new language. With this
work, we are aiming to close this gap exploring
cross-lingual knowledge transfer approaches for
the Ukrainian language. Thus, our contributions
are the following:

* We are the first to explore four types
of cross-lingual text classification transfer
approaches—Backtranslation, LLMs Prompt-
ing, Training Corpus Translation, and Adapter
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Requires Translation System

Requires emerging abilities of knowledge
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Figure 1: Cross-lingual knowledge transfer approaches explored for Ukrainian texts classification: (a) Back-
translation; (b) LLM Prompting; (c) Training Corpus Translation; (d) Adapter Training. The approaches requires
different resources availability and dependence on a translation system.

Training—applying them for Ukrainian;

* As a result, we design the first of its kind
datasets and models for Ukrainian texts classi-
fication for three tasks—toxicity classification,
formality classification, and NLI (Table 1);

* The results are obtained on both synthetic
translated and semi-natural test sets provid-
ing insights into the methods effectiveness.

All the obtained data and models are available for
the public usage online. !

2 Related Work

The usual case for cross-lingual transfer setup is
when data for a specific task is available for En-
glish but none for the target language. One of the
approaches used to address the lack of training data
is the translation approach. Such approached was
already explored for the sentiment analysis (Ku-
mar et al., 2023) and offensive texts classification
(El-Alami et al., 2022; Wadud et al., 2023). In the
related domain, Ukrainian bullying detection sys-
tem was developed based on the translated English
data in (Oliinyk and Matviichuk, 2023).

In (Dong and de Melo, 2019), robust self-
learning framework was designed based on the

"https://huggingface.cofukr-detect

incorporation of unlabeled non-English samples
during the fine-tuning phase of pretrained multi-
lingual representation models. To decrease the
size of the trained models parameters, Adapter lay-
ers were introduced in (Houlsby et al., 2019) as
a more efficient way of downstream tasks mod-
els fine-tuning and language adjustment. It was
successfully tested for token-level classification
transfer in (Rathore et al., 2023) for several Asian
and European languages. Finally, zero-shot and
few-shot prompting of LLMs (Winata et al., 2022)
can be a promising approach to obtain a baseline
classifier for a language. However, none of the
work yet explored the main cross-lingual transfer
approaches for Ukrainian.

Although training data for various classification
tasks in Ukrainian remains limited, the community
has made substantial progress in token-level under-
standing tasks, machine translation, and increasing
the presence of Ukrainian in pre-trained datasets.
Thus, UberText 2.0 (Chaplynskyi, 2023) covers
NER detection tasks, legal texts in Ukrainian, and
other massive data from various resources—news,
Wikipedia, fiction. Another source for Ukrainian
data is the parallel OPUS corpus (Tiedemann,
2012b). Moreover, the Spivavtor dataset (Saini
et al., 2024) has been introduced to support the
instruction-tuning of Ukrainian-specialized LLMs.
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Toxicity dataset

Formality dataset

NLI dataset

Train

total: 24616
toxic: 12307
non-toxic: 12309

total: 209124
formal: 104562
informal: 104562

total: 549361

neutral: 182762
contradiction: 183185
entailment: 183414

total; 4000 total; 10272 ;Otl"]l:r:a??;% s
Val toxic: 2000 formal: 4605 cutrat: 52
. L contradiction: 3278
non-toxic: 2000 informal: 5667 .
entailment: 3329
total: 52294 total: 4853 total: 9824
. N neutral: 3219
Test toxic: 5800 formal: 2103 L
. . contradiction: 3237
non-toxic: 46494 informal: 2750 .
entailment: 3368
Semi- total: 4214 total: 3000 total: 901
natural toxic: 2114 formal: 1500 neutral: 300

Test

non-toxic: 2088

informal: 1500

contradiction: 300

entailment: 301

Table 2: Statistics of the tasks datasets: train/val/test
splits were obtained via translation from the correspond-
ing English datasets; also, we constructed semi-natural
test sets to evaluate the models under conditions resem-
bling real-life scenarios.

3 Methodology

We take into consideration four cross-lingual
knowledge transfer methods (Figure 1): (i) Back-
translation; (ii) LLM Prompting; (iii) Training Cor-
pus Translation; (iv) Adapter Training. To consider
the most popular scenario, everywhere, we assume
English as a resource-rich available language.

Backtranslation One of the natural baselines can
be to translate the input in Ukrainian into English
and then utilize such an English classifier for the
task. Such a Backtranslation approach does not
require fine-tuning; however, it depends on the con-
stant calls of external models—a translation system
and an English classifier.

LLM Prompting The next approach that as well
does not require fine-tuning is prompting of LLMs.
Current advances in generative models showed the
feasibility of transforming any NLP classification
task into text generation task (Chung et al., 2022;
Aly et al., 2023). Thus, the prompt can be designed
in a zero-shot or a few-shot manner requesting the
model to answer with the label. While LLMs were
already tested for a hate speech classification task
for multiple languages (Das et al., 2023), there
were no yet experiments for any text classification
task for the Ukrainian language which might be
underrepresented in such models. We provide the
final designs of our prompts in Appendix C.

Training Corpus Translation To avoid the per-
manent dependence on a translation system per
each request, we can translate the whole English

dataset and, as a result, get synthetic training data
for the task. Then, a downstream task fine-tuning
is possible. This approach’s main advantage is that
there are no external dependencies during the infer-
ence time, but it requires computational resources
for fine-tuning. Moreover, some class informa-
tion might vanish after translation and will not be
adapted for the target language.

Adapter Training Finally, the most parameter-
efficient approach involves employing language-
specific Adapter layers (Pfeiffer et al., 2020). We
followed the regular pipeline of cross-lingual trans-
fer with language Adapters.”> Such a language
Adapter, firstly, for the source language—English—
can be added upon multilingual encoder. Every-
thing remains frozen while fine-tuning of the an-
other Adapter for the downstream task. Then, En-
glish Adapter is replaced with the Ukrainian one
and an inference step for the task in the target lan-
guage can be performed.

4 Experimental Setup

Tasks English Datasets To test the approaches,
we considered three text classification task and cor-
responding English datasets (Table 2): (i) toxicity
classification based on Jigsaw data (Jigsaw, 2017)
(we collapsed all labels except from ‘“non-toxic”
into one “toxic” class); (ii) formality classifica-
tion with GYAFC (Rao and Tetreault, 2018); (iii)
NLI task on the benchmark dataset SNLI (Bowman
etal., 2015). We saved the original set splits. Trans-
lated data examples can be found in Appendix D.

Translation Systems Choice To choose the most
appropriate translation system, we took into con-
sideration two opensource models—NLLB (Costa-
jussa et al., 2022) and Opus (Tiedemann, 2012b).
We randomly selected 50 samples per each
dataset and asked 3 annotators (native speakers
in Ukrainian) to verify the quality. For the anno-
tators answers aggregation, we used the majority
voting. As a result, we chose Opus translation
system® for toxicity classification as it preserves
better the toxic lexicon, for others—NLLB.* For
the respected tasks. both systems achieved 90%
of qualitative translations based on the aggregated
annotation results.
Zhttps://github.com/adapter-hub/adapters/
blob/main/notebooks/04_Cross_Lingual_Transfer.ipynb
3https://huggingface.co/Helsinki-NLP/opus-mt-en-uk

*https://huggingface.co/facebook/nllb-200-distilled-
600M
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Acc | Pr | Re | F1 | Acc | Pr | Re | F1
Translated Test Set Semi-natural Test Set
Toxicity Classification
Mistral Prompting 0.86 | 0.68 | 0.74 [ 0.70 [ 0.76 | 0.81 [ 0.76 | 0.75
Backtranslation — 0.63 | 0.76 | 0.56 | 0.58
Adapter Training 0.87 | 0.66 | 0.63 | 0.65 | 0.58 | 0.66 | 0.58 | 0.52
XLM-R-finetuned 0.81 | 0.68 | 0.86 | 0.70 | 0.77 | 0.79 | 0.77 | 0.77
Formality Classification
Mistral Prompting 0.64 [ 0.63 | 0.64 | 0.63 [ 0.94 | 0.94 [ 0.94 | 0.94
Backtranslation — 0.56 | 0.61 | 0.39 | 0.50
Adapter Training 0.64 | 0.63 | 0.63 | 0.63 | 0.71 | 0.71 | 0.71 | 0.71
XLM-R-finetuned 0.57 | 0.28 | 0.50 | 0.36 | 0.50 | 0.25 | 0.50 | 0.33
Natural Language Inference
Mistral Prompting 0.56 | 0.61 [ 0.56 | 0.56 [ 0.71 | 0.72 | 0.69 | 0.69
Backtranslation — 0.40 | 0.41 | 0.63 | 0.33
Adapter Training 044 | 046 | 043 | 0.41 | 040 | 0.36 | 0.40 | 0.32
XLM-R-finetuned 0.82 ‘ 0.82 ‘ 0.82 ‘ 0.82 | 048 | 0.46 | 0.46 | 0.42

Table 3: Ukrainian Texts Classification results. We divide methods into two groups — not requiring and requiring
fine-tuning. Then, bold numbers denote the best results within the methods group and a test set, underline — overall

best scores for the task.

Ukrainian Texts Encoder Choice For the
Ukrainian texts encoder—for the Adapter
training and the classifier fine-tuning—XLM-
RoBERT2> (Conneau et al., 2020) that was
pre-trained including Ukrainian data has already
been proven as a strong baseline for multiple
languages (Imani et al., 2023).

LLM Choice For LLMs prompting, we experi-
mented with couple setups (details in Appendix B)
choosing Mistral® (Jiang et al., 2023) as the most
promising model (to this date) for Ukrainian texts
processing.

Semi-natural Test Sets In addition to the trans-
lated test sets, we prepared tests sets based on auto-
matic pre-processing of natural Ukrainian texts to
assess the models in circumstances mirroring real-
world scenarios. The texts examples are presented
in Appendix E.

For toxicity, natural test part was collected from
two sources: (i) Ukrainian tweets corpus from (Bo-
brovnyk, 2019a) where tweets were filtered based
on toxic keywords from (Bobrovnyk, 2019b); (ii)
additional non-toxic sentences were obtained from
news and fiction UD Ukrainian IU dataset (Kotsyba
et al., 2016).

Informal sentences in the formality natural test
dataset were also from the tweets corpus, while
formal sentences were collected from Ukrainian

Shttps://huggingface.co/Facebook Al/xIm-roberta-base
®https://huggingface.co/mistralai/Mistral-7B-v0.1

legal acts (Tiedemann, 2012¢) and EU acts in
Ukrainian (Tiedemann, 2012a) corpora.

For the entailment label for NLI, also Ukrainian
legal acts data was utilized, as well as open cor-
pus of modern Ukrainian (Chaplynskyi, 2023).
Neutral sentences were taken from the fiction cor-
pora (Chaplynskyi et al., 2022). Finally, contradic-
tion pairs were constructed by the Ukrainian native
speaker.

5 Results

The final results are presented in Table 3. We re-
port primary text classification metrics: accuracy,
precision, recall, and F1 scores. We report for Back-
translation results only on the semi-natural test sets
(English SOTA comparison in Appendix A).

For toxicity classification, Mistral overcame
Backtranslation within the baselines that do not
require fine-tuning. However, the fine-tuned XLM-
RoBERTA scores significantly superior on both test
set types. Even if the training data were obtained
from English that is less rich on morphological
forms of toxic phrases, this model can be used as a
strong toxicity detector baseline.

In contrast to the toxicity task, Adapter Training
demonstrates the most reliable results for formal-
ity classification, whereas fine-tuning XLM-R was
unsuccessful. This underperformance may be due
to the loss of crucial information about formal and
informal classes during the translation process. On
the other hand, Mistral, which is primarily trained
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on English data, retained the necessary formality in-
formation and effectively transferred it to the target
Ukrainian language.

For the NLI task, Mistral once again outper-
formed all baselines. However, there was a sig-
nificant drop in XLM-RoBERTa’s performance be-
tween the translated and natural test sets, likely due
to domain differences, highlighting the need for
native Ukrainian data in NLI tasks.

6 Conclusion

We presented the first-of-its-kind study of the cross-
lingual transfer approaches for texts classifica-
tion task tested on Ukrainian. Three tasks were
considered—toxicity classification, formality clas-
sification, and natural language inference. We
tested two zero-shot approaches—Backtranslation
that depends on a translation system inference and
LLM Prompting—and two approaches that require
model fine-tuning—Adapter Training that updates
only task-specific layer and Training Corpus Trans-
lation. As a result of our experiments, we ob-
tained Ukrainian-translated datasets for the exam-
ined tasks, along with compiled semi-natural test
sets for more realistic evaluations.

For the final recommendations, LLM
prompting—particularly ~ with  Mistral—can
serve as a solid baseline for Ukrainian texts
processing, with the exception of toxicity classi-
fication. In that case, fine-tuned XLM-RoBERTa
outperformed other approaches. However, aside
from formality classification, the leading results
for all tasks still show potential for improvement.
Although we have introduced robust baselines
for Ukrainian text classification, we strongly
encourage further additional investigations using
native Ukrainian data for these tasks.

Limitations

In this work, we only explored three sentence level
classification tasks. While the token-level classi-
fication for Ukrainian is already at a very good
level (Chaplynskyi, 2023), for sentence level there
is still a room for improvement. We made a focus
on the tasks which were already a field of expertise
of the authors shading the light on the perspectives
of modern methods utilization for Ukrainian. At
the same time, there is a still a room for other texts
classification tasks exploration.

Given resource constraints, our experiments only
incorporated base and distilled versions of the mod-

els. Despite these limitations, the approaches we
explored yielded promising results. However, em-
ploying models with more parameters could yield
even stronger outcomes. Furthermore, for transla-
tion and LLMs prompting, we exclusively utilized
open-source models. Exploring enterprise models
could potentially offer the boost in the performance
and more robust industrial solutions.

In conclusion, we opted to perform cross-lingual
transfer from English, considering it as the most
resource-rich language for the most general sce-
nario. However, if resources such as datasets
and models are accessible for languages closer to
Ukrainian, such as Polish or Croatian, conducting
cross-lingual transfer from these languages could
potentially yield even better results.

Ethics Statement

Although this study examines several cross-lingual
classification methods with semi-natural test sets, it
does not involve thoroughly exploring or properly
annotating authentic Ukrainian data. Consequently,
relying on translations or assumption-based data
construction may introduce errors and noise in the
data. Moreover, such datasets may not accurately
reflect the current state of the Ukrainian language
as used online. While our goal is to provide base-
lines and a foundation for further exploration, the
proposed approaches must be carefully validated
by stakeholders prior to real-world deployment.

The work primarily centers on Ukrainian lan-
guage support, aiming to address its underrepresen-
tation in the context of language development. We
strongly believe, the obtained findings can server as
an inspiration for promoting fairness in the devel-
opment of other languages. Overall, this work not
only contributes to the advancement of Ukrainian
language technology but also provides a blueprint
for equitable language development practices that
can be applied to other languages facing similar
challenges.
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A English SOTA models for the Tasks

We used the following publicly available instances of already fine-tuned English models for the considered
tasks: (i) toxicity classifier’; (i) formality classifier ®; (iii) NLI classifier °.

Not for all within these models, the report of train/val/test splits usage was provided. Thus, we cannot
fairly test translated into English input with these models, only natural test sets.

B LLMs Exploration for Ukrainian Texts Classification

In the course of the work, four LLMs were considered: Llama-2 '© (Touvron et al., 2023), LLaMa-
311 (AI@Meta, 2024), Mistral'?> (Jiang et al., 2023) and FLAN-T5'? (Chung et al., 2022). The most
important task for this section of the research was to find the optimal prompt. For Llama-2,3 and Mistral,
the prompts that showed the best results are presented in Appendix C. For the toxicity classification task,
the labels “toxic” and “non-toxic” were initially used, but later they were changed to “obscene” and
“normal” to improve the results and this contributed to an increase in accuracy. For the NLI and formality
classification tasks, the type of problem to be solved was added to the prompt along with examples, and
while Mistral for NLI showed good results, for the formality task, due to the fact that the translation of
data from English blurs the boundaries between labels, a satisfactory result was not yet achieved.
FLAN-TS5, on the other hand, despite being trained on other Slavic languages, did not show the desired
result for Ukrainian. Nevertheless, we tested the English prompts for classification tasks, and the model
showed a decent result, so it was considered for backtranslation task. It showed compatible results with
other bigger models for classification tasks. However, for Ukrainian, the performance was not peak.

Acc | Pr | Re | F1 | Acc | Pr | Re | F1
Translated Test Set Semi-natural Test Set
Toxicity Classification
LLaMa-2 Prompting 0.51 | 0.50 | 0.67 | 0.42 | 0.67 | 0.67 | 0.49 | 0.67
LLaMa-3 Prompting 0.61 | 0.56 | 0.66 | 0.55 | 0.70 | 0.79 | 0.67 | 0.68
Mistral Prompting 0.86 | 0.68 | 0.74 | 0.70 | 0.76 | 0.81 | 0.76 | 0.75
FLAN-T5-Backtranslation — 0.69 | 0.73 | 0.69 | 0.68
Formality Classification
LLaMa-2 Prompting 043 | 022 | 0.50 | 0.30 | 0.50 | 0.25 | 0.50 | 0.33
LLaMa-3 Prompting 0.51 | 045 | 0.64 | 0.52 | 0.78 | 0.67 | 0.72 | 0.71
Mistral Prompting 0.64 | 0.63 | 0.64 | 0.63 | 0.94 | 0.94 | 0.94 | 0.94
FLAN-T5-Backtranslation — 0.62 | 0.77 | 0.62 | 0.56
Natural Language Inference
LLaMa-2 Prompting 0.36 | 040 | 0.36 | 0.34 | 0.37 | 0.28 | 0.36 | 0.28
LLaMa-3 Prompting 0.55 | 0.50 | 0.57 | 0.55 | 0.66 | 0.68 | 0.66 | 0.66
Mistral Prompting 0.56 | 0.61 | 0.56 | 0.56 | 0.71 | 0.72 | 0.69 | 0.69
FLAN-T5-Backtranslation — 048 | 0.68 | 0.49 | 0.42

Table 4: Ukrainian Texts Classification results using Large Language Models.

"https://huggingface.co/martin-ha/toxic-comment-model
8https://huggingface.co/cointegrated/roberta-base-formality
*https://huggingface.co/cross-encoder/nli-deberta-base
https://huggingface.co/meta-llama/Llama-2-7b-chat-hf
https://huggingface.co/meta-llama/Meta-Llama-3.1-8B-Instruct
Zhttps://huggingface.co/mistralai/Mistral-7B-v0.1
Bhttps://huggingface.co/google/flan-t5-base
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C LLM Tasks Prompts
Here, we provide the full listing of the prompts used to obtain the results from LLMs.

Toxicity Classification
Classify the text into two categories: contains obscene words or contains none obscene words. Reply with
only one word: obscene or normal.

Examples:

Text: Crorofni 3HANTH ¥ BIAKPUTHX JZKepeax TOUHY CyMy, BUTpadeHy Ha OYIIBHUIITBO 00’€KTa,
IO PO HBOTO MOBa, MailyKe HeMOXKJIUBO. Sentiment: normal.

Text: 3HaeTe, KO CBOI /1e€0iIbHI KOMEHTAPI IIe it iTI0cTpyBaTH MOCUIAHHIMHI Ha POCIfIChKY BiKi,
XTOCh MOYKe 3JIOTJIATUCS, 10 BU Tymuii €byian. Sentiment: obscene.

Text: {text}
Sentiment:

Formality Classification
This is detecting text formality task. Classify the text into two categories: formal or informal.

Examples:

Text: Y Bac BXKe € OCTATOYHE PIllIeHHs 1010 KOJIBOPY BeCiabHOI CyKHi? Sentiment: formal.

Text: Hespaxkaroun Ha Te 110 OYJIO O IIBOTO, 3HAETE IO, 1 JyMalo, 1o TOOI BCe K TaKW CJIiT
3pobutu nepriuii Kpok! Sentiment: informal.

Text: {text)
Sentiment:

Natural Language Inference

This is Natural language inference (NLI) task. Determine whether a given hypothesis is contradiction,
entailment or neutral in relation to a given premise. Reply with only one word: contradiction, neutral or
entailment.

Examples:

Premise: YoJioBik y 4opHiilt copouku rpae B rojbd 330BHI. Hypothesis: YosoBik rpae Ha moJi
rorbdy, mob Bignountu. Label: neutral.

Premise: YonoBik y wopHiit copouku rpae B rojibd 330BHI. Hypothesis: YooBik y qopHiii copouxu
oOMiHIOETBCA KapTamu 3 miBunHoio. Label: contradiction.

Premise: YonoBik y wopHiit copouku rpae B Tojibd 330BHI. Hypothesis: YoJoBik y qopHiil copouxu
rpae B roabd. Label: entailment

Text: {premise, hypothesis}
Label:
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D Translated Data Examples

Here, we provide examples of Ukrainian texts obtained by translation from English data for the corre-
sponding tasks: (i) toxicity classification in Table 5; (ii) formality classification in Table 6; (iii) NLI
classification in Table 7. For English texts, the original grammar, as presented in the source data, is
retained.

Toxic BU BCi TyIi oCju.

youre all dumb asses

Non-toxic € nBa ajaMiHiCTpaTOpH, sIKi JIOCUTH JIOOpE MpAaIlOIOTh 3 TAKUMHU CTATTSIMU,
MOXKJINBO, BU MOTJIK O 3B’SI3aTHCS 3 HUMU.

there are two admins that do handle such articles pretty well you could maybe contact and

Toxic I Pobeprt - 11e gopHe JnaitHo

and robert is a black shit

Non-toxic lapaszn, s moyaB TpaHC/IALIIO HOBOI CTATTI, 1 BUKOPUCTAB BAIly 3alIPOIIOHOBAHY
HAa3BYy MOXKE BUKOPHCTOBYBaTH OLIbINE AeTasiell 3apa3

ok i started the transtion the new article i used your suggested title could use a lot more detail now

Toxic ITo 3a xyna cp*Hux Goranis?

what a bunch of f

ng nerds

Non-toxic SynuHiThCs, Oy/Ib JACcKa, SIKIIO BU MPOJOBXKUTE BaH/IAIM3yBATH CTOPIHKHU, BU
Oymere 3ab10KOBaHi Bin pegarysanus wikipedia

please stop if you continue to vandalize wikipedia you will be blocked from editing

Toxic AJpTepHATHBHA TION-KYJIBTYPa, M0 O3HAYAE ITF3/1a UM U, PO3KUJIAE TAEMHUTY
Cy4KYy, sIKa, PyWHYye BCe, 10 IpuMapa Ha3WBa€ KOTOCh, 1€ CIIOCIO J1aTh JIFInHI
3HATH, MO BOHM € T¥3/71a B TON Yac sK MEeH3yIOTh IHIIUX HABKOJIO BaC B IPOMa/I-
CBKHUX MicIsgX abo B COIaJIbHUX KyTaX, CyYacHUI CJIEHT IOIEPEeIKAIOMN 1HIIINX
po Hebe3IeKy.

alternative pop culture meaning c*nt or cee unt a percieved mysterious bitch that destroys everything whem
calling someone this is a way of letting anyone know they are a c*nt while censoring others around you in public

or in social corners a modern slang alerting other of the danger

Non-toxic A iMiHICTpaTOPHM BUKOHYIOTH JIil, 1[0 I'PYHTYIOThCS Ha IPOMAaIChKOMY KOHCEHCYCI,
BOHU He MPUIMAaOTh OJHOCTOPOHHIX pIIllleHb Jaji, TOMY y 3B’SI3KYy 3 I[UM
pPeIaKTOpH, SKi 30CepeKYIOTh CBOIO yBary Ha BubOOpax abo KaHAJIAJIsAX, HE
MAalOTh MOYKJIMBOCTI TIEpEeHAIIPABATA KAHIUIATIB Ha MapTifiHi cTaTTi.

admins execute actions based on community consensus they do not make unilateral decisions further that afd did

not have the involvement of editors who focus on ontario or canadawide elections so they were likely unfamiliar

with the option of redirecting to party candidate articles

Table 5: Examples of the translated samples for the Toxicity Classification task. English original sentences are
taken from the Jigsaw dataset (Jigsaw, 2017).
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Formal Tineku ToMy, O BiH Ma€ MOTEHIAJ OyTH TiTHIM XJIONIEM, IIe He O3HAYAE, IO
BiH cTaHe.

Just because he has potential to be a decent boyfriend, does not mean that he will be.

Informal Bawm ymaui!
The Best of Luck to ya!

Formal Bynp-sika xinka Burasgae mpuBabInBO, KOJIU CTOITh TIOPYY 3 HEIPUBAOIUBAM
Y0JIOBIKOM.

Any woman looks attractive when standing beside an unattractive man.

Informal Ile maiirmymnmre, o s 4yB.

thats the stupidest thing I have ever heard.

Formal O, wmiit ymrobmennit kimacuaauii Tesemoy - "3osori misuara'. Yu rmeit moy
BBaxka€eThbcsl "kKiaacuaHum" 7

Oh, my favorite classic television show is 'The Golden Girls.” Is that show considered a ’classic’?

Informal 41 6, iMOBIpHO, BUITUB BCE B MPOKJIATOMY Oapi, mob HaBiTh MOIyMaTH MPO T€,
0 3HaiIy Tebe TPUBAOIUBUM.

i’d probably drink up everything in the damn bar to even think of finding u attractive.

Formal 4 Takox BoJiofit0 KOMIakT-auckoM Vanilla Ice.

I also own the Vanilla Ice compact disk.

Informal LOL npocro rpato, aje Boru cymnep h-o-t

lol just playin but they are super h-o-t

Table 6: Examples of the translated samples for the Formality Classification task. English original sentences are
taken from the GYAFC dataset (Rao and Tetreault, 2018).

Premise MauteHbKHI XJIOIMYHUK XOAHUTH O TPYOi, sfiIKa IPOTArYETHCS HAJI BOJIOIO.
A young boy walks on a pipe that stretches over water.

Hypothesis XJIOTYUK PU3UKY€E BIACTHU B BOJY.
A boy is in danger of falling into water.

Label neutral

Premise Hesiki cobaku GIryrOTh Ha IMyCTETHHOMY ILJISXKI.
Some dogs are running on a deserted beach.

Hypothesis Bouu na l'aBaitax.
They are in Hawaii.

Label neutral

Premise JlBa 10/IOBIKHM CTOSATH HA YOBHI.
Two men are standing in a boat.

Hypothesis Hestki <10/I0BiKH CTOSATH HA BEPIIUHI MAIIUHU.
Some men are standing on top of a car.

Label contradiction

Premise MoTonukieTHi ToHKH.
A biker races.

Hypothesis ABTOMOGLIIB YKOBTHIA.
The car is yellow

Label contradiction

Premise YHos10BIK y CUHII KypPTI[i BUPIIINB JIEXKATH Ha, TPABI.
Male in a blue jacket decides to lay in the grass.

Hypothesis YHos0BIK y CUHII KyPTIi JEXKUATH Ha 3€JIEHOI TPaBi.
The guy wearing a blue jacket is laying on the green grass

Label entailment

Premise Jlioguna, sika cuauTh HA CKesi Oiyis Bomomay.
A person sitting on a rock beside a waterfall.

Hypothesis JIronuHa 3HAXO0AUTHCS OiJist BOJIM.
A person is near water

Label entailment

Table 7: Examples of the translated samples for the Natural Language Inference task. English original sentences
are taken from the SNLI dataset (Bowman et al., 2015).

1462



E Semi-natural Test Data Examples

Here, we provide examples from the natural Ukrainian texts obtained for the corresponding tasks: (i)
toxicity classification in Table 8; (ii) formality classification in Table 9; (iii) NLI classification in Table 10.

Toxic Q@pfactum =e, KuTal PYIUTH, TO OJHO3ZHAYHO. JIEH CSOMIH OYB T€HIEM €KOHOMIKM.
aste 1ie Gysto mignucano 6o Ginbuie Hi Ha mo mi**poBuy He 3aciayKuB:)
@pfactum no, the Chinese drive, of course. The shoopin was an economic genius. But it was signed because no

more on the sublarcier was worthy of:)

Non-toxic @QGINTONIK 1) mobporo uacy, KOJzKaHI JaB moanTaTu 36ipKy, 6arato mo
orinmIa, ajge 3anurajia npo "CamonemocTaTHicTb" ..
@GINTONIK 1) good time, the colts gave the collection a lot of reading and appreciated, but asked about

"Memonysity..."

Toxic Bxke He mi**pac?
Isn’t that a f**got?

Non-toxic He pa3 3aaBiaB npo HaMmipu 3aiiTu Ha HaIll PUHOK ipJaHachbKuii Ryanair .
More than once, he claimed to visit our market in Irish Ryanair.

Toxic CHOTO/HIIITHSI Mpisi - aJIeKBAaTHUI TPAHCIOPT B KPUM, 1100 HE JOBOIHUIIOCS
opa3y MO30K cO0i I**TH CTHKOBKOIO IMX YKAXJIUBUX JIOAMHOHEHABUCHULILKIX
peiicis

Today’s dream is a safe transport into the ice so that every brain doesn’t have to f**k its way through these terrible

man - hated flights.

Non-toxic CriBpO3MOBHUKHI JOCATIIN JOMOBJIEHOCTI IIPO TPOBEIEHHS Y€PrOBOTO 3aCiIaHHs
CrinpHOl MiXKyps1I0BOI yKPAIHCHKO - TYPKMEHCHKOI KOMICil 3 eKOHOMITHOrO Ta
KYJIBTYPHO - TYMaHITAPHOTO CIIBPOGITHUIITBA BXKE OJIMKIUM YACOM .

Coordinators have reached an agreement to hold a joint Intergovernmental Union Commission on Economic and

Cultural Cooperation for a longer time.

Toxic HeMa BiIIyTTH TipIIoro, HizK KOJIM PO3YMIENI, IO TH KOHKPETHO TaK TYHAHYB,
i gepes e Bce ime mo m*¥ i
There’s no worse feeling than when you realize that you were exactly f**king that way, and that’s why everything

goes on p*ss.

Non-toxic Hepxkasue mignpuemctBo « Koncrpykropebke 610po ,, [liBgenne “ im . M . K

. durenst » 6yno cropeno 1951 sk koHcTpyKTOpchKuii Bimmia IliBmerntnoro
Y. P %% P JLT 1

MAaIIMHOOY/IIBHOI'O 3aBO/1y 3 BUPOOHUIITBA BiCHKOBUX PaKeET .

The state enterprise (C) was created by 1951 as the South Carworker’s design department for the production of

military rockets.

Table 8: Examples of the natural samples for the Toxicity Classification task obtained from Ukrainian tweets
corpus from (Bobrovnyk, 2019a) and news and fiction UD Ukrainian IU dataset (Kotsyba et al., 2016).
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Formal

IosuoBazkenns cyuui Koncruryniitnoro Cymy Ta rapadTil Oro [isyibHOCTI He
MOXKYTb 6yTI/I O6Me}KeHi npu BBeﬂeHHi BOEHHOTI'O 91 Haﬂ3BH‘IaI7IHOFO CTaHy B
VYxpaini abo B OKpeMux 11 MiCIIeBOCTSIX.

The powers of the Constitutional Court Judge and the guarantees of his activity may not be limited when martial

law or emergency is imposed in Ukraine or in certain areas of Ukraine.

Informal

{ HaBiTL He 3HAIO, XTO Oina HuX 3ynuHAeTHCA O 0 AKMICH 300IapK MiXK
Yepuiriscpkoro 1 JIicoBoro. Tpaca. Hy BU HOHSAIH ;)

I don’t even know who's staying near them. Some kind of zoo between the Chernigov and the Forest.

Formal

Cy yIpo/ioB:K TPbOX MICSIIB 3 JqHsI OMIIIHHOrO OmMyO/IiKyBaHHs IIBOI0 3aKOHY
yxBaJiioe PersiaMenT ta yTBOPIOE CEHATH Yy HOPS/KY, BCTAHOBJIECHOMY IUM 3aKO-
HOM.

The Court shall, within three months of the date of the official publication of this Act, adopt a regulation and set

up the Senate in the manner provided for by this Act.

Informal

TaK 3a ChOTOJIHI HAXOJUJIACH, III0 MEHE a’K TOIIHUTH BiJf BTOMHU. YyCTBYIO, IIIO
KOJIN JOIIOB3Y B JIPKKY IIPOCTO BMPY Ha Micri

I’'m so tired, I feel like I'm gonna die in bed.

Formal

Ko nie morinbHO, gep:KaBU-4/IeHN CIIBIPAIIOIOTL 3 METOIO 00’€THAHHS Opra-
Hi3aIiffHUX 3yCHUJIb JIJIsI CIIJIBHUAX JIii.

Member States shall cooperate to pool their organisational efforts for joint action where appropriate.

Informal

sl 3HAUUTH CHJPKY TaKa CepHO3HA, [IEPEeBIPsIIo 30IIUTH, & TYT Ie)) JSKYIO, s
HABITH ClIATH MepexoTina Bix cmixy))

I mean, I'm sitting so serious, checking to see if I'm getting any sleep, and here it is.

Table 9: Examples of the natural samples for the Formality Classification task obtained from Ukrainian legal
acts (Tiedemann, 2012c¢) and EU acts in Ukrainian (Tiedemann, 2012a).

Premise Apxis Cyxy
Court Archives

Hypothesis Marepiamu aisuibrocti Cyy 36epiratorbest B Apxisi Cyuy.
The Court’s activities are kept in the Court’s Archives.

Label entailment

Premise Mixk TM aKTOpM MicCAISIMU HE OJEPKyBaJIM I'POIIOBOIO YTPUMAHHST
Meanwhile, the actors have been without a cash stipend for months

Hypothesis Ileprre BChOro 3aroMOHIIN KOTO TENep y IPeaBOIUTET
First, they’ve gotten who’s in charge.

Label neutral

Premise Metu noxony JOCArHYTO TOXK He ralOdHCh HA3a]]
The goal of the campaign was achieved without turning back

Hypothesis B nmeskux micngx BiTep HO3HOCHB 3 MijIb CHIr B iHINX 3HOBY JI€XKAJIM XBHJIACTI
3aMeTHn

Label In some places the winds carried away the snow from the mud in others again lay wavy notes
neutral

Premise Bopna 3zamepzae npu HarpiBanHi
Water freezes when heated

Hypothesis Bopna xkunuth npu Harpisamsi
Water boils when heated

Label contradiction

Premise IIcuxosoriuna CTIKICTD - 1€ KJIIOY JI0 MOJIOJAHHS OY/Ib-IKUX IMEPENTKO
Psychological resilience is the key to overcoming any obstacle

Hypothesis IIcuxosioriuna crifikicTh MOXKe OyTH TPUIUHOIO BTPATH €MOIHHOI Yy TJIMBOCTI
Ta CHiBYyTJIMBOCTI

Label Psychological resilience can cause loss of emotional sensitivity and empathy

contradiction

Table 10: Examples of the natural samples for the Natural Language Inference task obtained from Ukrainian
legal acts (Tiedemann, 2012c), EU acts in Ukrainian (Tiedemann, 2012a), UberText 2.0 (Chaplynskyi, 2023), and
contradiction label samples were constructed by the Ukrainian native speaker.
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