A Compressive Memory-based Retrieval Approach for Event Argument
Extraction

Wanlong Liu', Enqi Zhang', Shaohuan Cheng!', Li Zhou?, Dingyi Zeng',
Chen Zhang®, Malu Zhang', Wenyu Chen'*
'University of Electronic Science and Technology of China
2The Chinese University of Hong Kong, Shenzhen
3 National University of Singapore
liuwanlong @std.uestc.edu.cn, maluzhang @uestc.edu.cn, cwy @uestc.edu.cn

Abstract

Recent works have demonstrated the effective-
ness of retrieval augmentation in the Event Ar-
gument Extraction (EAE) task. However, ex-
isting retrieval-based EAE methods have two
main limitations: (1) input length constraints
and (2) the gap between the retriever and the
inference model. These issues limit the diver-
sity and quality of the retrieved information. In
this paper, we propose a Compressive Memory-
based Retrieval (CMR) mechanism for EAE,
which addresses the two limitations mentioned
above. Our compressive memory, designed as
a dynamic matrix that effectively caches re-
trieved information and supports continuous
updates, overcomes the limitations of the in-
put length. Additionally, after pre-loading all
candidate demonstrations into the compressive
memory, the model further retrieves and filters
relevant information from memory based on
the input query, bridging the gap between the
retriever and the inference model. Extensive ex-
periments show that our method achieves new
state-of-the-art performance on three public
datasets (RAMS, WikiEvents, ACEQS), signif-
icantly outperforming existing retrieval-based
EAE methods.

1 Introduction

Event argument extraction (EAE) is a crucial and
challenging subtask of information extraction (Ren
et al., 2022b; Yang et al., 2021; Ding et al., 2024),
aimed at identifying event-related arguments and
determining their roles within texts. For instance,
as shown in Figure 1, when the target event is
Life.die.death with the trigger bombarding,
EAE models are tasked with extracting arguments
like “government” and “shelling”, which corre-
spond to the roles of attacker, and instrument.

With the successful application of retrieval-
augmented generation (RAG) (Lewis et al., 2020)
technology to various NLP tasks (Levonian et al.,
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Context X: But in practice, the government has taken back a
Victim / Killer
number of areas with starve-or-{surrender|tactics;bombarding|and

. ) Instrument
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Event Type: Life.die.death-caused-by-violent-events
Template: Killer killed victim using instrument at place.

Event Type:
Template:

lerer surrendered to r« at place.

Figure 1: An example of an EAE task from the RAMS
dataset (Ebner et al., 2020). Each underlined section in
the template (prompt), known as a role slot, corresponds
to a specific argument role.

2023; Yin et al.,, 2024b,a; Ni et al.,, 2024,
Wang et al., 2024; Liang et al., 2024), some
works (Du and Ji, 2022; Du et al., 2022; Ren et al.,
2023; Huang, 2023) have incorporated retrieval-
augmented techniques into event extraction. They
use similarity-based retrieval to retrieve the most
relevant instances (demonstrations) from the train-
ing set for the input query, providing prior external
knowledge and augmenting the EAE process. How-
ever, these retrieval-based EAE methods still face
some issues that hinder further improvement.

First, retrieval augmentation is limited by
the model input length. Current mainstream
generation-based EAE approaches typically utilize
BART (Lewis et al., 2019) or TS5 (Raffel et al.,
2020) as the PLM. Consequently, due to the input
length limitation of these inference models, only a
very limited amount of retrieved information can
be used for augmentation. For instance, in previ-
ous retrieval-based EAE methods (Ren et al., 2023;
Huang, 2023), the number of retrieved demonstra-
tions is limited to just one, which significantly lim-
its the diversity of retrieved content.
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Second, the retrieval quality is limited by
the gap between the retriever and the infer-
ence model. Current mainstream retrieval-based
EAE methods (Ren et al., 2023; Huang, 2023;
Du et al., 2022) use dense retrievers such as S-
BERT (Reimers, 2019) and retrieve based on the
similarity of the context. These retrievers, often un-
trained, exhibit an embedding gap with inference
models as highlighted in recent studies (Ren et al.,
2022a; Thakur et al., 2021; Xu et al., 2023), lead-
ing to sub-optimal retrieval quality. Additionally,
in EAE tasks, only a few contextual words serve
as event arguments, while other extraneous content
can mislead the retriever, resulting in the retrieval
of irrelevant demonstrations.

Recently, numerous studies (Munkhdalai et al.,
2024; Katharopoulos et al., 2020; Tiezzi et al.,
2024; Gu and Dao, 2023) have adopted RNN-
inspired approaches to tackle the quadratic com-
plexity issue of processing long texts in trans-
formers. Inspired by these works, we propose
a Compressive Memory-based Retrieval (CMR)
method for EAE, which effectively addresses the
two issues mentioned above. Specifically, we de-
sign a compressive memory mechanism that caches
the information of retrieved demonstrations. This
compressive memory, structured as a dynamic ma-
trix, supports continuous updates and is theoreti-
cally capable of caching information indefinitely.
Before inference, the model pre-loads all candi-
date demonstrations into the memory. Then it dy-
namically retrieves necessary information from the
memory based on the input query, enabling adap-
tive filtering of the candidate demonstrations re-
trieved by the retriever.

Our proposed CMR model has the following two
advantages over existing EAE methods: (1) CMR
breaks the limitation of the model’s context win-
dow size, enabling the retrieval of more instances as
demonstrations and ensuring the diversity of RAG.
(2) CMR integrates a memory retrieval mechanism
that further filters the retrieved information, allow-
ing adaptive retrieval of relevant data for the EAE
task. Its parameters are jointly trained with those
of the PLM, bridging the gap between the retriever
and inference model. Additionally, we introduce
a training strategy that enhances the efficiency of
the training process and improves the robustness
of the model. Our contributions are summarized as
follows:

* We propose a Compressive Memory-based

Retrieval (CMR) mechanism for EAE, em-
ploying a dynamic memory matrix to store
retrieved demonstrations. This approach en-
ables existing EAE models to handle larger
volumes of retrieved content, significantly en-
hancing retrieval diversity.

* Our CMR mechanism can further filter re-
trieved information from candidate demonstra-
tions, reducing interference from irrelevant in-
formation and bridging the gap between the
retriever and inference model.

» Extensive experiments demonstrate that the
proposed CMR mechanism outperforms pre-
vious retrieved-based EAE methods. Further
experimental analysis demonstrates the effec-
tiveness and robustness of our method.

2 Methodology

In this section, we first provide a formal def-
inition of the EAE task. Consider an instance
(X, {e} Sy {0}, REYS,), where X =
{wo, w1, ..., wn_1} represents the document text
consisting of NV words, and K is the number of
target events. Here, e; denotes the type of the i-th
event, t; C X represents the trigger word of the
1-th event, and R(¢) indicates the set of roles asso-
ciated with the event e;. The objective is to extract
a set of spans S; for each event ¢;, which satisfies
Va") € S;, (a") C X) A (r € R(®)). Following
this, we introduce the traditional RAG architecture
for EAE and then describe our proposed Compres-
sive Memory-based Retrieval (CMR) architecture.

2.1 Traditional RAG Architecture for EAE

Traditional retrieval-based EAE methods typi-
cally retrieve the demonstrations from a knowl-
edge base, such as the training set. Specifically,
when predicting the -th event e; in a document,
the knowledge base is K = {s1, s2, ..., S5, }, where
s; denotes the candidates to be retrieved!. Then,
using S-BERT embeddings (Reimers, 2019), the
cosine similarity between e;’s context ¢; and each
candidate in K is calculated, and the candidate with
the highest score is selected as additional input to

'The candidate s; can be the context (Ren et al., 2023) or
event predictions (Du et al., 2022). In our implementation, we
use both the context and event predictions of each instance as
candidates (detailed in Section 2.2.)
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Traditional RAG Architecture for EAE

R Context: But in practice, the
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Figure 2: Overview of Compressive Memory-based Retrieval architecture. “CM” denotes the Compressive Memory.
First, the model pre-loads all retrieved candidate demonstrations to build the memory. Then, it dynamically retrieves
information from the memory based on the input query, and subsequently generates the final prediction.

enhance the prediction of e;:
exp f(ci, s;)
ZsjeM €xXp f(ci7 Sj) ’

f(ci,s;) = S-BERT(c;)"S-BERT(s;), (1)

score(s;, ¢;) =

R _
s; = argmsaxscore(sj,ci),
J

where SZR denotes the retrieved candidate that e;
depends on. Then s is concatenated as a prefix to
the input to enhance the model’s performance:

Input = (s)s2(/s)(s)P(/s)x1, xa, ...,z N[EOS].

where x1, x9, ..., xzy, are the context words, (s)
and (/s) denote special delimiter tokens, and P
indicates the task prompt?. P and the context words
form the event context c;.

2.2 Compressive Memory-based Retrieval

Traditional retrieval-based EAE architectures
primarily face two major issues: (1) Due to the
input length limitation of PLMs, the retrieved con-
tent is restricted to the most similar candidate, and
severely lacking in diversity. (2) The retriever uses
fixed parameters and is not trained alongside the
model to adapt to downstream tasks.

Inspired by Linear Attention mecha-
nism (Katharopoulos et al., 2020), we introduce
our Compressive Memory-based Retrieval (CMR)
mechanism for EAE in this section. Our CMR
mechanism addresses the above two issues: (1)

>Typically, it is an unfilled template (Ma et al., 2022;
Huang, 2023) of the target event.

The CMR mechanism overcomes the limitation
of model input length, theoretically enabling the
retrieval of an unlimited number of demonstrations.
(2) It incorporates a memory retrieval mechanism
that can further filter the information, enabling the
model to adaptively retrieve useful information for
the EAE task. Its parameters are jointly trained
with those of the PLM, bridging the gap between
the retriever and inference model. In Appendix C,
we prove that our CMR mechanism enables the
information retrieval of demonstrations stored in
memory.

Compressive Memory. We design a compres-
sive memory M for each transformer layer to
store candidate demonstrations encountered by the
model. Unlike traditional vector retrieval databases,
this memory is a fixed-size matrix. Each time the
model finishes processing a candidate instance, the
memory is updated based on the Key-Value (KV)
cache of that instance. Note that the compressive
memory is not part of the model parameters and can
be inserted or removed as needed. When previous
memories are no longer required, M can be reset
to zero, effectively erasing all stored information.

Memory Storage and Update. For simplicity,
we only illustrate the memory mechanism for a sin-
gle layer. Given the context of the instance ¢ and the
retrieved demonstrations D = {di,da,...,dy},
our CMR mechanism first stores these demon-
strations into the compressive memory. To pre-
vent memory overflow, inspired by (Katharopoulos
et al., 2020), we introduce a normalization term
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n € R%, using a sum of all keys for normaliza-
tion. For each demonstration d;, represented by
the embedding X% € RV *dmodel | the memory and
normalization term are updated as follows:

K% = X4W,;, Vi = X4W,, ()

M; « M,y + o(K%) TV, 3)
N

n; «ni 1+ Y o(KJ), )
j=1

where W, € RmoterXdk gnd W, € R%model Xdv gre
trainable parameters from the transformer. Activa-
tion function o is the element-wise ELU + 1 (Clev-
ert et al., 2015) function.

Memory Retrieval. The process of memory re-
trieval is integrated into the transformer’s multi-
head attention mechanism. For the instance g, rep-
resented by the embedding X € RN *Xdmowel we
initially calculate the vanilla dot-product attention
(for a single head) Ao € RN*dv a5 follows:

QK™ >
Aot = soft — |V, 5
dot = SO max< - %)

K=XW;,V=XW,Q=XW, (6

Subsequently, we utilize the input query Q €
RN*dk to retrieve from memory, obtaining the
retrieval-augmented representation A € RN xdo.

o(Q)My,
o(Q)ny

Here, M, € R%*9 is the compressive memory
that stores information of all demonstrations, and
n; € R% is the normalization term, which is cru-
cial for training stability.

Then, we combine the vanilla dot-product at-
tention A gy and the retrieved A, using a gating
mechanism:

Aret = (7)

A= S("}/) © Aper + (1 - S(’Y)) © Agot, €))

where + is a trainable gating scalar, and S(-) de-
notes the Sigmoid function. Through the trainable
gating scalar -y, the model achieves a learnable
balance between input and retrieved information.
Note that since the stored KV entries implicitly
include the model’s predictions, our memory up-
date process retains both the context of candidate
demonstrations and the model’s event predictions.

2.3 Implementation

The proposed CMR mechanism can be well ap-
plied to both encoder-decoder and decoder-only
architectures. (1) For models with an encoder-
decoder architecture, the memory retrieval oper-
ations in Section 2.2 are implemented in the cross-
attention module of each decoder layer, using the
decoder’s input as Q illustrated in Equation 7. (2)
For decoder-only models, we replace the vanilla
self-attention mechanism in each layer with our
CMR mechanism.

2.3.1 Training

During the training process, we need to teach the
model how to retrieve relevant information from
memory to enhance generation for the EAE task.
However, pre-retrieving the top-k-related candidate
demonstrations for each training instance entails
certain limitations: (1) The fixed number of re-
trieved demonstrations during training may restrict
the model to a specific demonstration count, lim-
iting the robustness of RAG. (2) Such a training
approach is very time-consuming.

Therefore, we propose an efficient and robust
training method. Specifically, we set a maximum
retrieval number Max_retrieval and initialize the
memory My to zero. Within Max_retrieval, the
model updates its memory as it infers each training
instance’. When the number of instances stored in
memory exceeds Max_retrieval, the memory is re-
set to zero and the cycle repeats. The Max_retrieval
is set to match the model’s gradient accumulation
steps. To ensure the relevance of the retrieved in-
formation, we rerank the shuffled training data in
each epoch, organizing batches so that each train-
ing instance is primarily surrounded by instances
of the same event type*, while also including a
strategic mix of instances from different types to
enhance model generalization and prevent overfit-
ting. The detailed training algorithm is outlined in
Algorithm 1 in Appendix A.

Our proposed training method has the following
two advantages: (1) It significantly reduces train-
ing time. (2) Within each cycle of Max_retrieval,
the count of instances stored in memory continu-
ously increases. This naturally provides training
instances with varying retrieval numbers, which

3These stored instances will act as demonstrations for sub-
sequent training instances.

*In EAE task, instances of the same event type often have
high relevance to each other (Ebner et al., 2020; Huang, 2023).
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enables the model to adapt to varying retrieval vol-
umes, enhancing its robustness.

2.3.2 Inference

During inference, the model first pre-loads all
candidate demonstrations to build memory. Specif-
ically, each retrieved demonstration (context) is
fed into the model, and the memory is updated ac-
cording to Equations 3 and 4. Notably, during the
pre-loading of each demonstration, the memory is
only updated but does not participate in the atten-
tion calculation. To improve efficiency, we pre-load
candidate demonstrations in batches, significantly
reducing inference time.

Subsequently, the model dynamically retrieves
necessary information from the memory based on
the input query (context of the current inference
instance), facilitating adaptive filtering of informa-
tion from candidate demonstrations. As for the in-
put order of candidate demonstrations, we illustrate
in the experimental section that our model is not
sensitive to the input order. The inference algorithm
is detailed in Algorithm 2 in Appendix A.

3 Experiments

This section applies the proposed CMR mech-
anism to the current mainstream EAE baselines
across three commonly used EAE benchmarks.
Subsequently, we extend the CMR mechanism to
decoder-only large language models to further ex-
plore its effectiveness. Additionally, we conduct de-
tailed analytical experiments to analyze our method
across various settings.

3.1 Experimental Setup
3.1.1 Datasets

We conduct experiments on three widely used
EAE datasets: RAMS (Ebner et al., 2020),
WikiEvents (Li et al., 2021), and ACE2005 (Dod-
dington et al., 2004). Detailed descriptions of these
datasets are provided in Appendix B.1.

3.1.2 Baselines

We categorize the baselines for comparison into
two groups: W.o. Retrieval and With Retrieval.
W.o. Retrieval: We select recent state-of-the-art
EAE methods, including DEEIA (Liu et al., 2024),
TabEAE (He et al., 2023), SPEAE (Nguyen, 2023),
SCPRG (Liu et al., 2023), PAIE (Ma et al., 2022),
and BART-Gen (Li et al., 2021).

With Retrieval: We choose some classic retrieval-
based EAE methods, including R-GQA (Du and Ji,

2022) and AHR (Ren et al., 2023). Since previous
retrieval-based EAE methods did not use uniform
datasets and metrics for evaluation, to ensure a
more comprehensive and fair comparison, we es-
tablish two retrieval-based EAE baselines PAIE-R
and BART-Gen-R based on two commonly used
methods, PAIE and BART-Gen. Specifically, we
follow (Du and Ji, 2022), using the S-BERT re-
triever to identify and incorporate the most relevant
(Top-1) event prediction as a prefix into the input.

3.1.3 Evaluation Metrics

Following earlier studies (Ma et al., 2022; He
et al., 2023), we evaluate the performance using
two metrics: (1) Argument Identification F1 (Arg-
I), which deems a predicted event argument correct
if its boundaries align with any corresponding ref-
erence arguments. (2) Argument Classification F1
(Arg-C), requiring both boundary and role type
accuracy for a predicted event argument to be con-
sidered correct. Our experiments are conducted five
times with different seeds, and we report the aver-
age results.

3.2 Main Results

Comparison with W.o. Retrieval methods. As
shown in Table 1, our PAIE-CMR and BART-Gen-
CMR models outperform previous non-retrieval
SOTA methods, such as SCPRG and DEEIA, show-
casing a strong competitive advantage.
Comparison with Retrieval-based methods. As
shown in Table 1, two classic EAE baselines, PAIE
and BART-Gen, achieve improved performance
across all three datasets after incorporating re-
trieval, which highlights the positive impact of
RAG on the EAE task. However, the performance
improvement of PAIE-R and BART-Gen-R over the
baseline is minimal, demonstrating the limitations
of previous retrieval-based EAE methods. These
methods are restricted to retrieving only the top-1
demonstration, which severely lacks diversity and
results in sub-optimal performance. In contrast, our
CMR mechanism ensures the diversity of retrieved
demonstrations and further filters the information,
achieving superior performance.

3.3 CMR for Decoder-Only LL.Ms

In this section, we explore the effectiveness
of our CMR mechanism on decoder-only LLMs.
We fine-tune LLaMA3-8b-instruct (Touvron et al.,
2023) on the RAMS dataset and evaluate the per-
formance of our method.
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RAMS WikiEvents ACE2005
Scheme Method PLM Arg-1 Arg-C Arg-1 Arg-C Arg-1 Arg-C
DEEIA (2024) RoBERTa-1 58.0 534 71.8 67.0 76.3 74.1
TabEAE (2023) RoBERTa-1 57.3 52.7 71.4 66.5 77.2 75.0
Wo. Retrieval SPEAE (2023) BART-1 58.0 53.3 71.9 66.1 - -
e SCPRG (2023) RoBERTa-1 56.7 52.3 71.3 66.4 - -
PAIE (2022) BART-1 56.8 52.2 70.5 65.3 72.1 70.8
BART-Gen (2021) BART-1 51.2 48.6 66.8 62.4 69.9 66.7
R-GQA (2022) BART-1 - - - - 75.5 72.8
AHR (2023) T5-1 54.6 48.4 69.6 634 - -
With Retrieval PAIE-R* BART-1 57.4 53.0 71.2 66.0 73.0 71.9
BART-Gen-R* BART-1 514 49.1 67.9 63.2 70.2 66.9
PAIE-CMR (Ours) BART-1 591 17 54313 728 (t16) 67.9 (1190 76.8 (138 74.8 (12.9)
BART-Gen-CMR (Ours) BART-1 532 ¢1.8) 51.4 123 69.1 1129 65.3 (t2.) 72.4 (1220 69.3 (124)

Table 1: Comparison of performance on RAMS, WikiEvents, and ACE2005 test set. * means that we add traditional
retrieval into the original method. The shaded area represents our methods, which retrieve top-10 demonstrations.
Bold and underline indicate the best and second-best experimental results.
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Figure 3: Demonstrations order experiment for PAIE-CMR. Normal uses the top-k demonstrations in their original
retrieved order, Reverse uses them in the opposite order, and Shuffle means randomly shuffling the demonstrations.

RAMS WikiEvents ~ ACE2005

Method  #N Arg-1 Arg-C Arg-1 Arg-C Arg-I Arg-C
0 56.1 518 706 648 719 704

1 57.8 53.1 714 662 743 729

PAIE-CMR 5 585 536 720 669 752 736
10 59.1 543 728 679 768 748

15 58.8 540 724 675 762 74.1

0 510 475 660 617 692 664

1 520 499 684 64.1 708 67.7

B-G-CMR 5 527 50.8 691 653 72.0 69.1
10 532 514 689 647 724 69.3

15 529 510 685 641 71.7 68.6

Table 2: The performance of retrieving varying numbers
of demonstrations in CMR mechanism. #N represents
the number of retrieved top-k demonstrations, with #N
equals to O indicating no retrieval.

Evaluation Metrics. We establish two evalu-
ation metrics to evaluate the performance of the
LLM-based EAE models: (1) Strict-F1, which con-
siders a predicted event argument correct if the
model’s prediction exactly matches the golden la-
bel. (2) Relaxed-F1, which considers a prediction
correct if the golden label is contained within the
model’s prediction.

Experimental Details. We select LLaMA3-8b-
instruct for full-parameter fine-tuning on RAMS

training set and evaluate it on the RAMS,
WikiEvents, and ACE2005 test sets. First, we
train LLaMA3-SFT-CMR using the CMR mecha-
nism, following the training strategy outlined in
Section 2.3.1. For comparison, we also train a
LLaMA3-SFT model using standard supervised
fine-tuning. The inference process follows Algo-
rithm 2 in appendix A. Additional training details,
including prompts and experimental settings, are
provided in Appendix B.3.

Analysis. As shown in Table 3: (1) For LLaMA3-
SFT, the impact of RAG after supervised fine-
tuning is minimal, even with a decline in perfor-
mance on WikiEvents dataset. (2) In contrast, our
LLaMA3-SFT-CMR model performs better on all
three datasets, underscoring the effectiveness of our
CMR mechanism in decoder-only LLM architec-
tures and demonstrating the generalizability of our
approach. (3) However, the overall improvement of
LLaMA3-SFT-CMR over LLaMA3-SFT remains
limited. We assume that this is due to the large
parameter size of the model, combined with the
relatively small size and limited task diversity of
the fine-tuning data, which may hinder the model’s
ability to fully learn the CMR capability.
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Method 4N . RAMS ‘ WikiEvents ' ACE2005
Strict F1 Relaxed F1 Strict F1 Relaxed F1 Strict F1 Relaxed F1

LLaMA3-SFT-CMR 5 32.48 35.25 23.11 31.63 30.72 42.97
LLaMA3-SFT-CMR 10 32.78 37.24 24.22 32.96 31.21 43.54
LLaMA3-SFT 0 31.05 34.93 22.41 30.99 27.81 40.28
LLaMA3-SFT 5 31.65 35.63 22.77 31.00 28.88 41.69
LLaMA3-SFT 10 32.96 36.10 21.23 30.64 29.49 41.35
LLaMA3-SFT-R 0 29.74 32.68 19.43 29.67 28.95 39.40
LLaMA3-SFT-R 5 32.72 35.34 22.02 31.08 30.46 41.66
LLaMA3-SFT-R 10 33.08 37.42 22.80 31.63 30.28 41.87

Table 3: Performance comparison of models fine-tuned on LLaMA3-8b-instruct. LLaMA3-8b-SFT, LLaMA3-8b-
SFT and LLaMA3-8b-SFT-R are all trained on the RAMS training set and then evaluated on the RAMS, WikiEvents,
and ACE2005 test sets. #N indicates the number of retrieved demonstrations from corresponding training set. Bold

highlights the best experimental results.

4 Analysis

In this section, we further analyze our CMR
mechanism by addressing the following questions:
Q1: How does the CMR mechanism compare to
directly using a long-context model? Q2: How does
the number of demonstrations during inference af-
fect performance? Q3: What impact does the order
of demonstrations have on performance? Q4: Can
this method filter out irrelevant information and
enhance the robustness of the RAG?

4.1 Q1: Compare with Long-Context Models

To evaluate the effectiveness of the CMR mech-
anism compared to directly using a long-context
model, we select LLaMA3-8b-instruct as the base
model and train LLaMA3-SFT-R model through
retrieval-based training. Aligning with the the train-
ing process of our CMR mechanism, we retrieve
top 8 demonstrations for each training instance
and insert these demonstrations into the prompt
in Figure 4. The remaining fine-tuning details are
consistent with those of LLaMA3-SFT.

As shown in Table 3, LLaMA3-SFT-R sig-
nificantly improves performance over the non-
retrieval scenario with retrieval. Additionally, al-
though LLaMA3-SFT-R performs well on the
RAMS dataset, it generalizes poorly to WikiEvents
and ACE2005 when compared to our LLaMA3-
SFT-CMR model. This suggests that simply using
a long-context model to directly train RAG capa-
bilities for EAE results in poor generalization. In
contrast, our model learns to adaptively retrieve
and filter information from memory during train-
ing, which enhances the generalization capability.

4.2 Q2: Analysis on Demonstration Numbers

Table 3 shows the performance of PAIE-CMR
and BART-Gen-CMR across different numbers

RAMS — WikiEvent
Method #N  #Mode AreT ArgC Argl ArgC
PATE 0 NoRel 568 522 705 653
T Topk 574 3530 712 660
PAIER 1 Random 562 515 70.1 644
T Topk 576 3530 714 662
| Random 572 525 706 656
PAIE-CMR 5 “ropk 585 536 720 669
5 Random 577 531 714 666

Table 4: Experiments on retrieval robustness. We com-
pare PAIE-R with our PAIE-CMR, highlighting the ro-
bustness of our retrieval method. #Mode={No Retrieval,
Top-k Retrieval, Random Retrieval} represents the dif-
ferent retrieval modes. Random retrieval involves ran-
domly selecting demonstrations from the training set.

of demonstrations. (1) When #N is 1, our CMR
approach outperforms PAIE-R and BART-Gen-R.
This improvement can be attributed to two reasons:
(a) Our method uses more comprehensive demon-
strations, including both context and implicit event
predictions. (b) Our CMR mechanism adaptively
filters retrieved information, reducing interference
from irrelevant data. (2) As #N increases, the per-
formance shows an improving trend across all three
datasets. It suggests that the growing amount and
diversity of retrieved information contributes to en-
hanced performance. Furthermore, it demonstrates
that our CMR mechanism effectively stores in-
formation from candidate demonstrations and re-
trieves useful information efficiently. (3) However,
when #N exceeds 10, the performance declines. We
attribute this to the number of retrieved demonstra-
tions surpassing the training limit of Max_retrieval,
making it difficult for the model to effectively store
and manage the excessive information.

4.3 Q3: Analysis on Demonstration Order

To explore our method’s sensitivity to the order
of demonstrations, we design three types of input
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orders—Normal, Reverse, and Shuffle—and con-
duct inference on trained checkpoints from three
datasets, respectively. We first retrieve the top-k
demonstrations and then conduct inference using
the PAIE-CMR in the aforementioned three orders.
As illustrated in Figure 4, when the number of
demonstrations is held constant, the performance
of the three orders exhibits negligible variation, in-
dicating that our method is insensitive to the order
of demonstrations. We assume this is due to (a)
the inference process ensuring that each demonstra-
tion’s memory remains unaffected by others, mak-
ing the CMR mechanism order-insensitive, and (b)
the instance shuffling during training across epochs,
which further enhances our model’s robustness.

4.4 Q4: Retrieval Robustness Analysis

To explore the retrieval robustness of our method,
we implement two retrieval strategies: (1) Topk,
which retrieves the top-k most similar demonstra-
tions. (2) Random, which selects demonstrations
randomly from the training set. As shown in Ta-
ble 4, the traditional retrieval-based EAE method,
PAIE-R, is highly sensitive to the relevance of the
retrieved content. Its performance declines signif-
icantly with random retrieval, even dropping be-
low that of using no retrieval at all. In contrast,
our CMR mechanism demonstrates stronger ro-
bustness under conditions of random retrieval. It
can be attributed to our training strategy, where we
maintain a selection of unrelated demonstrations in
memory during each gradient update. Furthermore,
our CMR mechanism adaptively filters out irrele-
vant information, effectively reducing interference
from noisy data. These two strategies significantly
enhance the robustness of our model’s RAG robust-
ness against irrelevant demonstrations.

In Appendix B.4, we also conduct experiments to
evaluate our model’s performance with RAG under
new ontologies, demonstrating its robust generaliz-
ability across domain transfer scenarios.

5 Related Works

5.1 Event Argument Extraction

Event argument extraction (EAE) aims to extract
specific details about the identified events, such as
their locations or the individuals involved, which
is a challenging task in Natural Language process-
ing (Yu et al., 2021, 2024). Recent mainstream
EAE methods can be primarily divided into the
following two categories. (1) Span-based methods,

which identify candidate spans and predict their
roles (Zhang et al., 2020; Yang et al., 2023; Liu
et al., 2017; Zhang et al., 2020; Liu et al., 2023;
Xu et al., 2022). (2) Generation-based methods,
which have recently gained popularity, utilize slot-
ted templates and a generative slot-filling strategy
for argument extraction (Ma et al., 2022; He et al.,
2023; Nguyen, 2023; Li et al., 2021; Huang, 2023;
Zeng et al., 2022). While both methods offer dis-
tinct advantages, generation-based methods have
demonstrated superior generalizability and com-
petitive performance compared to their span-based
counterparts (Hsu et al., 2023).

With the advancement of RAG technol-
ogy (Lewis et al., 2020), some works (Du and Ji,
2022; Ren et al., 2023; Huang, 2023) have incorpo-
rated RAG techniques into event extraction, leading
to some performance boosts. However, these meth-
ods are constrained by the model’s input length,
resulting in a limited amount of content available
for retrieval enhancement, which significantly re-
stricts both the diversity and quality of RAG. These
methods also suffer from a substantial information
gap between the retriever and the inference model,
which leads to sub-optimal performance.

5.2 RNN-Inspired Memory Methods for
Transformers

Recently, numerous studies have adopted RNN-
inspired approaches to tackle the quadratic com-
plexity issue of processing long texts in transform-
ers. For example, (Katharopoulos et al., 2020) intro-
duces Linear Attention, which reduces complexity
by efficiently retaining relevant information. Simi-
larly, (Munkhdalai et al., 2024) proposes the Infi-
nite Transformer, which utilizes the memory mech-
anism to allow the model to focus on previously
stored information. Additionally, Mamba (Gu and
Dao, 2023) incorporates memory-augmented atten-
tion, storing crucial past information for future ref-
erence. (Tiezzi et al., 2024) leverages state-space
models to manage long-range dependencies. In-
spired by these works, we propose a compressive
memory mechanism that adaptively retrieves and
dynamically updates stored information.

6 Conclusion

In this paper, we introduce a Compressive
Memory-based Retrieval (CMR) mechanism to
overcome input length constraints and the gap be-
tween the retriever and inference model in retrieval-
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based EAE methods. Our approach uses a dynamic,
updating matrix to continuously store demonstra-
tions. By pre-loading candidate demonstrations and
dynamically filtering based on the input query, our
model significantly enhances the retrieval qual-
ity. Extensive experiments on three public datasets
demonstrate that our method achieves new state-
of-the-art performance, outperforming existing
retrieval-based EAE methods.

7 Limitations

The improvement of our CMR mechanism when
applied to LLM models (LLaMA3-8b-instruct) is
limited. We hypothesize that this is due to the sub-
stantial number of model parameters, coupled with
the relatively small scale and limited diversity of
our training data. Many studies (Chen et al., 2024;
Chung et al., 2024; Zhang et al., 2024) have em-
phasized that the diversity and quality of data are
crucial for enhancing model performance. How-
ever, the event argument extraction data we cur-
rently use for training is inconsistent in quality and
limited in quantity. Moving forward, we plan to
explore the use of larger-scale or synthetic data and
a more diverse set of tasks, aiming to extend our
CMR mechanism to a broader range of NLP appli-
cations, including generative tasks such as question
answering.
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A Training and Inference Details

We propose an efficient and robust training
method, and the detailed algorithm is shown in Al-
gorithm 1. For clarity, we only describe the memory
update process. Details on normalization and other
operations can be found in Section 2.2 of the main
text. The ShuffleRerank function first shuffles
the training data to eliminate sequence-based pat-
terns, promoting model generalization. After shuf-
fling, the data is reranked by event type, ensuring
each batch primarily contains instances of the same
event type, with a strategic mix of 20% different
types included to further enhance generalization
and prevent overfitting. In the training process, data
within each batch is processed in parallel.

Algorithm 1 Efficient Training of CMR

Require: Training data T = {s1,82,...,5n},
Maximum retrieval number Max_retrieval,
Model M

Ensure: Trained model M

1: Mg+« 0,t+ 1

2: for epoche = 1to £ do

3 D, < ShuffleRerank(7") // Shuffle and
rerank by event type

for batch b C D, do

for instance s; € b do
6: O, M; + M(M,;_1,s;) // Forward
propagate, O; denotes the event predic-

tions of the model.

AN

7: t—t+1
8 end for
M; < M;_y, +ﬁ > M; |+ // Up-
date memory
10: if t > Max_retrieval then
11: My < 0, t < 1// Reset memory and
counter
12: Update model parameters of M
13: end if
14:  end for
15: end for

The detailed inference process is shown in Algo-
rithm 2. Ret rieveTopK uses S-BERT to retrieve
the top-k relevant demonstration contexts based
on similarity. During inference, data within each
demonstration batch B; is processed in parallel
(as seen in lines 4-6 of Algorithm 2), significantly
improving inference efficiency.

Algorithm 2 Inference with CMR
Require: Knowledge base K, Input query g,
Model M, Retrieval number &
Ensure: Inference result for query ¢
1: D <« RetrieveTopK (XK, g, k) // Top-k demon-
strations

2: My < 0, t < 1// Initialize memory
3: for each batch B; C D do

4. foreachd; € B; do

5: M; + M(Mo, di)

6: t+—t+1

7:  end for

8:

M, My, + 137 Pt M)+ //

Update memory

9: end for

10: output + M(My, q) // Final inference with
memory and query

11: return output

B Experimental Analysis

B.1 Dataset Statistics

We evaluate our proposed method on three event
argument extraction (EAE) datasets.
RAMS (Ebner et al., 2020) is a document-level
EAE dataset comprising 9,124 annotated events
from English online news. We use a sliding win-
dow approach to aggregate events within the same
context into single instances with multiple events,
following the original train/dev/test split as in (He
et al., 2023).
WikiEvents (Zhang et al., 2020) is a document-
level EAE dataset with events from English
Wikipedia and related news articles. Although it
includes co-reference links for arguments, we only
utilize the exact argument annotations in our exper-
iments.
ACEO0S5 (Doddington et al., 2004) is a labeled cor-
pus for information extraction, including newswire,
broadcast news, and telephone conversations. We
use the English event annotations for sentence-
level EAE, following the preprocessing method
described by (Ma et al., 2022).

The detailed dataset statistics for the three
datasets are presented in Table 5.

B.2 Implement Details for models in
Encoder-Decoder Architecture

Our models, including PAIE-R, BART-Gen-
R, PAIE-CMR and BART-Gen-CMR, based on
encoder-decoder architectures, are run on a single
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Dataset RAMS WikiEvents ACE2005 Hyperparameters RAMS Wiki ACE2005

# Event Types 139 50 33 Training Epochs* 8 8 5

# Events per Doc  1.25 1.78 1.19 Warmup Ratio 0.0 0.0 0.0

# Args per Event 2.33 1.40 1.35 Learning Rate 3e-5 3e-5 3e-5

# Total Events Gradient Acoum Steps* 8 8 8

Training Set 7329 3241 4207 Max_retrieval* 8 8 8

Validation Set 924 345 450 ~ BatchSize 2z 2 8

Test Set 871 365 403 Weight Decay 000
Demonstration Batch Size* 4 4 4

Table 5: Overview of Dataset Statistics.

RTX 4090 GPU. All experimental results are aver-
aged over five random seeds. The trainable gating
scalar + is initialized to O for all layers. The detailed
hyperparameters for PAIE-CMR and BART-Gen-
CMR are presented in Table 6 and Table 7.

Hyperparameters RAMS Wiki ACE2005
Training Steps* 20000 20000 15000
Warmup Ratio 0.1 0.1 0.2
Learning Rate 2e-5 2e5  2e-5
Gradient Accum Steps* 8 8 8
Max_retrieval* 8 8 8
Batch Size 4 4 16
Context Window Size 250 250 250
Max Span Length 10 10 10
Max Encoder Seq Length 500 500 500
Max Prompt Length 210 210 80
Demonstration Batch Size* 4 4 4

Table 6: Hyperparameter settings for PAIE-CMR. *
means that we tuned the hyperparameters in our ex-
periments. The rest of hyperparameters are set the same
as PAIE (Ma et al., 2022).

B.3 Implement Details for Models in
Decoder-Only Architecture

We choose LLaMA3-8b-instruct for full-
parameter fine-tuning on the RAMS dataset. The
experiments are conducted using four 80GB A100
GPUs, with training lasting approximately one
hour for 3 epochs. The batch size is set to 2
per GPU, with 8 gradient accumulation steps,
and the maximum input length is 4096 tokens.
During the training process, we format the in-
puts as <bos> X Y <eos> and the labels as
<ignore> ...<ignore> Y <eos>. In this
setup, <bos> marks the beginning of the sequence,
X Y represents the input context and label, and
<eos> indicates the end of the sequence. The la-
bels are structured to ignore the initial part of the

Table 7: Hyperparameter settings for BART-Gen-CMR.
* means that we tuned the hyperparameters in our exper-
iments. The rest of hyperparameters are set the same as
PAIE (Huang, 2023).

sequence (denoted by <ignore> tokens), focus-
ing only on Y <eos> for loss calculation during
training. The prompts are specifically designed for
the EAE task, as detailed in Figure 4 and Figure 5.
We train the LLaMA3-SFT-CMR model using the
CMR mechanism, following the training strategy
in Section 2.3.1. The memory is updated only after
the model processes an entire instance. For com-
parison, we also train a LLaMA3-SFT model using
standard supervised fine-tuning.

B.4 Domain Transfer Experiments

In this section, to simulate a real-world scenario,
we explore the capabilities of our model with RAG
applied to test sets of new ontologies (event types
and argument types), following the studies by (Li
et al., 2021; Du and Ji, 2022). Specifically, we con-
duct experiments on the RAMS, WikiEvents, and
Ace05 datasets, training the model on the source
dataset (src) and evaluating it on the target dataset
(tgt). As shown in Table 8, compared to PAIE, our
PAIE-CMR performs better in all domain transfer
scenarios, demonstrating our model’s capability
with RAG under new ontologies. This illustrates
the robust generalizability of our approach.

C Detailed Analysis of Compressive
Memory-based Retrieval

In this section, we further analyze our CMR
mechanism and show that it enables the retrieval of
information from demonstrations stored in mem-
ory. First, we briefly introduce the concept of tradi-
tional attention and linear attention (Katharopoulos
etal., 2020) to lay the groundwork for our approach,
then we demonstrate that our approach can be con-
sidered a natural extension of linear attention and
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"<argument>"}, {"type":

<role>", "argument

Arguments:

Task Description: Given a document and an event, identify all arguments related to the
event and classify the role of each argument. Limit your response to arguments only.
Please provide your answer in the following JSON format: [{"type":
Retrieved Context: <Provide the retrieved context here>
Context: <Provide the context that requires inference>

, "argument":

<role>
<argument>"}, ...].

Figure 4: Our designed prompt for EAE task for normal decoder-only LLMs.

"<argument>"}, {"type":

<role>", "argument

Arguments:

Task Description: Given a document and an event, identify all arguments related to the
event and classify the role of each argument. Limit your response to arguments only.
Please provide your answer in the following JSON format: [{"type":

Context: <Provide the context that requires inference>

<role>", "argument":

<argument>"}, ...].

Figure 5: Our designed prompt for EAE task for our CMR-based LLMs.

therefore can be seen as a retrieval process of infor-
mation from demonstrations stored in memory.
For an embedded input sequence
(x1,X9, -+ ,Xy), traditional attention mech-
anism generates a sequence-to-sequence mapping
by calculating the interactions between inputs
from each location and inputs from other locations
and integrating them into its own representation,
obtaining the output sequences (y1,y2, - ,¥N)»
Taking the i-th token as an example, and disregard-
ing the scaling factor, the resulting output y; of the
aggregated global information is as follows:

Zj'vﬂ efEP(Qik]T)Vj
Y exp(qikT)

yi =

Here, q;,k;,v; € R correspond to the i-th
token’s query, key, and value in traditional atten-
exp(aikT)
viewed as a weighting coefficient based on the sim-
ilarity between z; and x;. (Katharopoulos et al.,
2020) treat this similarity calculation method as
one of the general functions sim(-,-) represent-
ing the interactions between different tokens. Lin-
ear attention uses a kernel function /C to repre-
sent the sim(-,-), i.e sim(q;, k;) = K(q;, kj) =
o(qi)o(kl), here o : R*? — R is a non-
linear and positive map (Tiezzi et al., 2024; Tsai
et al., 2019). Then the output can be written by the

tion. The softmax function can be

following formula:

_ Z;V:I sim(qi, kj)v; ZjV:1 U(Qi)g(kjr)vj

VTSN simlanky) 2 olado(kh)

The function ¢ in linear attention serves to re-
place the traditional attention mechanism based on
softmax’s similarity. The splitting of the sim(-, -)
allows the calculation order of Q, K, and V to be
swapped so that the complexity of the calculation
does not need to increase with the quadratic com-
plexity of the sequence length. For details, please
refer to (Katharopoulos et al., 2020).

Our work generalizes this computation method
from vectors to matrices and realizes information
aggregation among different texts. Combined with
the equations 3 and 7, A, can be represented by
the following formula:

c(QM;,  o(Q)Xf, oK)V
s(Qmy, o(Q)ny,

b o(Q)o(K4)Tvd
B U(Q)nkz '

Here, it can be considered that o(Q)o (K%)T is the
approximation of the sim(-, -) function acting on
the matrix, representing the "similarity" between
the query Q and each demonstration d;. Besides,
knowing that our approach involves giving each ex-
isting demonstration d; interaction with the query

Aret =
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RAMS RAMS WIKI WIKI ACEQ05 ACEO05
Model 3 U U U U Avg
WIKI ACEO05 RAMS ACEO05 RAMS WIKI
PAIE 20.5 324 322 48.5 20.3 40.6 324
PAIE-CMR (Ours) 26.8 35.1 34.9 51.1 23.8 45.8 36.3

Table 8: Performance metrics (Arg-C F1 score) across various src=-tgt configurations are detailed. The model is
trained on the src dataset and evaluated on the t gt dataset. The Avg column reflects the mean scores from all

src=-tgt scenarios.

Method #N #Demo BS RAM.S
Inference Time (s)
PAIE 0 - 22.95
1 1 46.18
5 1 136.21
5 4 90.72
PAIE-CMR 10 1 227.26
10 4 141.75
15 1 356.44
15 4 206.32

Table 9: Inference time (second) for PAIE and PAIE-
CMR on the test set of RAMS dataset. Experiments are
run on one same RTX 4090 GPU. # Demo BS denotes
the batch size of processing demonstrations.

Q, closely related to the demonstration d; itself,
this whole process can be understood through a se-
lection mechanism (Gu and Dao, 2023): retaining
important information among {d, da, ..., dy} re-
lated to the query Q and discarding unimportant in-
formation. A function f(Q, d;) = o(Q)o(K%)T
determines the importance of the demonstration d;,
influences how the representation V% acts on the fi-
nal representation of input, i.e.Ae. Therefore, this
process can be viewed as the query Q retrieving
information from the candidate demonstrations.

D Efficiency Analysis

In this section, we explore the efficiency of the
CMR mechanism. We compare the inference time
of PAIE-CMR and PAIE on the RAMS test set.
For PAIE-CMR, we measure the time required to
retrieve 1, 5, 10, and 15 demonstrations. The infer-
ence batch size is set to 1, and the demonstration
batch size Bj is 4.

As shown in Table 9, our PAIE-CMR model in-
creases inference time compared to PAIE due to
the need to store demonstrations. However, this
additional time is justified by the corresponding
improvement in performance. Moreover, by pro-
cessing demonstrations in batches, our approach
effectively reduces the overall time cost during in-

ference.

E Demonstration Diversity Analysis

In this section, we analyze the improvement in
diversity when retrieving multiple demonstrations
compared to retrieving only the top 1 demonstra-
tion. We provide a specific case to illustrate this. As
shown in Figure 6, the example case is an instance
randomly selected from the RAMS dataset. Be-
low are the demonstrations retrieved using SBERT
based on similarity. It is evident that retrieving the
top 5 demonstrations, compared to just the top 1,
results in a greater diversity of event types. A more
diverse set of demonstrations can provide richer
retrieval information, ensuring the effectiveness of
RAG.
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Example Case:

Context: Like her role in handing Russia exclusive mining rights to 20 percent of US uranium
reserves via a company that donated millions to the foundation . You thought Donald Trump
was Vladimir Putin 's best friend ? Or the tens of millions donated by the same Middle Eastern--
Target Event Type: transaction.transfermoney.giftgrantprovideaid

Topl [Similarity: 0.80367112159729]

Context: The newly disclosed email, part of the thousands of hacked documents being made
public by WikilLeaks, gives a sense of the scale of that giving from one U.S. ally with, at times,
complicated relations with the American government:--2012, apparently so that he could
present a $1 million check that Qatar had promised in honor of Clinton’s birthday in 2011.
Event Type: transaction.transferownership.n/a

Top2 [Similarity: 0.7551537156105042]

Context: How is it that Clinton still claims that she is “THE MOST TRANSPARENT CANDIDATE
IN MODERN TIMES” when her Foundation Failed to Disclose 1,100 Foreign Donations. And this
is on top of Clinton's Failure once again to disclose more than $26,000,000 in speaking fees
"from foreign governments and corporations” Because you know -

Event Type: transaction.transaction.giftgrantprovideaid

Top3 [Similarity: 0.7524813413619995]

Context: The investigation by the Daily Caller News Foundation has uncovered a disturbing
pattern of the Clintons raising money for the Clinton Foundation from regimes that have
checkered records on human rights and that aren't always operating in the best interests of -
Event Type: transaction.transfermoney.purchase

Top4 [Similarity: 0.7116298675537109]

Context: And in 2013, nearly 100 percent of the $4.4 million of the government donations
came from overseas governments. Only $23,000 came from U.S. government entities,
according to the exhibit. The disclosures likely will fuel charges by presumptive Republican
presidential candidate Donald Trump, who claims Clinton turned her secretaryship into a huge
Event Type: contact.commandorder.n/a

Top5 [Similarity: 0.7020836472511292]

Context: Bill and Hillary Clinton epitomize the use of public office in behalf of the office
holder’s interest. For the Clintons, government means using public office to be rewarded for
doing favors for private interests. The Wall Street Journal reported that “at least 60 companies
that lobbied the State Department during her [Hillary Clinton’s] tenure as Secretary of State
donated a total of more than $26 million to the Clinton Foundation---

Event Type: transaction.transferownership.giftgrantprovideaid

Figure 6: A specific case from the RAMS dataset highlighting the importance of diversity in demonstrations.
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