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Abstract

Randomized Controlled Trials (RCTs) are
rigorous clinical studies crucial for reliable
decision-making, but their credibility can be
compromised by bias. The Cochrane Risk of
Bias tool (RoB 2) assesses this risk, yet man-
ual assessments are time-consuming and labor-
intensive. Previous approaches have employed
Large Language Models (LLMs) to automate
this process. However, they typically focus on
manually crafted prompts and a restricted set
of simple questions, limiting their accuracy and
generalizability. Inspired by the human bias
assessment process, we propose RoBGuard, a
novel framework for enhancing LLMs to assess
the risk of bias in RCTs. Specifically, RoB-
Guard integrates medical knowledge-enhanced
question reformulation, multimodal document
parsing, and multi-expert collaboration to en-
sure both completeness and accuracy. Addi-
tionally, to address the lack of suitable datasets,
we introduce two new datasets: RoB-Item and
RoB-Domain. Experimental results demon-
strate RoBGuard’s effectiveness on the RoB-
Item dataset, outperforming existing methods.

1 Introduction

Randomized Controlled Trials (RCTs) are widely-
used scientific experiments in clinical research
(Hariton and Locascio, 2018), regarded as the
gold standard, and they directly influence clinical
decision-making (Sackett et al., 1996; Cartwright,
2007). The risk of bias (RoB) is essential in evalu-
ating the credibility of RCTs, as a high risk can sig-
nificantly distort experimental outcomes, leading to
suboptimal clinical decisions (DeKay et al., 2009).
To systematically assess bias in trials, Sterne et al.
(2019) introduced the Risk of Bias tool1 (RoB 2),
which provides a structured assessment across five
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Summary
Objectives: Tenapanor is a first-in-class, small-molecule inhibitor of the gastrointestinal sodium/hydrogen 
exchanger NHE3. This study assessed the efficacy and safety of tenapanor in patients with constipation-
predominant irritable bowel syndrome (IBS-C).

Methods: In this phase 2, double-blind study, patients with IBS-C (Rome III criteria) were randomized 
(1:1:1:1) to receive tenapanor 5 mg, 20 mg, or 50 mg b.i.d., or placebo b.i.d. for 12 weeks. The primary end point 
was the complete spontaneous bowel movement (CSBM) responder rate, defined as the proportion of patients 
reporting an increase from baseline of ≥1 CSBM/week for ≥6/12 treatment weeks. Secondary end points included 
abdominal symptom responder rates (≥30% score improvement from baseline for ≥6/12 weeks) and a composite 
responder rate (CSBM and abdominal pain response in the same week for ≥6/12 weeks).

Results: Overall, 356 patients were randomized (mean age: 45.7 years; 86.8% women) and 304 completed the 
study. The CSBM responder rate was significantly higher in the tenapanor 50 mg b.i.d. group than in the placebo 
group (60.7 vs. 33.7%; P<0.001), as was the composite responder rate (50.0 vs. 23.6%; P<0.001). Responder rates 
for abdominal symptoms (pain, discomfort, bloating, cramping, and fullness) were significantly higher in the 
tenapanor 50 mg b.i.d. group than in the placebo group (all P<0.05). Diarrhea was the most frequent adverse event 
(tenapanor b.i.d.: 20 mg, 12.4%; 50 mg, 11.2%).

Conclusions: Tenapanor 50 mg b.i.d. significantly increased stool frequency and reduced abdominal 
symptoms in patients with IBS-C. Further research into tenapanor as a potential treatment for these patients is 
justified.

Introduction
Irritable bowel syndrome (IBS) is a chronic functional gastroin- testinal disorder characterized by abdominal pain 
or discomfort and altered bowel habits (1). IBS affects 7–21% of individuals glob- ally (2,3), with constipation-
predominant IBS (IBS-C) accounting for approximately one-third of cases (4). IBS has both a signifi- cant 
societal impact and a significant personal impact, resulting from impaired quality of life, loss of work productivity, 
and increased healthcare resource utilization (5).
In addition to typical IBS symptoms such as abdominal pain and bloating, patients with IBS-C commonly report 
hard and infre- quent stools, straining, and a sensation of incomplete evacuation (6). Patients with IBS-C also have 
a substantially impaired qual- ity of life (4,5). The negative impacts of IBS-C are often similar to (or worse than) 
those observed in chronic diseases that are traditionally perceived as being more serious than IBS, such as 
inflammatory bowel disease, rheumatoid arthritis, and diabetes mellitus (7–9).

Tenapanor is a first-in-class, small-molecule inhibitor of the gastrointestinal sodium/hydrogen exchanger isoform 
3. Tena- panor acts in the gastrointestinal tract to reduce the absorption of sodium and phosphate, with minimal 
systemic drug exposure (15). Increased sodium retention in the gut in healthy volunteers treated with tenapanor
enhances intestinal fluid volume and transit, as demonstrated by softer stools and an increase in the frequency of 
bowel movements (16). Preclinical studies also suggest that tena- panor may exert antinociceptive effects on 
visceral sensation (17). Based on these findings, tenapanor was evaluated over 4 weeks at three once-daily doses 
(10, 30, and 100 mg) in patients with IBS-C in a placebo-controlled study, with tenapanor treatment resulting in
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Diagnosis of IBS-C and adequate treatment of individuals with IBS-C present 
significant challenges, owing to the diverse and dynamic nature of symptoms 
that accompany a symptom-based diagnosis of diverse pathogenesis (10). 
Historically, laxatives, dietary fiber, and stool softeners were recommended to 
patients with IBS-C; however, the evidence supporting these treatments is 
variable in quantity and quality, and low treatment satisfaction has been 
reported (10,11). More recent therapies targeting IBS-C symptoms include the 
guanylate cyclase-C receptor agonist lina- clotide (12,13) and the selective 
chloride channel activator lubi- prostone (14), both of which are minimally 
absorbed and act in the gastrointestinal tract. 
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Figure 1: Illustration of the RoB 2 tool assessing the
risk of bias across five studies, with each column cor-
responding to a single study. The RoB 2 tool includes
five domains. Each domain contains several assessment
items, with responses to these items aggregated to pro-
vide a domain risk. The overall risk of bias is then
classified as “low risk”, “some concerns”, or “high risk”
based on the combined domain risks.

domains, each containing multiple specific items,
as shown in Figure 1 (Please refer to Appendix A.1
for more details). However, the assessment process
of RoB 2 remains complex and time-consuming,
with manual evaluations often yielding inconsis-
tent results (Dhrangadhariya et al., 2023). As the
number of RCTs continues to grow, manual assess-
ments have become increasingly insufficient for
ensuring efficiency and accuracy (de Souza Leão
and Eyal, 2019). Consequently, there is an urgent
need for an automated, reliable, and efficient RoB
assessment method in clinical research.

Recent advancements in LLMs (Brown et al.,
2020; OpenAI, 2022; Touvron et al., 2023; Bai
et al., 2023; OpenAI, 2023) have attracted signif-
icant attention in the medical field (Omiye et al.,
2023; Thirunavukarasu et al., 2023). Previous ef-
forts have used LLMs for RoB assessment (Lai
et al., 2024; Eisele-Metzger et al., 2024), but these
approaches rely on manually designed prompts and
focus only on simple items, making them unsuit-
able for the more complex RoB 2 items and limit-

mailto:fengrui@fudan.edu.cn
mailto:zhangxiaobo0307@163.com
https://www.riskofbias.info/welcome/rob-2-0-tool
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ing both their accuracy and scalability. Automating
the full RoB 2 assessment is challenging due to
the complexity of certain items, which involve spe-
cialized medical terminology and require a deep
understanding of the RoB items themselves. Addi-
tionally, these items often necessitate comprehen-
sion of extensive RCT documents and may require
the integration of tables and flowcharts for a com-
prehensive evaluation. Moreover, the responses to
these items are often inherently subjective, further
complicating the automation process.

To address these issues, we recall the human
evaluation process for RoB assessments: first, in-
terpret the RoB questions, then identify and extract
relevant information from the RCTs, and finally
rely on multiple assessors to cross-verify and bal-
ance judgments, ensuring accuracy and fairness.
Drawing inspiration from this process, we pro-
pose RoBGuard, an automated framework that
addresses the challenge from three key perspec-
tives: question interpretation, document anal-
ysis, and evaluation process. Specifically, we
introduce a medical knowledge-infused question
reformulation module that adaptively refines and
decomposes RoB 2 items, which can simplify their
interpretation to enhance both efficiency and accu-
racy. To manage the hierarchical structure, exten-
sive texts, and multimodal data in RCT documents,
we develop a multimodal document parsing mod-
ule, improving document comprehension through a
position decision-making strategy and multimodal
coordination mechanisms. Finally, to mitigate sub-
jectivity in the assessment process, we implement
a multi-expert collaboration mechanism that inte-
grates insights from diverse professional domains,
thereby ensuring fairness and consistency in the
final evaluation.

Additionally, high-quality datasets are crucial for
advancing research. However, annotating medical
data is a time-consuming and labor-intensive task
that demands specialized expertise (Rother et al.,
2021). This challenge is particularly pronounced
for RoB 2 assessments, which require not only a
deep understanding of RCTs but also extensive
knowledge of the specific items in RoB 2. Cur-
rently, no publicly available RoB dataset has been
released, obstructing advancements in this field.

To fill this research gap, we have developed two
datasets: the RoB-Item and RoB-Domain datasets.
The RoB-Item dataset includes 53 RCTs, docu-
menting specific answers and supporting rationale
for each assessment item across various domains

of the RoB 2 tool, offering refined data for item-
level bias assessment. The RoB-Domain dataset
includes 319 RCTs, providing domain-specific risk
of bias evaluations. These datasets not only serve
as invaluable resources for automated RoB assess-
ment but also contribute to broader multimodal
comprehension tasks in medical research.

Overall, our contributions are as follows:

• We propose a novel automated RoB assess-
ment framework, RoBGuard, incorporating
medical knowledge-infused question refor-
mulation, multimodal document parsing, and
multi-expert collaboration to enhance the ac-
curacy and fairness of RoB assessments.

• We introduce the RoB datasets that integrate
reasoning across text, tables, and flowcharts
of RCT documents, providing a robust foun-
dation for automated RoB assessment.

• Experiments demonstrate the effectiveness of
our approach, and we will make our dataset
and code publicly available to support further
advancements in RoB assessment research.

2 Related work

2.1 Automated Risk of Bias Assessment
The volume of clinical research continues to grow,
with 254,698 RCTs retrieved between 1991 and
2020, reflecting an average annual growth rate of
7.68% (Zhao et al., 2022). As a result, the au-
tomation of risk of bias assessment has become
increasingly important. Marshall et al. (2016) was
the first to propose automating RoB assessment by
introducing RobotReviewer, which used a Support
Vector Machine (SVM) (Sain, 1996) to classify
the risk of each RCT (Marshall et al., 2014, 2017)
based on RoB 1 (Higgins et al., 2011)—the initial
version of the RoB tool. RoB 1 provided a basic
evaluation through five simple questions but was
often found confusing in its application and was
therefore replaced by RoB 2. Building on this foun-
dation, Wang et al. (2022) advanced the field by im-
plementing Convolutional Neural Networks (CNN)
(Kim, 2014) and BERT-based architectures (Devlin,
2018) to automate RoB assessments. These tradi-
tional methods, however, rely on large amounts
of training data, yet there is no publicly available
RoB dataset, and manual labeling remains both
time-consuming and labor-intensive.

With the rapid development of LLMs (Chang
et al., 2024; Zhao et al., 2023b,a; Huang et al.,
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2023), researchers like Lai et al. (2024) and Eisele-
Metzger et al. (2024) have explored their use for
RoB assessment by utilizing manually designed
prompts. However, their efforts have focused on a
few straightforward questions, falling short of the
comprehensive evaluation required for RoB 2. In
contrast, we are the first to conduct a comprehen-
sive evaluation of RoB 2. Notably, we propose a
self-adaptive prompt updating mechanism that inte-
grates external medical knowledge, eliminating the
need for manually designed prompts and enhancing
the efficiency and accuracy of the assessment.

2.2 Large Language Models in Medical
Question Answering

Recent advancements in LLMs have gener-
ated considerable interest in the medical field
(Thirunavukarasu et al., 2023). Previous research
has focused on evaluating these models using
medical knowledge benchmarks, such as MedQA
(Zhang et al., 2018), PubMedQA (Jin et al., 2019),
and MedMCQA (Pal et al., 2022), which are de-
signed to test factual recall through multiple-choice
questions. However, there has been limited explo-
ration of LLMs’ ability to perform question answer-
ing on complex medical documents. While current
approaches excel in testing medical knowledge,
they often struggle with the nuanced and multi-
modal information in medical documents (Goyal
et al., 2024; Goel et al., 2023), which require deeper
understanding and contextual analysis.

The emergence of multi-agent systems has fur-
ther expanded the capabilities of LLMs in med-
ical question answering (Tang et al., 2023; Yan
et al., 2023; Sohail, 2024; Schmidgall et al., 2024).
These systems leverage the strengths of multiple
LLMs to enable more sophisticated and collab-
orative approaches to medical question answer-
ing. For example, Agent Hospital (Li et al., 2024)
simulates a healthcare environment where LLM-
powered agents, representing doctors, nurses, and
patients, autonomously improve their treatment per-
formance. Similarly, MedAgents (Tang et al., 2023)
employs a multidisciplinary collaboration frame-
work that enables LLM-based agents to engage in
discussions, improving their proficiency in medical
reasoning tasks. Building on these advancements,
we adopt a document parsing module to analyze
complex RCTs using multiple agents, such as a
table agent and a flowchart agent. Additionally, we
simulate a multi-expert environment to enhance the
accuracy and consistency of RoB assessments.

3 Approach

In this section, we introduce RoBGuard, which
consists of three modules: Medical Knowledge-
Infused Question Reformulation, Multimodal Doc-
ument Parsing, and Multi-Expert Collaboration.
The overall framework is illustrated in Figure 2.

3.1 Task Formulation

The RoB assessment focuses on evaluating the
Methods and Results sections of RCTs, which are
critical in determining potential bias. The RoB
2 tool is structured into five domains, each ad-
dressing a specific aspect of trial bias, such as
randomization and missing outcome data. Each
domain contains multiple questions, denoted as
Qd = {qd1 , qd2 , . . . , qdNd

}, where Nd is the num-
ber of questions in domain d. Each question qdi
is associated with a set of options Od

i . The RoB
assessment process involves selecting the appro-
priate option for each question based on the RCT
context. The domain-level risk rd is then calculated
according to predefined rules. These domain-level
assessments are finally aggregated to provide an
overall RoB judgment for the entire RCT. The task
can be viewed as a multimodal document question-
answering process, where the RCT is represented
through text, tables, and flowcharts, and the goal
is to systematically answer each question to deter-
mine the final overall risk of bias.

3.2 Medical Knowledge-Infused Question
Reformulation

To enhance the understanding and processing of
complex RoB questions, we propose a medical
knowledge-infused question reformulation module.
This module integrates external medical knowledge
derived from pseudo-labeled item data to guide the
optimization and simplification of RoB questions.
The process is composed of three key components:
(1) Medical Knowledge-Infused Pseudo Samples
Labeling, (2) Self-Adaptive Question Refinement,
and (3) Hierarchical Question Decomposition.

3.2.1 Medical Knowledge-Infused Pseudo
Samples Labeling

To make better use of domain-level risk data in
our RoB-Domain Dataset, we propose generat-
ing pseudo-labeled item-level samples based on
this domain-level information. The RoB-Domain
Dataset is treated as an external medical knowledge
base, where the domain risks and rationales serve
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Figure 2: The framework of RoBGuard. To assess the risk of bias in an RCT, the initial RoB question undergoes
reformulation through the Medical Knowledge-Infused Question Reformulation module, where LLMs are utilized to
refine the question to improve clarity and understanding. Following this, the Multimodal Document Parsing module
parses the RCT, including text, tables, and flowcharts, to improve comprehension through multimodal analysis.
Finally, the reformulated question, alongside the parsed context, is forwarded to the Multi-Expert Collaboration
module to generate the final answer.
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Figure 3: The framework of medical knowledge-infused
pseudo samples labeling. The texts in the yellow back-
ground are pseudo-labeling prompts, where the italic
texts can be replaced. M is equal to N1 + · · ·+N5.

as medical knowledge to guide the generation of
pseudo-labeled samples.

The pseudo sample labeling process is illus-
trated in Figure 3. Specifically, for a domain d
containing Nd questions {qd1 , qd2 , . . . , qdNd

}, given
the corresponding domain-level information Dj

d =

{rjd, ra
j
d} in an RCT Rj , where rjd represents the

risk and rajd is the rationale, we design a pseudo
sample labeling prompt Ppl. This prompt guides an
LLM to generate an answer aji for the question qdi
by taking into account the context Cj of the RCT
and the domain-level information Dj

d. The answer
generation process can be formally expressed as:

aji = LLM(Ppl, q
d
i , Cj , O

d
i , D

j
d). (1)

After generating all the item-level answers Aj =

(aj1, a
j
2, . . . , a

j
Nd

) within domain d for RCT Rj , we
calculate the domain risk r′d based on the item-level
answers using predefined domain risk rules:

r′d = f(aj1, a
j
2, . . . , a

j
Nd

), (2)

where f is the function that calculates the domain
risk based on the answers to the items in that do-
main, as detailed in Appendix A.2. This calculated
domain risk r′d is then compared with the original
domain risk rd. If r′d = rd, the question-answer
samples S = {sj1, . . . , s

j
Nd

} in domain d, where
sji = (qdi , a

j
i ), are considered valid and labeled

as medical knowledge-infused pseudo samples. If
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the risks do not match, the samples are discarded.
This process is repeated for each RCT in the RoB-
Domain Dataset, ensuring that all RCTs are pro-
cessed, resulting in a pool of pseudo samples.

3.2.2 Self-Adaptive Question Refinement
Using the pseudo samples, we implement a self-
adaptive question refinement process to enhance
the clarity and precision of the RoB questions.
We assume there are M questions in total, where
M = N1 + · · ·+Nd. Initially, we use an LLM to
format each question qi as follows: “Question: qi,
Explanation: answer ... if ...”. For each item, we
select a related pseudo sample sji from the pseudo
samples pool and design an initial RoB assessment
prompt Pra. The goal of Pra is to generate an
answer ansji for qi based on the RCT context Cj

using the following process:

ansji = LLM(Pra, qi, Cj , Oi). (3)

If ansji matches the pseudo answer aji from the
pseudo sample, we proceed to the next sample.
However, if ansji is incorrect, we hypothesize that
the explanation for qi may be unclear or difficult to
interpret. In such cases, we ask the LLM to provide
an error feedback ef using the prompt Pef :

ef = LLM(Pef , qi, ans
j
i , a

j
i ). (4)

Once the LLM provides error analysis and feed-
back, we instruct the LLM to refine the explanation
for the question using the prompt Pre. The refined
question q′i then replaces the original question qi:

q′i = LLM(Pre, qi, ef). (5)

This refinement process repeats until all pseudo
samples have been processed. The knowledge-
infused refinement enhances the clarity and under-
standing of each question, ensuring that the model
accurately captures the essence of each RoB item,
thus improving the overall quality of the assess-
ment process.

3.2.3 Hierarchical Question Decomposition
Furthermore, a hierarchical question decomposi-
tion module is introduced to break down complex
RoB questions that require multi-step reasoning
into simpler sub-questions. As illustrated in Figure
2, questions are first classified as either single-hop
or multi-hop. Single-hop questions are answered
directly, while multi-hop questions are decomposed
into smaller sub-questions, which are solved step

by step. The final answer is obtained by combining
the sub-questions with the sub-answers. This struc-
tured decomposition reduces the model’s cognitive
load, leading to more accurate and efficient RoB
item processing.

3.3 Multimodal Document Parsing

3.3.1 Position Decision-making
RCTs often contain lengthy texts, with crucial bias-
related information intricately embedded within
the text, creating significant challenges for context
comprehension. To address this issue, we leverage
the hierarchical structure of RCTs by implementing
an intelligent position decision-making system. Be-
fore responding to questions, our approach involves
precisely identifying the relevant background infor-
mation, whether located in the methods section, the
results section, or a combination of both. By accu-
rately isolating these key sections, we effectively
reduce the interference caused by dispersed data in
lengthy documents, thereby enhancing the model’s
analytical efficiency and response accuracy.

3.3.2 Multimodal Coordination
Additionally, RCTs include not only traditional tex-
tual data but also multimodal content, such as tables
and flowcharts, which further complicates compre-
hension. To manage this complexity, we develop
the Table Agent and Flowchart Agent, specialized
tools designed to analyze tables and flowcharts, re-
spectively. Specifically, two agents are defined as
skilled table and flowchart analysts, respectively,
extracting information in the order presented within
the table or flowchart. All agents are used LLMs.
The agents take the question and corresponding ta-
ble or flowchart as input, and the final answer is de-
rived by integrating their analysis with the RCT text
analysis results (More details in the Appendix D.3).
These agents are automatically activated when the
system detects relevant questions, ensuring that
the system maintains both efficiency and accuracy
when processing complex multimodal information.

3.4 Multi-Expert Collaboration

Given the varied backgrounds and experiences of
evaluators, discrepancies in the interpretation and
judgment of the same item may occur, leading to
concerns about subjectivity and consistency in as-
sessment outcomes. To enhance fairness and re-
liability, we have established a panel of experts
who work together to reach a consensus, reduc-
ing the subjective biases of individual evaluators.
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Figure 4: Illustration of dataset construction. RoB data
is collected from Cochrane Reviews and the Zenodo
Database, including question-answer pairs, supporting
rationales, and domain-specific risk assessments. Rele-
vant RCTs are retrieved from the PubMed library, con-
taining key elements such as text, table, and flowchart.

Within the Multi-Expert Collaboration Module, we
have assembled a multidisciplinary team compris-
ing a researcher, a clinician, and a reviewer. Each
expert independently assesses the risk of bias in
RCTs based on their specialized knowledge (De-
tailed role designs are in the Appendix D.4), with
preliminary conclusions synthesized through a vot-
ing process. If there are tied votes or difficulties
in reaching a consensus, a decider intervenes to
integrate the diverse perspectives, ensuring that the
final assessment is both fair and consistent.

4 Dataset Construction

4.1 Data Collection

A systematic review is a comprehensive summary
of all available medical research on a specific clin-
ical question, systematically collecting and syn-
thesizing clinical studies to provide reliable evi-
dence (Aromataris and Pearson, 2014). RCTs, of-
ten considered high-quality evidence, are typically
included in these reviews and undergo RoB assess-
ments. Therefore, we obtain RoB data through
systematic reviews, eliminating the need for labor-
intensive manual annotation.

We collect systematic reviews published be-
tween July 2019 and June 2024 from the Cochrane
Library2, focusing on those that utilize the RoB 2
tool for risk of bias assessment. Some systematic
reviews have made detailed RCT assessment data
publicly available on Zenodo3, including item-level
answers and rationales, while others provide only
domain-level risk assessments, offering the risk rat-

2https://www.cochranelibrary.com/cdsr/reviews
3https://zenodo.org

RoB-Item RoB-Domain

No. documents 53 319
Max No. words per document 7,067 10,775
Avg No. words per document 4,561 4,395
Avg No. sentences per document 236 229
Avg No. words per sentence 20 19

Table 1: The statistics of the RoB-Item and RoB-
Domain datasets.

ing and rationale for each domain. We gather both
types of data and trace the references using the
RCT IDs. Subsequently, we filter RCTs indexed in
PubMed Central4 (PMC) and extract the full con-
tent of these RCTs, including multimodal data such
as text, tables, and flowcharts. The data collection
process is illustrated in Figure 4.

4.2 Dataset Analysis

Among the collected systematic reviews, 124 re-
views employ the RoB 2 tool to assess risk of bias
for the included RCTs, covering a total of 1,472
RCTs, of which 319 are successfully retrieved from
PMC. Of these, only 12 systematic reviews pub-
licly share item-level data for each RCT on Zen-
odo, covering 94 RCTs, with 53 available from
PMC. Based on these data, we construct two dis-
tinct datasets: the RoB-Domain Dataset and the
RoB-Item Dataset.

The statistics for the datasets are shown in Table
1. Both the RoB-Item and RoB-Domain datasets
consist of lengthy documents. The RoB-Item
dataset contains a maximum of 7,067 words in
its longest document, with an average of 4,561
words per document. Nearly every RCT includes
tables and flowcharts. Similarly, the RoB-Domain
dataset exhibits comparable characteristics, pre-
senting substantial challenges for current document
understanding models.

5 Experiments

5.1 Setup

To demonstrate the generalizability of our ap-
proach, we conduct experiments using both the
open-source Llama (Touvron et al., 2023) model
and the closed-source GPT-4o (Islam and Moushi,
2024) model. Specifically, we utilize the Meta-
Llama-3-8B-Instruct5 checkpoint and GPT-4o-mini

4https://www.ncbi.nlm.nih.gov/pmc
5https://huggingface.co/meta-llama/

Meta-Llama-3-8B-Instruct

https://www.cochranelibrary.com/cdsr/reviews
https://zenodo.org
https://www.ncbi.nlm.nih.gov/pmc
https://huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct
https://huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct
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Method 1.1 1.2 1.3 2.1 2.2 2.3 2.4 2.5 2.6 2.7 3.1 3.2 3.3 3.4 4.1 4.2 4.3 4.4 4.5 5.1 5.2 5.3

Llama 0.91 0.79 0.87 0.68 0.72 0.66 0.50 0.50 0.78 0.25 0.70 0.67 0.12 0.14 0.87 0.74 0.45 0.48 0.50 0.60 0.34 0.19
RoBGuard (Llama) 0.96 0.74 0.89 0.91 0.74 0.66 0.50 1.00 0.88 0.75 0.74 1.00 0.56 0.57 0.91 0.89 0.45 0.45 0.75 0.77 0.91 0.64

GPT-4o 0.96 0.75 0.85 0.92 0.75 0.60 1.00 0.50 0.84 0.50 0.64 0.47 0.31 0.43 0.85 0.64 0.74 0.21 0.25 0.55 0.53 0.42
RoBGuard (GPT-4o) 0.98 0.87 0.94 0.98 0.91 0.66 0.75 1.00 0.92 1.00 0.68 0.87 0.50 0.43 0.94 0.85 0.19 0.28 0.25 0.66 0.79 0.75

Table 2: Accuracy of different models for each RoB 2 item on the RoB-Item Dataset. The best Accuracy for each
item is highlighted in bold. A line graph presentation is available in the Appendix C.2 for better comparison.

Method Metric D1 D2 D3 D4 D5 Overall

Llama

Acc. 0.66 0.60 0.74 0.64 0.02 0.19
Prec. 0.85 0.86 0.87 0.94 0.00 0.00
Rec. 0.78 0.68 0.85 0.69 0.00 0.00
F1 0.81 0.76 0.86 0.80 0.00 0.00

RoBGuard
(Llama)

Acc. 0.68 0.58 0.87 0.79 0.57 0.34
Prec. 0.85 0.88 0.87 0.91 0.85 0.62
Rec. 0.78 0.64 1.00 0.86 0.70 0.38
F1 0.81 0.74 0.93 0.88 0.77 0.48

GPT-4o

Acc. 0.68 0.58 0.77 0.47 0.23 0.25
Prec. 0.92 0.87 0.85 0.96 0.88 1.00
Rec. 0.78 0.61 0.89 0.51 0.18 0.08
F1 0.84 0.72 0.87 0.67 0.29 0.14

RoBGuard
(GPT-4o)

Acc. 0.81 0.72 0.87 0.75 0.43 0.34
Prec. 0.89 0.86 0.87 0.98 0.73 0.59
Rec. 0.93 0.82 1.00 0.80 0.55 0.38
F1 0.91 0.84 0.93 0.88 0.63 0.47

Table 3: Performance of different models for domain-
level assessments on the RoB-Item Dataset. D1 to D5
refer to Domain 1 through Domain 5. “Acc.” represents
the overall Accuracy across all risk categories, while
“Prec.”, “Rec.”, and “F1” specifically refer to Precision,
Recall, and F1 score for the identification of low-risk
categories. The best results for each metric, both within
each domain and overall, are highlighted in bold.

6. Since the context length limit of Llama 3 is 8k to-
kens, if the input exceeds this limit, we process the
context in segments and combine the results. The
full set of prompts can be found in the Appendix D.

5.2 Evaluation Metrics

To comprehensively evaluate the model’s perfor-
mance and ensure scientific rigor, we focus on
two key aspects: item-level evaluation and domain-
level assessment. 1) For individual items, we use
Accuracy to measure the correctness of the model’s
responses. 2) For domain and overall risk assess-
ment, where accurately identifying low-risk RCTs
is critical for clinical application, we emphasize
the model’s performance in recognizing the “low-
risk” category. Therefore, in addition to the overall
Accuracy, we calculate Precision, Recall, and F1
score for the low-risk category.

6https://platform.openai.com/docs/models/
gpt-4o-mini

5.3 Main Results

We present the performance of various models on
the RoB-Item Dataset, including both item-level
(Table 2) and domain-level (Table 3) assessments.
The results demonstrate that our RoBGuard model
outperforms baseline models (Llama and GPT-4o)
across the majority of items. More experimental
results on other mainstream LLMs are presented in
Table 7 of Appendix C.2.

5.3.1 Item-Level Evaluation
In the item-level assessment (Table 2), RoBGuard
outperforms both Llama and GPT-4o baselines on
most RoB 2 items. Vanilla LLMs perform well
on simpler items, such as item 1.1, which asks
a straightforward question about randomization.
However, as the complexity of the items increases,
vanilla LLMs struggle to maintain competitive per-
formance. For example, in item 5.2, which in-
volves identifying multiple outcome measures and
assessing selective reporting, RoBGuard achieves a
notable Accuracy score of 0.91, whereas Llama sig-
nificantly underperforms with an Accuracy score
of only 0.34. This highlights RoBGuard’s supe-
rior ability to handle complex and nuanced RoB
items. For items requiring multimodal parsing,
such as item 1.3 and item 3.1, our approach shows
modest improvements over both Llama and GPT-
4o, demonstrating its capability to extract relevant
information from multimodal data. However, in
some cases, the performance gains are marginal.
For instance, in item 4.3, RoBGuard does not out-
perform the baselines, suggesting that its multi-step
reasoning approach may occasionally introduce un-
necessary complexity or misinterpret information,
leading to suboptimal results.

5.3.2 Domain-Level Evaluation
At the domain level (Table 3), RoBGuard also
shows an advantage over the baseline models, espe-
cially in identifying low-risk RCTs. For example,
in Domain 3, RoBGuard (Llama) achieves an Ac-
curacy of 0.87 and F1 score of 0.93, compared
to Llama’s 0.74 and 0.86, showcasing its strength

https://platform.openai.com/docs/models/gpt-4o-mini
https://platform.openai.com/docs/models/gpt-4o-mini
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MDP MKQR MC 1.1 1.2 1.3 2.1 2.2 2.3 2.4 2.5 2.6 2.7 3.1 3.2 3.3 3.4 4.1 4.2 4.3 4.4 4.5 5.1 5.2 5.3

0.91 0.79 0.87 0.68 0.72 0.66 0.50 0.50 0.78 0.25 0.70 0.67 0.12 0.14 0.87 0.74 0.45 0.48 0.50 0.60 0.34 0.19
✓ 0.92 0.72 0.94 0.75 0.77 0.69 0.50 0.50 0.78 0.75 0.60 0.53 0.19 0.43 0.77 0.49 0.42 0.34 0.50 0.45 0.28 0.19
✓ ✓ 0.96 0.74 0.92 0.85 0.81 0.63 0.75 1.00 0.86 1.00 0.66 0.93 0.31 0.57 0.87 0.81 0.42 0.62 1.00 0.51 0.79 0.79
✓ ✓ ✓ 0.96 0.74 0.89 0.91 0.74 0.66 0.50 1.00 0.88 0.75 0.74 1.00 0.56 0.57 0.91 0.89 0.45 0.45 0.75 0.77 0.91 0.64

Table 4: Ablation study on the impact of different modules using Llama for item-level assessments on the RoB-Item
Dataset, evaluated with the accuracy metric. MDP refers to multimodal document parsing, MKQR represents
medical knowledge-infused question reformulation, and MC denotes multi-expert collaboration.

MDP MKQR MC Domain1 Domain2 Domain3 Domain4 Domain5 Overall

Acc. Prec. Rec. F1 Acc. Prec. Rec. F1 Acc. Prec. Rec. F1 Acc. Prec. Rec. F1 Acc. Prec. Rec. F1 Acc. Prec. Rec. F1

0.66 0.85 0.78 0.81 0.60 0.86 0.68 0.76 0.74 0.87 0.85 0.86 0.64 0.94 0.69 0.80 0.02 0.00 0.00 0.00 0.19 0.00 0.00 0.00
✓ 0.66 0.87 0.76 0.81 0.57 0.81 0.68 0.74 0.72 0.84 0.83 0.84 0.40 0.95 0.43 0.59 0.06 1.00 0.02 0.05 0.15 0.00 0.00 0.00
✓ ✓ 0.70 0.88 0.82 0.85 0.66 0.89 0.75 0.81 0.85 0.87 0.98 0.92 0.68 0.95 0.73 0.83 0.40 0.73 0.40 0.52 0.30 0.73 0.31 0.43
✓ ✓ ✓ 0.68 0.85 0.78 0.81 0.58 0.88 0.64 0.74 0.87 0.87 1.00 0.93 0.79 0.91 0.86 0.88 0.57 0.85 0.70 0.77 0.34 0.62 0.38 0.48

Table 5: Ablation study on the impact of different modules using Llama for domain-level assessments on the
RoB-Item Dataset.

in detecting low-risk cases. However, in simpler
domains like Domain 1, the improvement is mod-
est, suggesting RoBGuard excels in tasks requiring
multi-step reasoning. For the overall domain-level
performance, vanilla LLMs achieve both Precision
and Recall scores of 0, indicating a tendency to clas-
sify all RCTs as non-low-risk. RoBGuard improves
the model’s ability to identify low-risk RCTs, with
higher precision indicating more reliable identifi-
cation of true low-risk cases, while the boost in
recall reduces the chance of overlooking low-risk,
high-quality studies.

5.4 Ablation Study

We systematically evaluate the contributions of
the three modules in our framework—Multimodal
Document Parsing (MDP), Medical Knowledge-
Infused Question Reformulation (MKQR), and
Multi-Expert Collaboration (MC)—on both item-
level (Table 4) and domain-level (Table 5) assess-
ments using the RoB-Item Dataset with Llama.

The MDP module provides marginal improve-
ments across most items, suggesting that accurately
locating relevant text helps mitigate the effect of
dispersed information in lengthy documents. No-
tably, items like 1.3, which require an understand-
ing of tables, show clear improvements, highlight-
ing MDP’s ability to process and integrate multi-
modal content. The addition of the MKQR mod-
ule further enhances performance, particularly for
items requiring complex reasoning, such as 3.4 and
5.2. This underscores the importance of reformu-
lating questions with external medical knowledge,
enabling the model to better handle intricate items.
The MC module provides additional performance
improvements, especially in high-complexity cases

where individual biases might affect outcomes, as
observed in Domain 5. By integrating expert opin-
ions, the MC ensures fairer assessments through
voting, leading to more reliable conclusions.

5.5 Analysis

RoBGuard represents a significant advancement
in automated RoB assessment, particularly in de-
tecting low-risk cases. However, the Accuracy in
assessing overall risk remains relatively low, pri-
marily because the overall risk is calculated from
domain risks using predefined rules. As a result, er-
rors in individual domain assessments accumulate,
ultimately affecting the final overall risk assess-
ments. Additionally, not all modules are equally
beneficial across all items; complex processing
mechanisms can introduce unnecessary overhead
for simpler tasks. Striking a balance between ad-
vanced reasoning for complex items and maintain-
ing simplicity for straightforward ones will be a
key focus for our future work.

6 Conclusion

We present RoBGuard, a novel automated frame-
work for assessing risk of bias in RCTs. RoBGuard
integrates three modules: medical knowledge-
infused question reformulation, multimodal doc-
ument parsing, and multi-expert collaboration, all
designed to enhance the precision and efficiency of
RoB assessments. Additionally, we have developed
two specialized datasets to support both item-level
and domain-level evaluations, offering a valuable
resource for the broader research community. Our
work establishes a foundation for more reliable and
efficient RoB evaluations, with significant implica-
tions for improving the quality of clinical research.
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Limitations

While our approach outperforms the baselines in
both item-level and domain-level assessments, sev-
eral limitations remain.

• First, overall risk accuracy is reduced due
to error accumulation across domains, where
misclassifications in one domain impact the
final risk assessment.

• Second, the model exhibits varying perfor-
mance across different items, which is influ-
enced by the difficulty level of each item.

• Lastly, the complexity of certain modules may
not benefit simpler items, potentially intro-
ducing unnecessary overhead. Future work
should focus on optimizing module complex-
ity to handle simpler items more efficiently.
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This research adheres to ethical standards in line
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While our method assists in the automated assess-
ment of bias in RCTs, it is intended to support—not
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vocate for a collaborative model where technology
enhances the efficiency of bias detection while re-
searchers retain responsibility for interpreting re-
sults and making informed decisions. Our approach
contributes to improving transparency in clinical
trial reporting, encouraging responsible use and
further refinement of the tool by the research com-
munity.
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A Details of the Risk of Bias Tool

A.1 Risk of Bias Tool

RoB 2 is a tool developed by Cochrane to assess
the risk of bias in RCTs, aiding systematic review-
ers in evaluating the reliability of studies (Higgins
et al., 2019; Sterne et al., 2019; Minozzi et al.,
2020). It systematically evaluates five key domains
of bias: the randomization process, deviations from
intended interventions, missing data, outcome mea-
surement, and selective reporting. Each domain is
scored through a set of structured questions, lead-
ing to an overall assessment of low risk, some con-
cerns, or high risk of bias. RoB 2 provides stan-
dardized forms and guidelines and is widely used
in systematic reviews and meta-analyses to ensure
study quality.

A.2 Rule Calculation for Each Domain Risk
and Overall Risk

The risk calculation rules for each domain, along
with the overall risk, are specified in the RoB 2
framework. Each domain’s risk assessment adheres
to a specific algorithm, and the overall risk is cal-
culated by aggregating the domain-level judgments
in line with the stipulated rules. These rules are
represented in pseudocode, as shown in Algorithm
1 (Domain 1), Algorithm 2 (Domain 2), Algorithm
3 (Domain 3), Algorithm 4 (Domain 4), Algorithm
5 (Domain 5), and Algorithm 6 (Overall Risk).

Algorithm 1 Domain 1 Risk Calculation Flow
Input: Answers to 1.1, 1.2, and 1.3
Output: Risk for Domain 1 (Low, Some Concerns,
High)

1: if 1.1 == Yes then
2: if 1.2 == Yes then
3: if 1.3 == No then
4: Risk = Low
5: else
6: Risk = Some Concerns or High
7: end if
8: else
9: Risk = High

10: end if
11: else
12: Risk = High
13: end if
14: return Risk

Algorithm 2 Domain 2 Risk Calculation Flow
Input: Answers to 2.1, 2.2, 2.3, 2.4, 2.5, 2.6, and
2.7
Output: Risk for Domain 2 (Low, Some Concerns,
High)

1: Part 1: Questions 2.1 to 2.5
2: if 2.1 == No AND 2.2 == No then
3: Risk = Low
4: else
5: if 2.3 == No then
6: if 2.4 == No then
7: Risk = Low
8: else
9: Risk = Some Concerns

10: end if
11: else
12: if 2.5 == Yes then
13: Risk = Some Concerns
14: else
15: Risk = High
16: end if
17: end if
18: end if
19: Part 2: Questions 2.6 and 2.7
20: if 2.6 == Yes then
21: Risk = Low
22: else
23: if 2.7 == No then
24: Risk = Some Concerns
25: else
26: Risk = High
27: end if
28: end if
29: Final Risk Category Based on Both Parts
30: if Risk in Part 1 == Low AND Risk in Part 2

== Low then
31: Final Risk = Low
32: else if Risk in Part 1 == Some Concerns OR

Risk in Part 2 == Some Concerns AND Neither
== High then

33: Final Risk = Some Concerns
34: else
35: Final Risk = High
36: end if
37: return Final Risk
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Algorithm 3 Domain 3 Risk Calculation Flow
Input: Answers to 3.1, 3.2, 3.3, and 3.4
Output: Risk for Domain 3 (Low, Some Concerns,
High)

1: if 3.1 == Yes then
2: Risk = Low
3: else
4: if 3.2 == Yes then
5: Risk = Low
6: else
7: if 3.3 == No then
8: Risk = Some Concerns
9: else

10: if 3.4 == No then
11: Risk = Some Concerns
12: else
13: Risk = High
14: end if
15: end if
16: end if
17: end if
18: return Risk

Algorithm 4 Domain 4 Risk Calculation Flow
Input: Answers to 4.1, 4.2, 4.3, 4.4, and 4.5
Output: Risk for Domain 4 (Low, Some Concerns,
High)

1: if 4.1 == Yes then
2: Risk = High
3: else
4: if 4.2 == No then
5: Risk = Low
6: else if 4.2 == NI then
7: if 4.3 == No then
8: Risk = Low
9: else

10: if 4.4 == Yes then
11: if 4.5 == Yes then
12: Risk = High
13: else
14: Risk = Some Concerns
15: end if
16: else
17: Risk = Some Concerns
18: end if
19: end if
20: else
21: if 4.3 == Yes then
22: if 4.4 == Yes then
23: if 4.5 == Yes then
24: Risk = High
25: else
26: Risk = Some Concerns
27: end if
28: else
29: Risk = Some Concerns
30: end if
31: else
32: Risk = Low
33: end if
34: end if
35: end if
36: return Risk
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Algorithm 5 Domain 5 Risk Calculation Flow
Input: Answers to 5.1, 5.2, and 5.3
Output: Risk for Domain 5 (Low, Some Concerns,
High)

1: if 5.1 == Yes then
2: Risk = Low
3: else
4: if 5.2 == No AND 5.3 == No then
5: Risk = Some Concerns
6: else if Either 5.2 == Yes OR 5.3 == Yes

then
7: if At least one == NI AND neither == Yes

then
8: Risk = Some Concerns
9: else

10: Risk = High
11: end if
12: end if
13: end if
14: return Risk

Algorithm 6 Overall Risk of Bias Calculation Flow
Input: Risk levels from all domains
Output: Overall Risk (Low, Some Concerns,
High)

1: if any domain == High then
2: Overall Risk = High
3: else if any domain == Some Concerns AND

no domain == High then
4: Overall Risk = Some Concerns
5: else
6: Overall Risk = Low
7: end if
8: return Overall Risk

B Details of Datasets

B.1 Dataset Format

For clarification, we present the dataset format as
follows.
RoB-Domain:

Context (Cj): A complete RCT (text (.txt), tables
(.csv), flowcharts (.png)).

Domain (d): One domain.
Answer (Dd

j): Domain level; rationale for the
level.
RoB-Item:

Context (Cj): Same as RoB-Domain.
Question (qi): A question.
Answer (ai

j): Answer; rationale for the answer.

C Details of Experiments

C.1 Implementation Details
All agents in our paper use LLMs. The maximum
length is set to 512, and the temperature is set to 0
to ensure the stability of the generation.

C.2 More Experimental Results
The line graph representation of Table 2 is shown
in Figure 5 for better comparison. Additionally, we
conduct experiments using the models Claude-3-
Haiku-20240307 (Models, 2023), Gemini-1.0-Pro-
001 (Team et al., 2023), GLM-4-Long (GLM et al.,
2024), and GPT-3.5-Turbo (OpenAI, 2022). We
present the experimental results on the RoB-Item
Dataset at the item level in Table 7.

D Details of Prompt

D.1 Prompt for Vanilla LLMs
The prompt for Vanilla LLMs, including LLaMA
and GPT-4o, is detailed in Table 8.

D.2 Prompt for Medical Knowledge-Infused
Question Reformulation Module

The prompts for medical knowledge-infused
pseudo sample labeling, question refinement, and
multi-hop question decomposition are detailed in
Tables 9, 10, and 11, respectively.

D.3 Prompt for Multimodal Document
Parsing Module

The prompt for the Table Agent is shown in Table
12, with the Flowchart Agent prompt being identi-
cal, except for replacing table-related content with
flowchart-related content. The prompt for the com-
bination of the table analysis answer and the text
analysis answer is shown in Table 13.

D.4 Prompt for Multi-Expert Collaboration
Module

Our multi-expert collaboration team consists of a
researcher, a clinician, and a reviewer. The role
definitions for each role are detailed in Table 14.
The task-related prompts for each role are the same
as the prompts for Vanilla LLMs. The prompt for
the decider to integrate multiple perspectives is
detailed in Table 15.
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Figure 5: The line graph representation of the main results in Table 2.
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Bias domain and signalling question Response options

Lower Higher Other

Domain 1: Bias arising from the randomisation process
1.1 Was the allocation sequence random? Y/PY N/PN NI
1.2 Was the allocation sequence concealed until participants were enrolled and assigned to interven-
tions?

Y/PY N/PN NI

1.3 Did baseline differences between intervention groups suggest a problem with the randomisation
process?

N/PN Y/PY NI

Domain 2: Bias due to deviations from intended interventions
2.1 Were participants aware of their assigned intervention during the trial? N/PN Y/PY NI
2.2 Were carers and people delivering the interventions aware of participants’ assigned intervention
during the trial?

N/PN Y/PY NI

2.3 If Y/PY/NI to 2.1 or 2.2: Were there deviations from the intended intervention that arose
because of the trial context?

N/PN Y/PY NA/NI

2.4 If Y/PY/NI to 2.3: Were these deviations likely to have affected the outcome? N/PN Y/PY NA/NI
2.5 If Y/PY to 2.4: Were these deviations from intended intervention balanced between groups? Y/PY N/PN NA/NI
2.6 Was an appropriate analysis used to estimate the effect of assignment to intervention? Y/PY N/PN NI
2.7 If N/PN/NI to 2.6: Was there potential for a substantial impact (on the result) of the failure to
analyse participants in the group to which they were randomised?

N/PN Y/PY NA/NI

Domain 3: Bias due to missing outcome data
3.1 Were data for this outcome available for all, or nearly all, participants randomised? Y/PY N/PN NI
3.2 If N/PN/NI to 3.1: Is there evidence that the result was not biased by missing outcome data? Y/PY N/PN NA
3.3 If N/PN to 3.2: Could missingness in the outcome depend on its true value? N/PN Y/PY NA/NI
3.4 If Y/PY/NI to 3.3: Is it likely that missingness in the outcome depended on its true value? N/PN Y/PY NA/NI

Domain 4: Bias in measurement of the outcome
4.1 Was the method of measuring the outcome inappropriate? N/PN Y/PY NI
4.2 Could measurement or ascertainment of the outcome have differed between intervention groups? N/PN Y/PY NI
4.3 If N/PN/NI to 4.1 and 4.2: Were outcome assessors aware of the intervention received by study
participants?

N/PN Y/PY NI

4.4 If Y/PY/NI to 4.3: Could assessment of the outcome have been influenced by knowledge of
intervention received?

N/PN Y/PY NA/NI

4.5 If Y/PY/NI to 4.4: Is it likely that assessment of the outcome was influenced by knowledge of
intervention received?

N/PN Y/PY NA/NI

Domain 5: Bias in selection of the reported result
5.1 Were the data that produced this result analysed in accordance with a prespecified analysis plan
that was finalised before unblinded outcome data were available for analysis?

Y/PY N/PN NI

5.2 Is the numerical result being assessed likely to have been selected, on the basis of the results,
from multiple eligible outcome measurements (eg, scales, definitions, time points) within the
outcome domain?

N/PN Y/PY NI

5.3 Is the numerical result being assessed likely to have been selected, on the basis of the results,
from multiple eligible analyses of the data?

N/PN Y/PY NI

Overall bias

Y=yes; PY=probably yes; PN=probably no; N=no; NA=not applicable; NI=no information.
*Signalling questions for bias due to deviations from intended interventions relate to the effect of assignment to intervention.

Table 6: Version 2 of the Cochrane risk-of-bias assessment tool for randomised trials: bias domains, signalling
questions, response options, and risk-of-bias judgments (Sterne et al., 2019).

Method 1.1 1.2 1.3 2.1 2.2 2.3 2.4 2.5 2.6 2.7 3.1 3.2 3.3 3.4 4.1 4.2 4.3 4.4 4.5 5.1 5.2 5.3

Claude 0.96 0.77 0.85 0.91 0.89 0.63 0.25 0.00 0.86 0.75 0.66 0.20 0.19 0.43 0.91 0.96 0.74 0.34 0.25 0.66 0.81 0.77
RoBGuard (Claude) 0.98 0.83 0.94 0.98 0.91 0.69 0.75 0.25 0.92 1.00 0.72 0.67 0.50 0.29 0.94 0.94 0.43 0.48 0.25 0.55 0.92 0.92

Gemini 0.92 0.83 0.79 0.83 0.75 0.31 0.00 0.50 0.84 0.50 0.70 0.40 0.25 0.29 0.49 0.55 0.64 0.24 0.25 0.55 0.30 0.19
RoBGuard (Gemini) 0.96 0.87 0.94 0.94 0.87 0.29 0.00 0.50 0.94 1.00 0.68 0.87 0.50 0.29 0.57 0.87 0.23 0.55 0.75 0.40 0.91 0.53

GLM 0.98 0.79 0.89 0.87 0.85 0.69 0.75 0.00 0.92 1.00 0.66 0.33 0.25 0.29 0.92 0.79 0.58 0.34 0.25 0.38 0.83 0.85
RoBGuard (GLM) 0.98 0.85 0.91 0.98 0.92 0.57 0.50 0.50 0.86 1.00 0.75 0.40 0.44 0.43 0.94 0.94 0.23 0.66 0.50 0.58 0.89 0.87

ChatGPT 0.94 0.72 0.89 0.79 0.77 0.54 0.75 1.00 0.86 0.50 0.62 0.40 0.31 0.43 0.94 0.60 0.66 0.34 0.50 0.60 0.40 0.47
RoBGuard (ChatGPT) 0.98 0.70 0.94 0.94 0.85 0.63 0.75 1.00 0.90 1.00 0.68 0.80 0.50 0.29 0.72 0.89 0.43 0.48 0.75 0.51 0.81 0.81

Table 7: More experimental results on other mainstream LLMs for each RoB 2 item on the RoB-Item Dataset with
Accuracy. The best Accuracy for each item with each model is highlighted in bold.
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# Role Definition
You are an expert in assessing the risk of bias (RoB) in randomized controlled trials (RCTs).

# Context and Question
Context: [RCT CONTEXT]
Question: [QUESTION]
Explanation: [EXPLANATION]
Options: [OPTIONS]

# Task Instruction
Please read the question and explanation thoroughly. Identify the relevant sentences from the given context, analyze
them, and then select the best answer from the provided options.
# Output Format Control
Output in the following format:
Relevant sentences:
Analysis:
Correct answer:

Table 8: Prompt for vanilla LLMs to assess RoB. The text in “[]” can be replaced according to the specific
information in the RoB assessment process.

# Role Definition
You are an expert in assessing the risk of bias (RoB) in randomized controlled trials (RCTs).

# Context and Question
Context: [RCT CONTEXT]
Question: [QUESTION]
Explanation: [EXPLANATION]
Options: [OPTIONS]

# Domain Risk
Risk of [DOMAIN]: [DOMAIN RISK]
Analysis for [DOMAIN]: [ANALYSIS FOR DOMAIN]

# Task Instruction
Please read the question and explanation thoroughly. Based on the domain risk and analysis, identify the relevant
sentences from the given context, analyze them, and then select the best answer from the provided options.
Note that your sentences, analysis, and answer must comply with domain risk and analysis.

# Output Format Control
Output in the following format:
Relevant sentences:
Analysis:
Correct answer:

Table 9: Prompt for pseudo sample labeling in the medical knowledge-infused question reformulation module.
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# Role Definition
You are an expert in assessing the risk of bias (RoB) in randomized controlled trials (RCTs).

# RoB Question Explanation
Below is a RoB question along with its corresponding explanation.
Question: [QUESTION]
Original explanation: [EXPLANATION]

# Answers Comparison and Errors Analysis
Expected output:
Expected answer: [PSEUDO LABELED ANSWER]
Expected related sentences: [PSEUDO LABELED SENTENCES]
Actual output:
Actual answer: [PREDICTED ANSWER]
Actual related sentences: [PREDICTED SENTENCES]
The analysis and suggestion: [ERROR FEEDBACK]

# Task Instruction
The original explanation does not align with the expected output, leading to an incorrect actual result. Revise the
explanation based on the analysis and suggestion to accurately reflect the correct expected output.

# Output Format Control
Just output the modified explanation refer to the original explanation. Note that only rewrite the options that need to
be rewritten, but all three options need to be output. Options that do not need rewriting do not need to be changed.
Output in the following format:
The modified explanation:
Answer “Yes” or “Probably Yes”: if ...
Answer “No” or “Probably No”: if ...
Answer “No Information”: if ...

Table 10: Prompt for question refinement in the medical knowledge-infused question reformulation module.

# Role Definition
You are an expert in assessing the risk of bias (RoB) in randomized controlled trials (RCTs).

# Context and Question
Question: [QUESTION]
Explanation: [EXPLANATION]
Options: [OPTIONS]

# Task Instruction
Decompose the question into two sub-questions that can be executed sequentially to solve the question with the
following format:
Sub-question 1:
Sub-explanation 1:
Sub-answer 1: If the answer is ..., proceed to Sub-question 2. If the answer is ..., the answer to the original question
is ...
Sub-question 2:
Sub-explanation 2:
Sub-answer 2: If the answer is ..., the answer to the original question is ...

Table 11: Prompt for question decomposition in the multimodal document parsing module.
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# Role Definition
You are a skilled table data analyst.

# Context and Question
Context: [TABLE CONTEXT]
Question: [QUESTION]
Explanation: [EXPLANATION]
Options: [OPTIONS]

# Task Instruction
Please read the question and explanation thoroughly. Context is a table. Analyze the structure and content of the
table then select the best answer from the provided options.
# Output Format Control
Output in the following format:
Relevant sentences:
Analysis:
Correct answer:

Table 12: Prompt for the Table Agent in the multimodal document parsing module. The italicized text can be
replaced with the corresponding flowchart content.

# Role Definition
You are an expert in assessing the risk of bias (RoB) in randomized controlled trials (RCTs).
Your task is to answer the Risk of Bias questions to identify bias in the research. You need to combine insights from
table and text sections of RCTs to make informed decisions.

# RoB Question Explanation
Question: [QUESTION]
Explanation: [EXPLANATION]
Options: [OPTIONS]

# Assessments from Different Components
Assessment from table suggests:
Relevant sentences: [RELEVANT SENTENCES EXTRACTED FROM TABLE]
Analysis: [ANALYSIS FROM TABLE]
Suggested answer: [SUGGESTED ANSWER FROM TABLE]
Assessment from text suggests:
Relevant sentences: [RELEVANT SENTENCES EXTRACTED FROM TEXT]
Analysis: [ANALYSIS FROM TEXT]
Suggested answer: [SUGGESTED ANSWER FROM TEXT]

# Task Instruction
Please read the question and explanation thoroughly. Based on the assessment gathered above, select the optimal
option to answer the question.

# Output Format Control
Output in the following format:
Relevant sentences:
Analysis:
Correct answer:

Table 13: The prompt for the combination of the table analysis answer and the text analysis answer in the multimodal
document parsing module. The italicized text can be replaced with the corresponding flowchart content.
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# Researcher Role
You are the main researcher for this study with a thorough understanding of every detail involved.
Your task is to answer the Risk of Bias questions to identify and mitigate potential biases in the study, improve the
quality of findings, ensure the credibility of results, and ultimately draft and publish high-quality research findings.

# Clinician Role
You are an experienced clinician with extensive medical knowledge and rich clinical practice experience.
Your task is to answer the Risk of Bias questions to identify bias in the research, filter out high-quality evidence, and
make reliable treatment decisions to ensure that patients receive optimal medical care.

# Reviewer Role
You are a reviewer for an academic journal with extensive professional knowledge and research experience.
Your task is to answer the Risk of Bias questions to evaluate and review submitted scientific papers, maintaining the
academic standards and reputation of the journal, and ensuring the published research is high-quality and trustworthy.

Table 14: Role definition for each role in the multi-expert collaboration module.

# Role Definition
You are an editor for a medical journal, with a strong background in medical research and publication.
Your task is to answer the Risk of Bias questions to identify bias in the research. You need to combine insights from
researchers, clinicians, and reviewers to make informed decisions.

# RoB Question Explanation
Question: [QUESTION]
Explanation: [EXPLANATION]
Options: [OPTIONS]

# Assessments from Different Experts
Assessment from a researcher suggests:
Relevant sentences: [RELEVANT SENTENCES EXTRACTED BY RESEARCHER]
Analysis: [ANALYSIS BY RESEARCHER]
Suggested answer: [SUGGESTED ANSWER BY RESEARCHER]
Assessment from a clinician suggests:
...
Assessment from a reviewer suggests:
...

# Task Instruction
Please read the question and explanation thoroughly. Based on the assessment gathered above, select the optimal
option to answer the question.
# Output Format Control
Output in the following format:
Relevant sentences:
Analysis:
Correct answer:

Table 15: Prompt for the decider in the multi-expert collaboration module to get the final assessment response.
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