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Abstract

Recent advancements in large language mod-
els (LLMs) have boosted research on gener-
ating SQL queries from domain-specific ques-
tions, particularly in the medical domain. A key
challenge is detecting and filtering unanswer-
able questions. Existing methods often relying
on model uncertainty, but these require extra
resources and lack interpretability. We pro-
pose a lightweight model that predicts relevant
database schemas to detect unanswerable ques-
tions, enhancing interpretability and addressing
the data imbalance in binary classification tasks.
Furthermore, we found that LLM-generated
schema descriptions can significantly enhance
the prediction accuracy. Our method provides
a resource-efficient solution for unanswerable
question detection in domain-specific question
answering systems.

1 Introduction

Developments in large-scale language models
(LLMs) have enabled their application across di-
verse domains, achieving high performance in tasks
like text summarization, question answering, and
generating SQL queries for data extraction from
relational databases(Li et al., 2023; Liu et al., 2023;
Koreeda et al., 2023). LLMs excel across various
tasks, often surpassing traditional methods, but the
challenge of hallucination and inaccurate outputs
persists, prompting ongoing research to enhance
their reliability(Chen et al., 2023; Arabzadeh et al.,
2022).

Recently, numerous studies have utilized elec-
tronic health record (EHR) data (Nayebi Kerdabadi
et al., 2023; Shi et al., 2024) and text-to-SQL re-
search has been studied for efficiently querying a
patient’s data stored in relational databases (Lee
et al., 2022; Kim et al., 2024). In healthcare, identi-
fying unanswerable questions is crucial to prevent
serious consequences and ensure the accuracy and
reliability of LLM-generated answers(Lee et al.,
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Figure 1: Comparison of binary classifiers and schema-
aware unanswerable question detection

2024a). However, filtering unanswerable questions
in healthcare domain is challenging due to data
imbalance, which refers to an uneven distribution
of observations between label classes. In the pub-
lic healthcare dataset, the training data was imbal-
anced with less than 10% unanswerable questions,
making unanswerable question detection challeng-
ing(Jo et al., 2024). To address this issue, prior
methods have been developed to train text-to-SQL
models and utilize uncertainty in the generation
process (Lee et al., 2022; Wang et al., 2023). These
approaches depend heavily on model performance
and struggle to interpret why questions are unan-
swerable. Text-to-SQL models based on LLMs
are also costly and have inconsistent filtering ef-
fectiveness. Thus, there’s a need for a method that
explicitly trained in a supervised manner and works
independently of text-to-SQL models.

To overcome the aforementioned limitations, we
propose Schema Aware Unanswerable Question
Detection (SQD) that leverages database schema
to identify unanswerable questions, without rely-
ing on fine-tuned text-to-SQL models. Our ap-
proach mitigates the data imbalance problem by
predicting the schema related to the question, rather
than directly predicting the unanswerability of the
question. Figure 1 illustrates the distinction be-
tween our proposed method and a binary classi-
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Figure 2: The overall architecture of our proposed Schema Aware Unanswerable Question Detection

fication approach that directly predicts unanswer-
able questions. Binary classification methods are
plagued by data imbalance, as the percentage of
unanswerable data is very small. Conversely, our
schema prediction-based method addresses this is-
sue by making predictions across multiple schemas.
Key features of our method include: (1) Predict-
ing question-related schemas by fine-tuning pre-
trained Transformer encoders. (2) Utilizing LLM-
generated descriptions instead of schema Data Defi-
nition Language (DDL). Our proposed method out-
performs existing approaches on clinical datasets
and offers several advantages: (a) it does not re-
quire text-to-SQL training and (b) it provides ex-
plainability by demonstrating the relevance to the
schema, which can guide users in real-world appli-
cations.
Our contributions in this work are as follows:

* We propose a Transformer encoder-based
method that leverages question-schema rela-
tionships to effectively predict answerability
in EHR relational databases.

* Our approach achieves higher performance by
utilizing schema descriptions generated by the
LLM, rather than directly using the DDL that
defines the schema.

* Through multiple experiments, we demon-
strate that our proposed method can effec-
tively identify unanswerable questions and
mitigate the data imbalance problem.

2 Method

Figure 2 illustrates the overall framework of
Schema Aware Unanswerable Question Detection
(SQD). The proposed method consists of three
main stages: (1) schema description generation and

embedding extraction, (2) Transformer encoder-
based question-schema related probability predic-
tion, and (3) final answerability determination.

2.1 Schema description generation via LLM

The first step of our proposed method is utilizing
LLMs to generate descriptions from Schema DDLs.
Each Schema DDL provides data types and column
names for defining database tables, but inferring
specific column details remains difficult. Due to
this problem, performance was not improved in
previous studies using schema information in text-
to-SQL(Lee et al., 2022). We attribute this primar-
ily to the fact that pre-trained models are trained
on plain text have a hard time inferring the con-
tents of a table from DDL alone. For instance, the
subject_id column in the admissions table could be
interpreted in various ways without clear context.
Therefore, we input each DDL into the LLM along
with contextual prompts related to the EHR data
to generate comprehensive descriptions. Figure 3
shows an example of schema description genera-
tion. LLMs can elucidate the meanings of abbre-
viations such as dob and dod, which are typically
difficult to interpret. By providing contextual infor-
mation, the LLM can generate more specific and
useful descriptions for these columns. We use a
pretrained encoder, such as T5, to convert the gen-
erated schema descriptions into embeddings, and
then apply average pooling to obtain embeddings
that encapsulate the semantic information for each
schema.

2.2 Encoder-based question-schema related
probability prediction

To determine the answerability, we input the
schema embeddings generated in the previous step,
along with the target question and instruction to-
kens, into another pre-trained Transformer encoder.
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Schema description generation prompt

You are an agent who is familiar with electronic health record databases.
Predict and explain what information would be contained in a given table schema.
Schema :
CREATE TABLE patients (
row_id INT NOT NULL PRIMARY KEY,
subject_id INT NOT NULL UNIQUE,
gender VARCHAR(5) NOT NULL,
dob TIMESTAMP(0) NOT NULL,
dod TIMESTAMP(0)

[ Generate descriptions with LLM }

-

LLM generated schema description

In the given table schema "patients", the following information would be contained: ...

1. row_id: This is an integer field that serves as a unique identifier for each row ...

2. subject_id: This field stores an integer value that uniquely identifies each patient...

3. gender: This field stores the gender of the patient as a string of maximum length 5 ...

4. dob: This field stores the date of birth of the patient as a timestamp ...

5. dod: This field stores the date of death of the patient as a timestamp ...

Overall, this table schema "patients” would store information about patients including their unique
identifiers, gender, date of birth, and date of death.

Figure 3: Schema description generation via LLM

As illustrated in Figure 2, each schema embed-
ding, through attention mechanisms, learns its re-
lationship with the question. The encoder outputs
are used to predict the relevance of each schema.
We use pretrained 15-small encoder in our experi-
ments(Raffel et al., 2020).

Our method can be described as follows: let s;
be the embedding of the i-th schema, ¢; be the i-th
instruction token, and ¢; be the i-th token of the
target question. Input sequence is constructed as :
> Qm} .

Seq: [81552”"55715 t1, 12,13, q1,92, . - -

The Transformer encoder processes this sequence
and outputs a embedding h; for each schema s;:

h; = Enc(Seq);,

where Enc(+) represents the Transformer encoder,
and (-); indicates the output corresponding to the
i-th output embedding. These embeddings h; are
then used to predict the relevance of each schema
to the target question.

Each schema embedding is processed by multi-
layer perceptron (MLP) layers, and the model is
trained using mean squared error (MSE) loss. A
schema is labeled as 0 if it is not utilized by the SQL
query to answer the given question and as 1 if it
is utilized. Consequently, unanswerable questions
are labeled as O for all schemas. Mathematically,
our method can be described as follows:

For a given question, the schema is labeled as 0 if
it is not related with the question and as 1 if it is
related. For unanswerable questions, all schemas

are labeled as O:

1 if schema ¢ is related to the question,

Yi = . .. :
‘ 0 if schema i is not related to the question.

For unanswerable questions, all schema labels are
0:
Y; = 0 Wi

Let M LP;(-) be the multi-layer perceptron layer
for each i-th schema. The prediction for each
schema gj; is given by:

U; = M LP;(h;)

The model is trained using mean squared error
(MSE) loss. Given the true label y; for each schema,
the MSE loss L is calculated as:

n

L= -3

i=1
2.3 Answerability determination

Finally, the answerability of a question is deter-
mined through schema relevance probabilities. A
question is considered answerable if the highest
probability among all schema relevance probabili-
ties exceeds a predefined threshold. The threshold
is chosen to maximize the F1 score on the vali-
dation set. If the maximum relevance probability
exceeds the threshold, the question is deemed an-
swerable. Otherwise, the question is considered
unanswerable:

Yes
No

if max;(g;) > threshold

Answerable = ) "~
if max;(y;) < threshold

3 Experiment

In this section, we describe the experimental en-
vironment and results. The proposed method is
compared with other models to answer the follow-
ing research questions.

RQ1 Can the proposed method improve unanswer-
able question detection performance over ex-
isting baselines?

RQ2 How do the combinations of special tokens
affect performance?

RQ3 How does the LLM generated schema descrip-
tions impact the performance of the proposed
method?
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3.1 Experimental Settings

This section describes the major details of the ex-
perimental setup. However, we have not included
all the details due to lack of space, and the detailed
experimental setup and data are publicly available
in our online repository .

Dataset We conducted an experiment using the
EHRSQL-2024 dataset® (Lee et al., 2022, 2024b,a),
arepresentative medical text-to-SQL dataset that in-
cludes unanswerable questions often overlooked in
existing datasets. To the best of our knowledge, this
is the only publicly available text-to-SQL dataset
in the healthcare domain that includes unanswered
questions.

Evaluation Metrics We adopted binary classifi-
cation evaluation metrics, specifically F1 score and
AUC, to address label imbalance effectively. Ad-
ditionally, to provide a comprehensive comparison
of model characteristics, we included Accuracy,
Recall, and Precision metrics. In our evaluation,
we treated the unanswerable case as True and the
answerable case as False, allowing us to calculate
these metrics accurately.

Baselines We compared our method to (1)latest
LLMs using a zero-shot approach with DDL and
target questions and (2) fine-tuned T5-based binary
classifiers, as well as to methods proposed in previ-
ous works(Lee et al., 2022; Kim et al., 2024). To
address data imbalance, we included a version of
the TS binary classifier trained with evenly sam-
pled data. All binary classifiers utilized the same
t5-small backbone as our model.

3.2 Experiment Results

Table 1 presents the results of our experiment ad-
dressing RQ1. Our model surpasses all of the base-
lines in F1, AUC, and ACC, demonstrating its ro-
bustness to data imbalance. While some baselines
exhibited higher Recall and Precision, their predic-
tions were biased, highlighting an advantage of our
proposed method, which facilitates more balanced
inference. We also demonstrate explainability of
our mothod in Appendix B.

We conducted an ablation study to address RQ?2.
The results, presented in Table 2, indicate that each
of our proposed factors contributes to performance
improvement. Notably, the absence of schema to-
kens results in a significant performance reduc-

'https://github.com/venzino-han/ehr_schema_prediction
Zhttps://github.com/glee4810/ehrsql-2024

Model Fl1 AUC ACC  Recall Precision
LLaMA3.1 (8B) 0.5487 0.8077 0.8252 0.5322  0.5662
Gemma2 (9B) 0.5425 0.8396 0.7095 0.8627  0.3957
gpt-40-mini 0.5614 0.8099 0.7335 0.8541  0.4181
gpt-4o0 0.7778 0.8855 0.9177 0.7210  0.8442
Binary-classifier (T5) 0.6340 0.7339 0.8908 0.4721  0.9649
Binary-classifier (TS5, balance) | 0.6759 0.7586 0.8993 0.5236  0.9531
Entropy-based filtering (T5) 0.6148 0.7770 0.8260 0.6953  0.5510

0.5324
0.8455

ProbGate (gpt-3.5-turbo)
SQD (Ours)

0.6917 0.8854 0.8243 0.9871
0.8547 0.9062 0.9426 0.8640

Table 1: Performance of SQD compared to baselines

Model F1 AUC ACC  Recall
SQD (Ours) 0.8547 0.9062 0.9426 0.8640
w/o Prompt Tokens 0.7919 0.8573 0.9212 0.7511
w/o Schema Tokens 0.5739 0.7846 0.7506 0.8412
w/o LLM Generated Discriptions | 0.7826 0.8493 0.9186 0.7339

Table 2: Ablation study

Precision
0.8455
0.8373
0.4356
0.8382

Discription F1 AUC ACC  Recall Precision
gpt-3.5-turbo 0.8547 0.9062 0.9426 0.8640  0.8455
LLaMA 3 0.8462 0.9207 0.9349 0.8970  0.8008
DDL 0.8184 0.8815 0.9289 0.8026  0.8348
w/o Discription | 0.7826 0.8493 09186 0.7339  0.8382

Table 3: Impact of LLM generated schema descriptions

tion, underscoring the effectiveness of our schema-
aware approach.

To address RQ3, we experimented with different
descriptions to generate schema embeddings. We
discovered that LL.Ms, such as gpt-3.5-furbo and
LLaMA 3 3, outperformed the DDL-based meth-
ods in comparison. These results demonstrate that
the capabilities of LLMs can be harnessed for vari-
ous tasks without the need for resource-intensive
processes like manual fine-tuning. Notably, as il-
lustrated in Figure 3, the LLMs have the potential
to be utilized in a variety of domains, as even rel-
atively small models can provide explanations for
complex technical terms that are otherwise difficult
to comprehend.

4 Conclusion

We have proposed a lightweight schema-aware
unanswered question detection method that lever-
ages the capabilities of LLMs. Through experi-
ments on healthcare domain data, we demonstrate
that our method is robust to data imbalance and
achieves more balanced performance compared to
the existing methods. We have also analyzed the
types of questions that are difficult to detect, provid-
ing insights and directions for future research. Our
work illustrates how LLMs can be more efficiently
utilized across diverse domains.

3https://llama.meta.com/llama3/
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5 Limitations

Our proposed method can detect unanswered ques-
tions more effectively than existing methods. How-
ever, our method performs poorly on some sam-
ples. Figure 4 presents a sample of these unde-
tected unanswerable questions. These examples
typically include words that are directly related to
the schema, such as “patient,” and the questions
often have a very specific purpose, such as asking
for a number. In such cases, even human judg-
ment struggles to determine whether the question
is answerable, as the answerability can only be con-
firmed by executing the SQL query to check if the
relevant data exists. Thus, it is essential to collabo-
rate with an agent capable of executing SQL in an
environment similar to the actual database to clas-
sify the answerability of these challenging cases
accurately.

Another limitation of our study is the use of
a single dataset. Currently, text-to-SQL datasets
containing unanswered questions are very rare, and
EHRSQL-2024 is the only dataset in the medical
domain. This lack of data can be addressed in the
future as more applications are adopted in industry.

Furthermore, our study does not address whether
our method retains its generalised reasoning ability
when new schemas are added. However, we believe
that the method proposed in this study can be effec-
tively applied to the domain of general unanswered
question detection. It is possible to improve the
generalisation performance by augmenting the data
using LLM or introducing a pre-learning model,
and to evaluate schemas and question types not
seen in the training phase. We intend to overcome
these limitations in future research.

6 Ethics Statement

Potential Risks Our study was conducted using a
limited dataset and does not guarantee the integrity
of the proposed method in real-world applications.
When applying our proposed method to databases
containing patient-specific records, consideration
should be given to the sensitive information that
may be contained in the data, and our findings
do not guarantee the completeness of the inferred
results.

Use of Scientific Artifacts Our research lever-
aged open-source tools including PyTorch (Paszke
et al., 2019) and scikit-learn (Pedregosa et al.,
2011), alongside pre-trained language models such

"How many patients from the icu in 2100 have page counts higher than 102"
*Count the number of primary physicians who have admitted their patients to the hospital more than three times ...
"What are the dates of graduating from college among the widowed patients who got admitted to the hospital ...
"Find the number of patients with a male next of kin who were treated in micu.

"What was the latest arrival time for patients yesterday?'

"How many patients with permanent residency status were admitted today?"

‘What are the dates of leaving the university for the patients who went into the hospital more than once this year?
‘How many different healthcare workers administered input medication to patient 100017

‘How many patients with single marital status arrived between 06:00:00 and 09:00:007'

"List the most frequent diagnoses for elderly patients with a female next of kin.

Figure 4: Samples incorrectly classified as answerable.

as TS5, LLaMA3.1, LLaMA3, and Gemma?2 ob-
tained via the Huggingface (Wolf et al., 2019) li-
brary. For experiments involving LLMs, we uti-
lized OpenAI’s API under their sharing and publi-
cation policy (OpenAl, 2022).

Use of AI Assistants We only used ChatGPT
to provide a better expression and to refine the
wording. Some of the code used in the experiment
was written with the assistance of Copilot.
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A Dataset

We share more detailed information about the
dataset here. Table 4 provides a descriptive sum-
mary of the dataset we used. Notably, the valid and
test datasets exhibit a higher rate of unanswerable
questions compared to the training dataset.

Dataset Train  Valid Test
Number of questions 5124 1163 1167
Unanswerable question ratio 0.0878 0.1995 0.1997
Total number of schema 17 17 17

Average number of schema per question | 2.441  2.193  2.163

Table 4: Statistics of datasets.

EHRSQL2024 is the only publicly available sql-
to-text data we have, including unanswerable sam-
ples. Experimenting with a wider variety of data
would help validate our methodology, but we are
limited by the current publicly available data. We
hope that this study will encourage academics to
contribute to public datasets with more diverse
unanswerable questions in the future.

Figure 5 presents the proportion of questions as-
sociated with each schema in the training set used
in our experiments. In a binary classification ap-
proach, the percentage of unanswerable questions
is less than 9%. However, by predicting schema-
level relevance, this imbalance is mitigated. When
schema-level relevance is converted to binary data,
the proportions of relevant and irrelevant questions
are 14.4% and 85.6%, respectively. This distri-
bution is less imbalanced and yields more robust
results by enabling multifaceted assessments across
various schemas. We propose a way to leverage this
question-schema relationship to effectively predict
answerability.

Question-Schema Related Ratio

Answerable question ratio (0.912)

Related question ratio

B [ TTTT] 1] eem—-—
0 2 4 6 12 14 16

8 10

Schema ID

Figure 5: Question-schema related ratio.

B Explainability

Our proposed method estimates the relevance of
each schema to a question, which can increase its
explainability. Figure 6 illustrates the real schema
relevance compared to the results predicted by our
model. (a), (b), and (c) are answerable cases, and
we observe that our model predicts the same results
as the actual label values in all cases. (d) is unan-
swerable but incorrect as our model predicts that
the question is relevant for the “T0” table. “T0” is
the "patients" table, and the question was ”Show
the average age of patients with a female first child”.
For this question, even if we knew the existence
of the “patients” table, it would be difficult for a
human to determine, and would only be known
by performing actual data exploration. These re-
sults suggest that there is a need for research into
agents that can interact directly with databases. Our
method provides human-understandable inference
result and a variety of possibilities to complement
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the methodology.
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Figure 6: Caption for Figure 3
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C LLM Generated Schema Descriptions
We expose some of the schema descriptions gen-

erated from the DDLs via gpt-3.5-turbo. The full
data is available in our online repository.

C.1 '"patients' Table Schema

In the given table schema "patients", the following infor-
mation would be contained:

1. row_id: This is an integer field that serves as a unique
identifier for each row in the table. It is marked as
NOT NULL, meaning it must have a value for each
record, and is set as the PRIMARY KEY, ensuring its
uniqueness.

2. subject_id: This field stores an integer value that
uniquely identifies each patient. It is marked as NOT
NULL and UNIQUE, indicating that each patient must
have a subject_id, and no two patients can have the same
subject_id.

3. gender: This field stores the gender of the patient as a
string of maximum length 5 characters (e.g., "Male’ or
"Female’). It is marked as NOT NULL, meaning it must
have a value for each record.

4. dob: This field stores the date of birth of the patient as
a timestamp with precision up to seconds. It is marked
as NOT NULL, indicating that the date of birth must be
recorded for each patient.

5. dod: This field stores the date of death of the patient
as a timestamp with precision up to seconds. It is not
marked as NOT NULL, allowing for cases where the
patient’s date of death may not be known or recorded.
Overall, this table schema "patients" would store infor-
mation about patients including their unique identifiers,
gender, date of birth, and date of death (if available).

C.2 "admissions'' Table Schema

In the given table schema "admissions", the following
information would be contained:

1. row_id: This is a unique identifier for each row in the
table.

2. subject_id: The identifier for the patient associated
with the admission.

3. hadm_id: A unique identifier for each hospital admis-
sion.

4. admittime: The timestamp when the patient was
admitted to the hospital.

5. dischtime: The timestamp when the patient was
discharged from the hospital.

6. admission_type: The type of admission (e.g., emer-
gency, elective).

7. admission_location: The location where the patient
was admitted (e.g., emergency room, transfer from an-
other hospital).

8. discharge_location: The location where the patient
was discharged to (e.g., home, skilled nursing facility).

9. insurance: The type of insurance coverage the patient
has.

10. language: The language spoken by the patient.

11. marital_status: The marital status of the patient.

12. age: The age of the patient at the time of admission.
Additionally, there is a foreign key constraint on the
subject_id column, referencing the subject_id column in
the "patients" table. This ensures referential integrity be-
tween the two tables, linking patient information across
the database.

D Hyperparameters

The following describes the hyperparameter values
used in the experiments. The learning rate was set
to three different values: 5 x 1074, 1 x 10~%, and
1 x 1073. We trained the model in 100 epochs.
The batch size was fixed at 32. The threshold was
experimented with five values, 0.1, 0.2, 0.3, 0.4
and 0.5. Finally, the number of prompt tokens was
set to 1, 2, and 3 for the experiments. We report
the highest performance among several parameter
combinations.
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