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Abstract

Idioms condense complex semantics into fixed
phrases, and their meaning is often not directly
connected to the literal meaning of their con-
stituent words, making idiom comprehension
a test of metaphor competence. Metaphor, as
a cognitive process in human beings, has not
yet found an effective evaluation method to as-
sess the metaphor competence of LLMs (Large
Language Models). In this paper, we propose a
method to evaluate the metaphor competence
of LLMs for the idiom understanding task: the
Consistency Rating of Semantic Transparency
(CR-ST). This strategy assesses the difficulty
of understanding idioms through two dimen-
sions: overall semantic transparency and con-
stituent semantic transparency, aiming to gauge
LLMs’ mastery of metaphor competence. Sub-
sequently, we introduce a prompt mechanism-
Paraphrase Augmentation Strategy with Self-
checking (PASS), based on human language
logic, which guides the model to enhance its
metaphor competence by explicitly generating
idiom paraphrases. We conducted a baseline
evaluation of seven LLMs on the CINLID and
ChID datasets and analyzed the effectiveness
of PASS on different subsets of semantic trans-
parency. The experimental results demonstrate
that LLMs can achieve performance compara-
ble to PLMs (Pre-trained Language Models)
without additional training, and PASS has a
positive effect on the metaphor competence of
LLMs.

1 Introduction

Idioms are expressions whose meanings are not de-
ducible from the literal meanings of the individual
words. They often originate from ancient stories or
customary usage. Compared to ordinary text, the
meanings of idioms are deeper and often hidden
within the literal meanings of the words, referred to
as metaphorical meanings (Hu, 2023). For instance,
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Figure 1: The goal of this work is to evaluate the
metaphor competence of through an evaluation of id-
iom transparency consistency. The idiom with lower
transparency require higher metaphorical abilities from
LLMs. Thus, we can reflect the metaphor competence
of LLMs by evaluating their performance on idioms of
varying difficulty.

consider the idiom “22# (& (wang méi zhi k&)”.
Its literal meaning is “To quench thirst by think-
ing of plums.”, while its metaphorical meaning,
“Comfort yourself with unrealistic fantasies,” stems
from a historical allusion. Understanding idioms
requires humans to possess metaphor competence
— the ability to move from literal to metaphorical
meanings, which poses a significant challenge for
LLMs (Orifjonovich, 2023; Julich-Warpakowski
and Pérez Sobrino, 2023).

Metaphor competence represents a sophisticated
aspect of human language cognition, and idiom
comprehension serves as a criterion for assessing
whether LLMs possess this ability. In cognitive
linguistics, Lakoff and Johnson (2008); Shenghuan
(2022) argue that the deep cognitive motivation be-
hind the structure and expressive function of idioms
lies in the metaphorical nature of human thought,
which allows humans to transition from literal to
metaphorical meanings. Research in applied psy-
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chology indicates that human idiom comprehen-
sion involves dynamic processing mechanisms in-
fluenced by factors such as idiom difficulty, the
user’s cultural background, and contextual infor-
mation (Fang Yuanyuan and Xinchun, 2023).

In recent years, LLMs represented by GPT (Liu
et al., 2023) and Llama (Insuasti et al., 2023) have
sparked a new wave of technological innovation,
significantly enhancing various NLP tasks such
as text classification, question answering, and nat-
ural language generation (Shi et al., 2023; Tan
et al., 2023; Qin et al., 2024; Singhal et al., 2023).
However, based on cognitive linguistic theories,
how to evaluate and enhance the metaphor compe-
tence of LLMs remains an unexplored issue. This
work, based on cognitive linguistic theory and com-
bined with prompt techniques, investigates the two
points:

(1) Evaluating Metaphor Competence: Se-
mantic Transparency. We measure the metaphor
competence of LLMs by evaluating the difficulty
level of idiom comprehension, specifically calcu-
lating the semantic transparency of idioms. Tradi-
tional methods of semantic transparency typically
rely on semantic similarity to gauge transparency;
however, this approach only considers the similar-
ity between embeddings of idioms, overlooking the
intrinsic relationship between an idiom’s semantics
and the meanings of its components. Hence, we
propose a method that integrates Overall Seman-
tic Transparency (OST) and Constituent Semantic
Transparency (CST) to evaluate the semantic trans-
parency of each idiom comprehensively. Further-
more, in tasks involving idiom reading comprehen-
sion and matching where multiple idioms are in-
cluded in the examples, consistency rating method
is applied to each sample. That is, when there is a
significant difference in the difficulty levels among
multiple idioms within a single sample, it becomes
harder to understand, requiring the LLM to possess
stronger metaphor competence.

(2) Enhancing Metaphor Competence: Para-
phrase Augmentation. In the process of human
learning of idioms, definition information aids in
comprehending semantics thoroughly and master-
ing usage. Given that LLMs inherently possess
extensive knowledge repositories, this work uti-
lizes prompt techniques to guide models in fully
exploring their internal information and generating
definitions for idioms. This explicit definition infor-
mation helps the model understand the process of
mapping idioms from literal meanings to metaphor-

ical meanings, thereby enhancing the model’s abil-
ity to comprehend idiomatic metaphors. Addition-
ally, we introduce a self-check mechanism where
the model reflects on the candidate answers it gen-
erates, further bolstering its autonomous judgment
capabilities.

The research idea of our work is shown in Fig-
ure 1, and the main contributions are as follows:

* We propose a Consistency Rating of Seman-
tic Transparency (CR-ST) to measure the
difficulty degree of understanding idioms, and
evaluate the metaphor competence of LLMs.

* Based on the prompt technology of LLMs, we
construct a Paraphrase Augmentation Strat-
egy with Self-checking (PASS) to improve
the metaphor competence of LLMs.

* On CINLID and ChID datasets, we evalu-
ate the idiom understanding results of seven
LLMs to prove the rationality of CR-ST and
PASS.

2 Related Work

Metaphor and semantic transparency are crucial
concepts in cognitive linguistics that have signifi-
cant implications for artificial intelligence, partic-
ularly in natural language understanding and gen-
eration. According to Lakoff and Johnson (1980),
metaphors are not merely linguistic expressions
but fundamental to human cognition, enabling the
mapping of literal meanings to figurative mean-
ings. Semantic transparency refers to the extent to
which the meaning of an idiom or phrase can be
inferred from its constituent parts. High semantic
transparency indicates that the meaning is easily
deduced from the component words, while low
transparency means the idiom’s meaning is less
apparent.

The current mainstream methods for calculating
semantic transparency include both manual evalua-
tion and evaluations based on PLMs (Pre-trained
Language Models). Manual evaluation involves hu-
man annotators rating the transparency of idioms,
which can provide high-quality, nuanced assess-
ments but is time-consuming and subjective. On
the other hand, PLM-based evaluations leverage
models like BERT and GPT-3 to compute seman-
tic similarity between idioms and their component
words (Liu et al., 2019a). These automated meth-
ods are scalable and consistent but may struggle
with capturing the deeper, more nuanced aspects of
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idiomatic meaning that humans can intuitively un-
derstand (Shwartz et al., 2019). Recent advances in
the field have sought to combine these approaches
to leverage the strengths of both manual and auto-
mated evaluations (Schuster et al., 2020).

In the context of Chinese language understand-
ing, recent progress in large language models
(LLMs) such as ChatGLM and LLAMAS3 has been
notable. These models have shown significant im-
provements in handling idiomatic and metaphori-
cal language, yet challenges remain. For instance,
while models like ChatGLM3-6B can outperform
traditional PLMs in certain tasks, their performance
can vary significantly across different idioms, par-
ticularly those with low semantic transparency. Ad-
ditionally, the inclusion of metaphorical meanings
and semantic transparency in LLMs remains a com-
plex issue, as these models often introduce noise
and struggle with idioms’ nuanced interpretations
(Zhang et al., 2023; Kuhn and Farquhar, 2023;
Elazar et al., 2021). Further research is needed
to enhance LLMs’ capabilities in this area, poten-
tially through the integration of cognitive linguistic
theories and the development of specialized evalu-
ation metrics.

3 Consistency Rating of Semantic
Transparency

We propose a semantic transparency algorithm con-
sistent with cognitive linguistics, and introduce a
consistency rating to calculate the semantic trans-
parency of samples containing multiple idioms.

3.1 Semantic Transparency

The semantic transparency is often used to measure
the difficulty of understanding idioms. In our work,
the semantic transparency of an idiom consists
of two parts: the Overall Semantic Transparency
(OST) and the Constituent Semantic Transparency
(CST). OST is the extent to which the figurative
meaning of the idiom is similar to its literal mean-
ing. CST is the extent to which the constituent
retains its meaning in the figurative meaning of the
idiom.

For OST, we use semantic vectors in distribu-
tional semantics to represent the figurative mean-
ings of idioms. This method captures the figurative
meaning by considering the context in which the
idiom is used. To obtain the literal meaning, we
calculate the mean of the word semantic vectors,
treating the literal meaning as a simple combina-

tion of these vectors and disregarding the usual
contextual nuances. We then measure the simi-
larity between the figurative and literal meanings
using cosine similarity. Refer to the Function 0ST
in lines 1-4 of Algorithm 1 for implementation.

For CST, since the idioms are usually symmet-
rical structures, we split the idiom into two com-
positions of the same length, and encoding them
by semantic vectors. To obtain the retention degree
of compositions semantic in the figurative seman-
tic, we use cosine similarity to calculate, and take
the mean of the semantic transparency of the two
components as the final CST. The above ideas are
formalized as the Function CST in lines 5-12 of
Algorithm 1.

3.2 Consistency Rating

Semantic transparency is measured in terms of indi-
vidual idioms. However, in NLP tasks, since there
may be multiple idioms in a sample, we also con-
sider the calculation of sample idiom transparency.
One cognitive assumption here is that idioms with
similar levels of transparency are easier to under-
stand together, which we refer to as “transparency
consistency”. For example, the idioms “/& 5 >%
241 (gao gao xing xing)” and ““OAEF A® (xin
xiang shi chéng)” form a pair with high consis-
tency, while the pair “fi /& >4 >% (gao gao xing
xing)” and “fH7& HZ 3(ydng chiin béi xug)” has
lower consistency because the former has higher
semantic transparency, whereas the latter has lower
semantic transparency.

We propose a Consistency Rating of Semantic
Transparency (CR-ST), using variance to measure
the difficulty of understanding idioms in a sample
(line 20 in Algorithm 1). The smaller the variance,
the higher consistency of the idioms transparency
in the sample, and the easier the model to under-
stand them. The greater the variance, the less con-
sistent the idioms transparency in the sample, and
the model understand them more difficult. Taking
ChID dataset as an example, the data distribution
after CR-ST is shown in Figure 2.

Next, to evaluate the impact of CR-ST on LLMs
performance, we the dataset into four subsets, 77,
T5, T3 and T}y, whose CR-ST is from high to low, in-
dicating that idiom comprehension difficulty ranges

1= B 2424 describes a state of being extremely joyful
and cheerful.

2 EE AL expresses the hope or blessing that whatever
one desires or aims for will come to fruition.

3«TH# HZ" refers to highbrow or refined artistic works
that are appreciated by only a few.
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Algorithm 1: The algorithm of semantic transparency rating.

Input: The Pre-train encoder Enc(-); The mean function Mean(-); The variance function
Var(-);The cosine similarity function Cos(-); The normalization operation Nor(-).
Output: The sample semantic transparency Sgz.

Data: The the sample sequence D = {S1, So,- -, Sy}, and each sample contains a idioms
sequence: S; = {idiomy,idioma,--- ,idiomy}.
1 Function OST ( idiom: str, fm: list — Og;: int):
2 idiom = [wy,wa, -+ , WK]
3 Im = Mean(Enc(wl),Enc(wg),--- ,Enc(wK)) // Encode the literal meaning of idiom
4 return Cos(fm, lm) // Measure the similarity between figurative and literal meanings

wm

Function CST( idiom: str, fim: list — C. int):

6 N = len(idiom)

7 Ci = [wl,wg, e aw[N/Q]] // Divide idiom,, into two constituent Cj and C3
8 Cy = [w[N/2+1],w[N/2+2]7 o wN]

9 for k € [1,2] do

10 L cmy, = Enc(Cy)

11 C(r,sty = Cos(cmy, fm) // Measure the retention degree of the constituent C;

12 return Mean(C(y 1), C(2,s1))

13 Function Main:
14 for S € Ddo

15 Initializing a list I5; // store the semantic transparency of the candidate idioms

16 for idiom € S do

17 fm = Enc(idiom) // Encode the figurative meaning of idiom

18 Oidiom = 0ST(idiom, fm) // Calculate the overall semantic transparency

19 Cidiom = CST(idiom, fm) // Calculate the constituent semantic transparency

20 Sst = Mean(Var(O;giom), Var(Cligiom)) // Obtain the semantic transparency of sample S
21 return Sy, = Nor(Sg)

from easy to hard. As shown in Figure 2, due to

the long-tail characteristics of data distribution, us- T

ing equal quantiles as thresholds results in too few T,

samples in the T} subset. On the other hand, using el e Ty

quantiles as thresholds leads to minimal differences T,

in transparency values between different subsets. oo i fIMIA < -

Therefore, we use the three steps to split subsets:

600

¢ Calculating the quartiles @)1, D2, and Q3 of
the data distribution, which guarantees a bal-
anced sample size for each subset.

Count

400 4

* Calculating the four equal points of the seman-
tic transparency values Ey, Fo and E3, which 200
ensures that the otherness of each subset are
balanced.

0.0 0.2 0.4 . (;6 0.8 1.0
¢ Taking the mean of quantile (J; and equal

points F; as the partition threshold to balance

the tradeoff between otherness and size Figure 2: Sample distribution of ChID dataset by con-

sistency rating of semantic transparency.
Finally, we obtain the four transparency subsets
10463



Dataset Attrs Ty Ty Ts Ty
Threshold | < 0.160 < 0.305 < 0.460 > 0.460
Chid Size 18,149 5,691 808 300
Mean 0.090 0.209 0.359 0.581
Threshold | < 0.145 < 0.395 <0.460 > 0.460
CINLID Size 18,566 6,389 1,382 369
Mean 0.064 0.204 0.356 0.554

Table 1: Attributes of the dataset by consistency rating
of semantic transparency, including threshold, sample
size and sample mean.

whose properties are shown in Table 1. In Sec-
tion 5.4, we evaluate the results of the current main-
stream LLMs on transparency subsets and proved
the effectiveness of the CR-ST for idiom under-
standing.

4 Paraphrase Augmentation Strategy
with Self-checking

In order to further improve the metaphorical abil-
ity of the large model to understand idioms, we
construct Paraphrase Augmentation Strategy with
Self-checking (PASS) based on prompt technology
to guide the LLM to fully explore its mastery of
idiom paraphrase, and analyze the effect of para-
phrase augmentation on different semantic trans-
parent idioms. The overall template as shown in
Prompt 1, which is divided into three steps. Please
refer to Appendix A Prompt 2 for CINLID.

4.1 Paraphrase Augmentation Strategy

Metaphor competence refers to the model’s abil-
ity to map from literal meanings to metaphorical
meanings, which fundamentally relies on the para-
phrase or usage of idioms (Petroni et al., 2019). For
instance, when we understand the idiom “fH%& H
25 (yang chiin bai xué)”, we can quickly grasp it
by reading its paraphrase and historical anecdote.
Although LLMs possess extensive knowledge, they
still lack logical reasoning abilities (Roberts et al.,
2020). Therefore, we propose Paraphrase Augmen-
tation Strategy, which explicitly guides LLMs to
generate paraphrase for the current idiom based on
their knowledge and then provide the correct an-
swer in idiom comprehension tasks. The following
idiom cloze as an example to explain in detail.
Specifically, as Stepl in Prompt 1 shows, for
each of the candidate idioms S in the sample, we
instruct the model to generate a corresponding para-
phrase for each idiom, a procedure that explicitly
guides the LLLM through the idiom understanding

“. Prompt strategies for generating paraphrase can
help us to: 1) intuitively evaluate the model’s un-
derstanding ability for each idiom and 2) evaluate
the difference in the LLM metaphor competence of
paraphrase augmentation under different semantic
transparency combined with the CR-ST.

Step 1: Paraphrase Augmentation
Prompt: You are an expert in Chinese id-
ioms, please generate paraphrase for the
following idioms according to your knowl-
edge.

Input: candidate idioms S

Output: idioms paraphrase P

Step 2: Answer Selection

Prompt: This is a cloze task where you need
to understand the context and the candidate
idioms, and choose the one from the candi-
date idioms according to the idiom para-
phrase that best fits into the placeholder
#idiom# in the context.

Input: context, candidate idioms &, idioms
paraphrase P

Output: predictive idiom idiom;

Step 3: Self-checking

Prompt: This is a cloze task where you have
to determine whether the predictive idiom is
correct. If it is correct, the result is printed
directly. If it is not correct, you need to
re-select the most suitable idiom from the
candidate idioms.

Input: context, candidate idioms, idioms
paraphrase P, predictive idiom ¢diom;
Output: predictive idiom idiom; / revised
idiom idiom

4.2 Answer Selection based on Self-checking

In the Step 2 of Prompt 1, we first declare a task
description that requires the LLLM to understand
the context and the corresponding placeholders.
Secondly, the paraphrases generated by the LLM
will be used as input for the Step 2, helping the
model select the most appropriate idiom to fill in
the context of the text content. Finally, the model
predicts the idiom as the answer.

*In generating paraphrase, we try to avoid offensive or
discriminatory words
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Training CINLID ChID

Dev Test | Devn Test Ran  Sim Out
BLSTM (Zheng et al., 2019) v 619 621 | 71.8 715 80.7 656 615
SAR (Zheng et al., 2019) (4 62.1 620 | 71.8 715 800 649 617
AR (Zheng et al., 2019) v 643 652 | 727 724 820 662 629
Bert (Devlin et al., 2019) 4 650 654 | 686 693 802 622 616
Roberta (Liu et al., 2019b) v 63.0 625 | 728 733 842 663 657
Llama2-7B (Hugo Touvron and et al., 2023) X - 43.01 - 29.89 39.65 32.11 36.83
Chatglm2-6B (Du et al., 2022) b 4 - 48.87 - 30.07 42.62 31.06 40.39
Baichuan2-7B (Yang et al., 2023) b 4 - 54.76 - 35.62 4590 41.86 4245
Qwenl.5-7B (Bai et al., 2023) b 4 - 59.57 - 52.37 65.50 48.33 54.42
Internlm-7B (Cai et al., 2024) X - 62.24 - 55.02 59.60 32.29 41.08
Llama3-8B (Al@Meta, 2024) b 4 - 72.83 - 4192 52.08 31.92 38.82
Chatglm3-6B (Zeng et al., 2023) b 4 - 73.02 - 72.58 82.85 47.53 56.25
GPT-40 (OpenAl, 2024) b 4 - 77.86 - 66.25 7247 3245 4987
Human (Zheng et al., 2019) b 4 - 89.14 - 87.1 97.6 822 86.2

Table 2: Evaluation results on CINLID and ChID datasets. The experimental results of the gray are from
ChID (Zheng et al., 2019), and the other experimental results are from our works. The best experiment is
the bold term, and the next best experiment is the underline term.

In order to improve the accuracy, we introduced
a Self-checking strategy to guide the LLM to reflect
on whether the predicted idioms were correct in
the Step 3. In this process, the prediction idiom
and sample information are used together as inputs,
and the LLM will eventually output what it thinks
is the final answer.

5 Experimental Setup and Result

5.1 Dataset

ChID is a large-scale Chinese idiom dataset
for cloze testing (Zheng et al., 2019), which con-
tains 581K paragraphs and 729K blanks. In ChID,
idioms in paragraphs are replaced with blank sym-
bols (#idiom#). For each blank, provide a list of
7 candidate idioms, including golden idioms, as
a choice. In addition to having a common Test
set, the ChID is also designed Out set for out-of-
domain test to assess the generalization ability of
models. Ran and Sim set have the same paragraph
as Test, but the design of the candidate idioms is
different. In Ran, all candidates are drawn from
idioms that do not resemble the golden idiom. In-
stead, in Sim, all candidates are drawn from the 10
most similar idioms.

CINLID (Chinese Idioms Natural Language
Inference Dataset) comes from Baidu LUGE
database’, which collected 106,832 idioms (train-
ing set 80,124, test set 26,708), including a few
short texts such as proverb and allegory. In this

Shitps://www.luge.ai/#/luge/dataDetail ?id=39

paper, we split the original training set into train-
ing set 64,099 and validation set 16,024. Based
on the four basic semantic categories of same re-
lation, including relation, overlapping relation and
separation relation, the idiom pairs are artificially
labeled as entailment, contradiction and neutral.
Entailment indicates a similar meaning ( “¥5 [
BT (shi chén diio gu)” and “BEE~FIH (yin xin
shou jit1)”® ), Neutral means semantically neutral (
“TTIEIZ S (chén zi fan qi)”7 and “FUIAE I (feng
b6 ludn piao)”® ), and Contradiction means two
words with opposite meanings ( “Hi& A (x1 gf
gli guai)”’and““FIRIC T (ping dan wa qi)”'").

5.2 Baseline and Setting

The model we evaluated consisted of three classi-
cal models: BLSTM (Hochreiter and Schmidhu-
ber, 1997), AR and SAR (Zheng et al., 2019) ,
two PLMs Bert (Devlin et al., 2019) and Roberta
(Liu et al., 2019b), and seven LLMs: Llama2-
7B (Hugo Touvron and et al., 2023), Chatglm2-
6B (Du et al., 2022), Baichuan2-7B (Yang et al.,
2023), Qwenl.5-7B (Bai et al., 2023), Internlm-
7B (Cai et al., 2024), Llama3-8B (Al@Meta,
2024), Chatglm3-6B (Zeng et al., 2023) and GPT-
40 (OpenAl, 2024).

In this work, all experimental metrics were ACC,

OSSR PRIEIL and “FIIESFIH: Stick to the old ways, lack
of innovation.

TUTISEIZ AL : Things that have disappeared reappear.

8«UIHELEN”: Talented people don’t succeed.

*“HiarEr % : Out of the ordinary.

103238 I 25"": Plain and ordinary.
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CINLID ChID
PASS Test Ti TS Ty Test T TS T3 Ty
Llama2-7B b 4 1790 1892 17.90 16.07 15.89 | 3547 46.07 38.13 38.08 34.15
v 43.01 4327 4996 41.34 3277 | 20.89 2729 27.80 2649 31.00
Chatglm?2-6B b 4 27.64 27.51 28.00 28.59 2633|3557 34.10 3839 36.32 31.71
v 48.87 48.64 4999 4792 44.69 | 30.07 31.27 30.79 33.04 27.00
Baichuan2-7B b 4 35.81 35.88 36.00 3342 34.67 | 38.48 3848 3046 3090 41.67
v 5476 56.07 51.71 5096 55.80 | 35.62 36.89 3542 3497 32.14
Qwenl.5-7B b 4 48.63 48.47 4834 48.27 46.00 | 51.51 4847 4544 40.01 40.11
v 59.57 61.20 57.13 5276 45.50 | 52.37 52.37 52.87 49.38 50.67
Internlm-7B b 4 4220 4234 4221 3998 39.33 | 54.65 57.52 49.52 43.63 40.11
v 6224 6470 57.39 5334 53.09 | 55.02 5540 5221 51.58 48.67
Llama3-SB b 4 43.08 4331 42.82 4233 36.33 | 58.05 60.88 52.59 46.74 52.57
v 72.83 7440 70.59 65.56 59.62 | 41.92 4222 41.15 4196 38.33
Chatglm3-6B b 4 53.87 53.87 53.05 52.72 51.00 | 61.81 6440 57.38 50.51 50.14
v 73.02 7458 69.79 67.15 66.09 | 72.58 62.90 62.87 62.02 62.33
GPT-40 b 4 74.52 7533 7529 65.80 51.76 | 66.13 66.49 6599 6547 65.46
v 77.86 79.85 78.06 69.73 57.30 | 66.25 66.83 66.02 6533 65.27

Table 3: Evaluation results of CINLID and ChID datasets divided based on consistency rating of semantic
transparency. The best experiment is the bold term. The gray of experimental results indicates results that

violate expectations.

and the evaluation was performed on a single
NVIDIA A40 GPU. In order to ensure the fair-
ness of the experiment, we set the temperature of
the LLM to 0. Please refer to Appendix B for the
selection of temperature, and Refer to Appendix A
for the prompt template used in our work. In ad-
dition to the seven LLMs, we adopted the train-
ing method in the original paper for other models.
All experiments had 5 epochals, Adam optimizer
was used, warmup_ratio of 0.1, and learning rate of
Se-5. In the CINLID dataset, max_length is 32 and
batch_size is 64. In the ChID dataset, max_length
is 128 and batch_size is 32.

5.3 Main result

This section analyzes the basic evaluation results of
LLMs, classical models, and PLMs in idiom under-
standing, as shown in Table 2. On CINLID dataset,
GPT-40 and Chatglm3-6B perform well, on ChID
dataset, Roberta performs best and Chatglm3-6B
is second.

In LLMs, Chatglm3-6B demonstrates strong
performance, achieving results that either sur-
pass or approach PLMs. However, other LLMs
show significant disparities in performance. Post-
training, Bert achieves an accuracy of 65.4% on the
Test of CINLID. Apart from GPT-40, Chatglm3-
6B and Llama3-8B, the performance of other
LLMs falls below that of Bert. On ChID, aside

from Chatglm3-6B, the performance of other mod-
els shows substantial gaps compared to the optimal
performance of Roberta. For instance, Llama3-
8B performs 31.38% lower than Roberta on the
Test. This highlights considerable variation in the
comprehension of idioms among LLMs, reflecting
differences in performance across various stages of
LLM development.

For different tasks, idioms cloze testing poses
greater difficulty, whereas idiom matching tasks
are less challenging, with LLMs performing bet-
ter. For instance, Llama3-8B achieves 72.83% on
the Test of CINLID, whereas it scores 41.92% on
ChID Test, indicating a significant disparity. In
contrast, PLMs demonstrate comparable compre-
hension abilities across CINLID and ChID. On the
other hand, overly similar candidate idioms in cloze
tests also present a challenge. For example, in the
ChID, Chatglm3-6B experiences substantial per-
formance drops on Sim and Out dataset, declining
by 18.77% and 9.45% respectively compared to
Roberta.

There remains a gap between the ability of LLMs
and PLMs to understand idioms compared to hu-
mans. Drawing on human evaluation methods from
ChID, we obtained benchmark results on the CIN-
LID dataset, where Human accuracy rates were ob-
served to be 89.14% and 87.1% on ChID and CIN-
LID respectively, surpassing those of Chatglm3-6B
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(a) CINLID

(b) ChID

Figure 3: Comparative experiment of different semantic transparency methods.

CINLID ChID
Strategy | Para. Self-check Exam. Test 7 T 7 T Test 7 T 7 T
PASS v v 4 73.02 74.58 69.79 67.15 66.09 | 62.38 62.90 62.87 62.02 62.33
Vary v X 4 58.74 60.70 5833 5830 57.96 | 6221 6231 60.76 59.45 62.47
Vary X v 4 64.13 6443 63.10 6398 61.54 | 5836 5840 5832 58.10 57.69
Vars X 4 v 54.89 55.10 54.03 54.88 52.74 | 58.04 5833 58.01 57.05 57.11

Table 4: Ablation study over PASS, which contains three variants Vary, Vars and Vars.

by 15.74% and 14.52%. Refer to the Appendix C
for details of human evaluations.

5.4 Evaluation results of semantic
transparency subsets

We present the experimental results of LLMs on
transparency subsets 71-7}, as shown in Table 3.
The top half of each column represents the results
without the PASS module, and the bottom half
represents the results with the PASS module. Note
that the prompt template without PASS contains
only the first step in the Prompt 1 and Prompt 2.

First, we analyze the results of the no PASS ver-
sion. The result trend of most LLM on 17-T} is
declining, which indicates that CR-ST effectively
evaluated the difficulty of idiom understanding,
i.e., the higher the CR-ST, the lower the consis-
tency of idiom cognition and the greater the dif-
ficulty of understanding. we observed abnormal
experimental results, shown in gray, which devi-
ated from expectations. Specifically, Chatglm2-
6B and Baichuan2-7b showed no obvious trend
in the experimental results of 77-74. Moreover,
Qwen1.5-7B and Llama3-8B exhibited higher per-
formance on T4 than on 73 in ChID, which could
be attributed to the the long-tail distribution of the
dataset.

On the other hand, we focus on the performance
improvement with the addition of PASS across

transparency subsets. On the CINLID, PASS signif-
icantly improved evaluation results. For example,
after adding PASS, Chatglm3-6B showed improve-
ments of 19.15%, 20.71%, 16.74%, 14.43%, and
15.09% on the Test and 77 -7 datasets, respectively.
In contrast, on the ChID dataset, the effect of PASS
was less pronounced and even counterproductive
in some cases. For instance, while PASS improved
performance for Chatglm3-6B, Internlm-7B, and
Qwenl.5-7B, it led to performance declines for
other LLMs. This may be because the addition of
paraphrase introduced too much noise, increasing
the difficulty for LLMs to understand the candidate
idioms, thereby reducing performance. In ChID,
we observed that the addition of PASS reduced the
performance gap between T7-7}, indicating that
the inclusion of paraphrase has a more significant
impact on idioms with lower transparency.

5.5 Comparative experiment

In this section, we show the rationality of the CR-
ST through experiments, so we choose three meth-
ods to conduct comparative experiments: M Vg
indicates that the semantic transparency of the sam-
ple adopts the (M ean + Variance) method, Mgr
indicates that the semantic transparency of the sam-
ple is measured by the Mean, and Cosg is the
semantic similarity of the traditional cosine simi-
larity calculation idiom, and C' Rgr is our method.
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From the trend in Figure 3, C'Rg7 shows a down-
ward trend on both datasets, which is consistent
with our theory that idioms with lower semantic
transparency are more difficult to understand and
less accurate. Specific analysis, in the two data sets,
the other three methods show different degrees of
fluctuation. For example, Figure 3 (a), the Mgr
method on CINLID shows an upward trend, which
is completely contrary to our perception. Another
case where T} accuracy is too high, it appears in
the Mg and M Vg methods on the ChID dataset
(Figure 3 (b)), which may be due to the long tail of
the data distribution, resulting in too few samples.
Therefore, we can argue that compared with tradi-
tional other methods, CR-ST to measure semantic
transparency consistency is more in line with the
model’s understanding process of idioms.

5.6 Prompt template study

In this section, we propose three variations of
the Paraphrase Augmentation Strategy with Self-
checking (PASS), to investigate the necessity for
different modules in PASS. The base model is
Chatglm3-6B. Var; indicates the deletion of the
Self-check from the PASS, and V ar, indicates the
deletion of Paragraph augmentation from the PASS.
Notably, we propose Vars, which uses example
augmentation to replace paraphrase augmentation
(Appendix A Prompt 3), which stems from the idea
in cognitive linguistics that idiom paraphrase and
usage help humans better understand idioms .

The results of the ablation study are shown in
Table 4. We can see that in the CINLID dataset,
the performance of PASS and the three variants
improved compared with Table 2. Among them,
the improvement effect of PASS is obvious, the
ACC improvement of Test is 18.13% over Vars,
and the sub dataset is also significantly improved.
The results show that the PASS is effective for the
understanding of idiom pairs. On the ChID dataset,
compared with the results in Table 2, PASS is im-
proved by 4.34%, V ary is also improved. However,
the performance of Vars and Vars is decreased,
which indicates that the paraphrase and example
augmentation are not enough due to the existence
of multiple options in the idiom cloze task, and it
may be necessary to further guide LLM to learn the
internal logical thinking of idiom understanding.

6 Conclusion

This work evaluates the metaphor competence of
LLM on the idioms understanding task. We pro-
pose CR-ST strategy, which evaluates the perfor-
mance of LLMs at different rating levels repre-
senting their varying degrees of metaphorical un-
derstanding. Furthermore, we designs a prompt
template PASS, that combines paraphrase augmen-
tation and self-check mechanisms at different rat-
ing levels, assisting LLMs in enhancing metaphor
competence when performing idiom understanding
tasks. We comprehensively evaluate the perfor-
mance of LLM on ChID and CINLID datasets, and
prove the validity of CR-ST and PASS methods.
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Limitations

Firstly, the types of idiom comprehension tasks are
relatively limited, particularly lacking in the area
of text generation. This indicates a significant gap
between understanding and applying idioms, sug-
gesting that the next step in idiom comprehension
should move towards generation tasks. Secondly,
carefully designed evaluation metrics for idiom
comprehension are crucial for understanding and
applying idioms, differing from traditional seman-
tic similarity metrics. Without such evaluations,
it is impossible to further improve idiom under-
standing and usage in generative contexts. Lastly,
enhancing LLMs’ ability to comprehend idioms
remains challenging. Exploring research feasibility
in areas such as Agents and Retrieval-Augmented
Generation (RAG) could be beneficial.
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A Prompt Template

Prompt 2 is the PASS prompt template for CINLID,
which is applied in Section 5.3 and 5.4. Prompt 3 is
a prompt template for V ars models in Section 5.6.

Step 1: Paraphrase Augmentation
Prompt: You are an expert in Chinese id-
ioms, please generate paraphrase for the
following idioms according to your knowl-
edge.

Input: idiom pair (idiomsy, idiomss)
Output: idioms paraphrase (p1, p2)

Step 2: Answer Selection

Prompt: This is an idiom understanding
task. For a given pair of idioms, by learning
their paraphrase, output them as Entailment,
Contradiction or Neutral without any other
description.

Input: idiom pair (¢diomsy, idiomss), id-
ioms paraphrase (p1, p2)

Output: predictive semantic relation

Step 3: Self-checking

Prompt: Please determine whether the re-
lation of the given idiom is correct based
on the paraphrase and your understanding.
If yes, answer correctly, if not, give a new
judgment, output your judgment from En-
tailment, Contradiction or Neutral.

Input: idiom pair (i¢diomsy, idiomss), id-
ioms paraphrase (p1, p2), predictive seman-
tic relation

Output: predictive semantic relation

B Parameter Analysis

Temperature is a key parameter affecting LLM per-
formance. We selected ChatGLM3 and Qwenl.5
to analyze their evaluation performance and stabil-
ity at different temperatures, and the temperature
range is tem = {0.0,0.2,0.4,0.6,0.8,1.0}.

As shown in Table 5, when tem = 0.0, i.e.,
do_sample = False, the performance on both
datasets is the best and the variance is small. Al-
though ChatGLM3 performs better on the ChID
dataset when tem = 0.2, it also has a larger vari-
ance, so in our work we set all Zem to 1. The above
experimental results show that for the idiom under-
standing task of text matching, it is more suitable to
set the LLM temperature at a lower level to reduce
the flexibility of text generation.
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Dataset Model 0 0.2 0.4 0.6 0.8 1.0
CINLID ChatGLM3 | 73.02+£0.00 72.98+0.04 72.86+0.26 72.98+0.41 73.00£0.38 71.024+0.48
Qwenl.5 | 59.57+0.00 52.37+0.28 52.87+0.28 49.38+0.28 50.67+0.28 50.6740.00
ChID ChatGLM3 | 62.38+0.00 62.40+£0.28 61.064+0.44 59.18+£0.86 56.78+£1.98 54.03+2.34
Qwenl.5 | 52.37+0.00 52.37+0.28 52.87+0.28 49.38+0.28 50.67+0.28 50.6740.28
Table 5: Evaluation results of ChatGLM3 and Qwen1.5 at different temperatures.
Human | ACC K C Human Evaluation
User; | 9111 ) To explore the ceiling of model performance, we
User; | 89.25 ) also conducted Human Evaluation. We sampled
Users 87.06 N 200 samples from the test sets, and then hired three
Average | 89.14  0.763 annotators to complete the tests. These three an-

Table 6: Caption

Prompt 3

Step 1: Example Augmentation

Prompt: You are an expert in Chinese id-
ioms, please make sentences for the follow-
ing idioms according to your understanding.
Input: candidate idioms S

Output: idioms example £

Step 2: Answer Selection

Prompt: This is a cloze task where you need
to understand the context and the candidate
idioms, and choose the one from the candi-
date idioms according to the idiom example
that best fits into the placeholder #idiom#
in the context.

Input: context, candidate idioms &, idioms
example £

Output: predictive idiom idiom;

Step 3: Self-checking

Prompt: This is a cloze task where you have
to determine whether the predictive idiom is
correct. If it is correct, the result is printed
directly. If it is not correct, you need to
re-select the most suitable idiom from the
candidate idioms.

Input: context, candidate idioms, idioms
example &, predictive idiom idiom;
Output: predictive idiom ¢diom; / revised
idiom idiom;

notators are university students and all have very
good command of Chinese language. The average
accuracy of the annotators and the corresponding
Fleiss’ kappa are reported as the final performance.
We report the experimental results in Table 6.
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