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Abstract

This paper explores the effectiveness of two
types of transformer models—Ilarge generative
models and sequence-to-sequence models—for
automatically post-correcting Optical Charac-
ter Recognition (OCR) output in early modern
Dutch plays. To address the need for optimally
aligned data, we create a parallel dataset based
on the OCRed and ground truth versions from
the EmDComF corpus using state-of-the-art
alignment techniques. By combining character-
based and semantic methods, we design and re-
lease a qualitative OCR-to-gold parallel dataset,
selecting the alignment with the lowest Char-
acter Error Rate (CER) for all alignment pairs.
We then fine-tune and evaluate five generative
models and four sequence-to-sequence models
on the OCR post-correction dataset. Results
show that sequence-to-sequence models gener-
ally outperform generative models in this task,
correcting more OCR errors and overgenerat-
ing and undergenerating less, with mBART as
the best performing system.

1 Motivation & Related Work

Inspired by the success of generative large lan-
guage models in a variety of NLP tasks, their
usefulness has recently also been explored to au-
tomatically correct the output of Optical Char-
acter Recognition (OCR) models for historical
documents. Evaluating 14 foundation models in
zero and few-shot settings against 8 OCR post-
correction benchmarks for manuscripts, newspa-
pers, literary commentaries and other historical
documents in different languages, time periods and
transcription quality, Boros et al. (2024) found that
generative models did not improve faulty transcrip-
tions in their applied experimental settings. More-
over, they often degraded the transcription quality
of texts. Conversely, Thomas et al. (2024) com-
pared generative models for OCR post-correction
after supervised fine-tuning (SFT) to prevalent
sequence-to-sequence (seq2seq) models for OCR

post-correction on BLN60O (Booth et al., 2024), a
dataset of 19th century British newspaper articles,
and reported a Character Error Rate reduction of
54.51% after instruction-tuning generative models
for prompt-based OCR post-correction.

Both Boros et al. (2024) and Thomas et al.
(2024) recommend fine-tuning transformers on
period- and genre-specific datasets to optimize
OCR post-correction. Therefore, the models and
results of their experiments do not directly trans-
fer to datasets from other languages and periods.
In the latter study, for instance, fine-tuned gener-
ative models were evaluated on 19th century En-
glish newspapers—a domain more contiguous with
the predominantly English training data of most
transformer models. In this paper, we extend this
research by focusing on the automatic OCR post-
correction of early modern Dutch texts from the
EmDComF corpus (Debaene et al., 2024), which
is a type of historical language that has no cen-
tral position in the pre-training data of language
models. This language variant presents significant
challenges for OCR post-correction due to ortho-
graphic variations and substantial lexical and se-
mantic shifts from modern Dutch, further compli-
cating automatic text processing. Moreover, auto-
matically transcribed texts in EmDComF have a
reported Character Error Rate (CER) and Word Er-
ror Rate (WER) of 8.5% and 9.5% on average at the
document level after pre-processing without post-
correction. As nearly half of EmDComF consists
of uniquely OCRed texts, this further underlines its
need for additional processing. Our contributions
to automatically processing historical OCRed texts
include:

1. Investigation of Alignment Methods: We ex-
plore three alignment methods, one of which
leverages layout features originating from
book editions captured by OCR systems, such
as line breaks and formatting (Section 2.1).



2. Parallel Corpus Creation: We develop and
release' a dataset for post-correcting OCRed
early modern Dutch theatre texts, based on the
three alignment methods (Section 2.2).

3. Model Comparison: We evaluate generative
and seq2seq transformer models, showing that
seq2seq models outperform generative models
in this OCR post-correction task (Section 3).

2 Parallel Corpus Creation

The parallel data serving the task of post-correcting
early modern Dutch OCR data comes from the
EmDComF subset that has both gold standard texts,
of which 92 originate from Census Nederlands
Toneel (CENETON) and 34 texts from Digitale
Bibliotheek voor de Nederlandse Letteren (DBNL),
and their respective OCRed versions, originating
from the automatic transcription of scanned plays
on Google Books with Transkribus Print M 1. This
leaves us with a dataset of 126 parallel texts in to-
tal that we operationalize for OCR post-correction
through automatic alignment.

2.1 Alignment Methods

2.1.1 RETAS Method

The RETAS method, a fast “recursive text align-
ment scheme” (Yalniz and Manmatha, 2011),
aligns OCRed text with its ground truth by first
using a longest common subsequence algorithm to
match unique words as anchor points. These an-
chors divide the text into segments, which are recur-
sively aligned by finding new shared words. This
continues until the smaller segments can be aligned
with an edit distance algorithm. This method fol-
lows a character-based genetic algorithm approach,
where alignment evolves based on the recursive
segmentation and alignment of text subsequences.

2.1.2 Baseline Semantic Search

As opposed to the first approach which predomi-
nantly relies on word and character matching, this
second approach creates alignment based on se-
mantic similarity. As EmDComF consists of un-
structured .txt files for gold and OCR texts alike,
the full-play text files for both OCR and gold text
are split into sentences using nltk (Bird et al., 2009).
After creating the two lists of sentences, we gener-
ate sentence embeddings for each gold and OCR
sentence using all-mpnet-base-v2 (Reimers and
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Gurevych, 2019), a general-purpose sentence trans-
former. Consequently, we use these embeddings
to calculate the cosine distance between each gold
sentence compared to every OCR sentence, without
considering the position of the candidate sentences.
Note that OCR alignment candidates are limited to
sentences corresponding to the same source text, i.e.
the same play, to avoid cross-text mappings. From
this semantic search, we select the OCR sentence
with the lowest cosine distance to create aligned
sentence pairs.

2.1.3 Improved Semantic Search

The third approach we employ is a variation on the
aforementioned semantic search alignment method.
After manual inspection of the OCR sentences, we
found that many automatically detected sentences
contained multiple sequences that were concate-
nated with newline characters, introduced by the
positional encoding of the OCR system. As a result,
the OCR sentences often contained the same sen-
tence that was also present in the gold text, but also
included preceding or consequent sequences, often
indicating structural features such as acts, scenes,
page numbers and titles that are frequently left out
in ground truth versions of plays. To overcome this
type of noise, we propose an improved semantic
search approach. This approach involves creating
additional alignment candidates by splitting the
original OCR sentences based on newline charac-
ters. After splitting an OCR sentence into newline
segments, we create up to 20 new candidates per
sentence by recursively concatenating consequent
segments. Note how in the example of Appendix
A the combination of the final sentence chunk with
none of the previous sequences creates an exact
string match with the gold sequence. As this ap-
proach extends the set of alignable OCR candidates,
new sentence embeddings are successively created
and follow the previous semantic search method to
create alignments.

2.2 Alignment Results

To evaluate the three alignment methods, we cal-
culate CER and WER as proposed by Neudecker
et al. (2021), and normalised Character Error Rate
(nCER), or CER divided by the averaged length
of both gold and OCR sequences. As shown in
Table 1, the RETAS and improved semantic search
(chunk) methods achieve equal error rates in almost
80% of all alignment pairs (120,829). While the im-
proved semantic search approach yields the lowest
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error rates in 12% of the pairs, the RETAS algo-
rithm finds the best results in 8%, and the baseline
semantic approach does so in a very small fraction.
This indicates that, whilst our improved semantic
search approach is the best single approach, there
are still cases where the other methods perform bet-
ter. With these alignment methods, we aim to create
an optimally aligned corpus, with the lowest num-
ber of wrong alignments, before building systems
for OCR post-correction. We do so, because any
wrong alignment could be detrimental to the train-
ing process and because wrong alignments in the
test set would set unrealistic expectations for our
OCR correction models, i.e. rewriting an OCR sen-
tence as a completely different sentence (Lyu et al.,
2021). To this end, we propose combining the three
methods into a single alignment method (triadic)
that selects the OCR sentence with the lowest CER
out of any of the three approaches. We select CER
as the defining metric in the creation of our paral-
lel post-correction dataset, as it is frequently used
to measure performance in OCR studies (Nguyen
et al., 2021; Carlson et al., 2024; Pavlopoulos et al.,
2024). As shown in Figure 1, our proposed triadic
method consistently achieves substantially lower
error rates across all metrics. We refer to Appendix
B for the complete scores. We use this dataset in the
experiments to post-correct early modern Dutch.

CER WER nCER

Tie 7891 79.20  78.70
Chunk 1192 1236 11.73
RETAS 880 691 9.10
Base 0.36 1.53 0.47

Table 1: Percentage of aligned pairs where each method
delivered the best score, calculated per metric. Tie indi-
cates when Chunk and RETAS scored equally.
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Figure 1: Average error rates (J.) per alignment method,
with black lines indicating standard deviation.

3 OCR Post-Correction

Starting from 120,829 alignment pairs, we remove
duplicate pairs to prevent having identical sam-
ples in both train and test set. Besides addressing
data contamination, this minimizes the impact of
much repeated and often exactly transcribed OCR
sentences during training, like character names
and structural indications such as acts and scenes.
Then, we capitalize the first letter of each sentence,
lowercase the rest and remove punctuation except
for periods, commas, exclamation and question
marks. This results in a final OCR post-correction
dataset of 79,481 alignment pairs, which we divide
in a train (57,225), test (15,897) and development
(6,359) set, stratified on the distribution of exact
string matches at 44.78%.

3.1 Methodology

For the OCR post-correction task, we explore two
distinct methodologies using transformer models.
The first method involves fine-tuning a selection of
pre-trained transformer models for seq2seq mod-
elling, which is considered the current state-of-the-
art (SOTA) approach for OCR post-correction. The
second method encompasses fine-tuning of large
generative models, a novel approach that is gain-
ing ground as the new SOTA for many NLP prob-
lems. For seq2seq fine-tuning, we select nBART
(Tang et al., 2020) and mT5 (Xue et al., 2021) for
their multilingual capabilities, and two more recent
TS5 models, ByT5 (Xue et al., 2022) and Flan-T5
(Chung et al., 2024). These architectures have suc-
cessfully been used in related work on OCR post-
correction or language normalization in different
languages and from different periods (Soper et al.,
2021; Madardasz et al., 2024; Lofgren and Dannélls,
2024; Wolters and Van Cranenburgh, 2024).

To investigate the large generative models,
we employ parameter-efficient fine-tuning, with
QLoRa (Dettmers et al., 2023), which updates an
additional low-rank decomposition of the weight
matrix instead of updating all model weights.
We make use of the supervised fine-tuning with
trl (von Werra et al., 2020) based on a prompt
that combines the OCR text with the gold output
(Appendix C). We fine-tune the following selec-
tion of instruction-tuned models. We begin with
Llama 3, a robust multilingual model, and compare
it to two similarly-sized, Dutch-specific models,
GEITje (Vanroy, 2024b) and Reynaerde, as well
as Fietje (Vanroy, 2024a), a Dutch-specific model
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Test Set (N=15,897)

CER WER nCER match
Baseline 420 1256 421 4478
Fietje 1261 19.72 9.75 40.05
GElITje 11.03 17.81 9.01 4352
Reynaerde 10.84 17.50 839  43.93
Llama 3 10.64 15.15 8.15 50.96
OCRonos 794 1531 526 4495

"mBART 351 9.6 347 5376

Flan-T5 421 10.68 450 49.66
mT5 493 1155 721 43.86
ByT5 998 15,51 14.55 33.69

Table 2: Error rates () and matches (1) on the test set.

with significantly fewer parameters. Finally, we
also employ OCRonos, a generative model that
is developed to correct OCR output for English.
Since these generative models often provide ad-
ditional examples and explanations, we employ a
set of post-processing rules to reduce noise in the
model outputs. These post-processing rules include
the removal of the input of the prompt template,
instruction-tuning tokens, and replacing outputs
longer than the input text by 3 or more tokens with
the baseline OCR text. For fair evaluation, the final
rule is also applied to the output of the seq2seq
models. We refer to Appendix E for the training
and prediction parameters.

3.2 Performance Overview

Table 2 highlights the performance of the models
on post-correcting the 15,897 samples in the test set.
Among all models, mBART clearly outperformed
all others, achieving the lowest error rates across
all metrics and the highest match rate, indicating
the percentage of exact string matches between
system output and gold standard. Other seq2seq
models such as Flan-T5 and mT5 showed moderate
performance, with Flan-T5 standing as the second-
best model after mBART. Generative models like
Fietje, GEITje, and Reynaerde generally under-
performed, showcasing error rates higher than the
baseline. Among the generative models, Llama 3
and OCRonos performed best, even though they
both still increased error rates on average. ByT5
had the weakest match rate, suggesting greater chal-
lenges in post-correcting OCR sentences. Finally,
given the strong baseline, we recognize that Tran-
skribus Print M1 performs well at automatic text
transcription, even without post-correction. We
note that this task seems particularly challenging

for generative models, as they need to maintain a
balance between correcting missing characters and
leaving correct text untouched.

3.3 Error Analysis

Table 3 delves deeper into model performance by
dividing the test set into its two subsets: one where
post-correction was required (indicating room for
improvement) and one where OCR outputs already
matched the gold standard. This puts model perfor-
mance into perspective by highlighting how chal-
lenging and straightforward cases were dealt with.

For the subset requiring post-correction, the pat-
terns in model performance appear to be similar
to the test set. Again, mBART stands out with the
lowest error rates across the board, followed by
the other seq2seq models, except for ByT5, and
then the large generative models. The character
and token difference scores (c_diff and tok_diff),
which represent the difference between gold and
model output lengths, further support this con-
clusion. Here, negative scores indicate that the
generated output was longer than the gold stan-
dard. mBART’s smaller length differences show
that it overgenerated and undergenerated the least,
producing more correct sequences (match). Con-
cretely, this meant making OCR sequences longer,
as the baseline indicates that on average OCR se-
quences needing post-correction were too short
(nCER, c_diff, tok_diff). On the other hand, gen-
erative models like Fietje, GEITje and Reynaerde
yield significantly higher error rates alongside their
high and negative difference scores, which suggests
overgeneration (CER, c_diff, tok_diff). Still, the
nCER scores indicate that these models also suf-
fered from undergeneration when post-correcting.
Further, Llama 3 and OCRonos performed bet-
ter than the other generative models. Llama 3
is most successful at completely correcting faulty
OCR input (match). However, OCRonos achieves
lower error rates by outputting less long sequences.
OCRonos therefore seems to be more careful by
making smaller adjustments that often don’t com-
pletely correct the sequences (match), whilst also
being susceptible to overgeneration (CER, c_diff,
tok_diff). These results point at difficulties for gen-
erative models in maintaining the delicate balance
of adding and removing characters or tokens re-
quired for OCR post-correction.

For the subset where no post-correction was
needed, we observe negative length differences
for all models, except for ByT5 and OCRonos,
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Room for Improvement (N=8,778)

No Room for Improvement (N=7,119)

CER  WER nCER c_diff tok_diff match | CER WER nCER c_diff tok_diff match
Baseline 556 1671 7.62 0.5 026 0 0 0 0 0 0 100
Fietje 1572 2454 1480 -1041 -1.90 989 | 304 512 352 -023 -009 7723
GElITje 1238 21.13 1417 -7.70  -137 1432 | 270 560 357 -048 -0.09 77.10
Reynaerde 13.65 21.76 1293 -1001 -1.76 1487 | 217 459 280 -039 -0.08 79.76
Llama3 1352 1940 1296 -9.06 -1.71 1850 | 1.79 228 223 -033 -0.08 90.98
OCRonos  10.10 19.18 851 -498 -0.87 1383 | 130 359 126 019 002 8333
"mBART 458 11.84 6.05 -1.58 -022 2137 | 022 1.04 028 -001 0o 93.71
Flan-T5 542 1371 677 -169 -024 1571 | 051 148 171 -0.08 -0.02 9152
mT5 575 1402 832 214  -031 1508 | 242 406 585 -020 -0.02 79.34
ByT5 987 1661 1323 -1.54  -04 1450 | 1034 1218 16.17 331 052  57.34

Table 3: Error rates (), matches (1) and character and token difference scores (c_diff and tok_diff) on the subset
which required post-correction (left) and on the subset which did not (right).

which again indicate general overgeneration, al-
though these differences are overall much less sig-
nificant than in the other subset. The performance
of most models remains similar in this subset too,
although ByT5 only maintains 57.34% of the origi-
nally matching OCR input sequences, suggesting
that frequent unnecessary modifications and under-
generation (nCER, c_diff, tok_diff) heightened its
error rates. Notably, the generative models attained
less extreme error rates in this subset, with Llama
3 recognizing already correct sequences in 90% of
the cases and with OCRonos having the least issues
with overgeneration and undergeneration. Finally,
see Appendix D for an example of a post-corrected
OCR sentence per model.

4 Conclusion

With this work, we advance the processing of au-
tomatically digitised historical texts by exploring
the impact of sentence alignment and OCR post-
correction for early modern Dutch in the EmD-
ComF corpus. First, we investigated different align-
ment approaches to build a parallel dataset for
OCR post-correction. To this end, we explored a
character-based genetic algorithm and two seman-
tic search methods and found that, while semantic
search methods attain lower error rates, all methods
have their merits. Thus, we combined these three
methods into our “triadic” alignment approach, re-
flecting their unequal contributions (see Table 1), to
build the optimal dataset for OCR post-correction.
Using this dataset, we evaluated a variety of mod-
els for OCR post-correction. This evaluation cov-
ers two distinct methodologies, both fine-tuning
of (1) seq2seq transformer models, the traditional
SOTA for this task, and (2) decoder-only genera-
tive models, more novel systems, that have shown

promising results for historical English. Our ex-
periments suggest that the excellent performance
of generative models on historical English does
not transfer to early modern Dutch, as seq2seq
models generally perform better. Based on our
results, mBART attains the best performance out
of all models, correcting more OCR mistakes and
leaving more already correct OCR sentences in-
tact, followed by FlanT5. ByT5 seems to mod-
ify OCR sequences when it was unnecessary the
most. Manual inspection reveals that many of its
mistakes are caused by flooding and reduplication,
which we also observe in the generative models.
Further, the generative models generally suffered
more from both overgeneration and undergenera-
tion when there was room for improvement, but
much less when there was none. One might ex-
pect Dutch-specific language models like Fietje,
GEITje and Reynaerde to outperform the multilin-
gual Llama 3, given that early modern Dutch is
closer to modern Dutch than to English. However,
this is not the case. Llama 3, with its extensive
training data and instruction tuning, outperforms
the Dutch-specific models and proves to be the
best generative model to post-correct early modern
Dutch after fine-tuning. Contrarily, OCRonos, a
generative model specifically designed to correct
English OCR, did not generalize as well to early
modern Dutch and therefore could not beat Llama
3 in this context. In conclusion, we found that
in our experimental settings seq2seq models learn
more effectively when and how to post-correct,
making them better suited for adapting to early
modern Dutch. As a result, they outperform gen-
erative models in this domain-specific OCR post-
correction task.



Limitations

Firstly, the proposed alignment methods to create
a parallel dataset for OCR post-correction were
only tested on a single early modern Dutch cor-
pus pertaining to the dramatic genre. In future
work, we will experiment with held-out train and
test sets from different source databases, employ-
ing more out-of-distribution settings. Furthermore,
the models are expected to be directly transferable
only to other historical Dutch corpora, as their per-
formance on distantly or unrelated languages will
likely be significantly different. In our alignment
methodology, we made use of sentence-level split-
ting of the texts. Conversely, it would also be possi-
ble to group the texts into dialogues or paragraphs
to allow language processing in larger and (some-
times) more meaningful contexts, which is possible
for structured drama corpora like those available
on DraCor. The automatic insertion of this type
of structural information into unstructured text is
left for future work. Finally, we hypothesize that
generative models might work better on larger se-
quences, when additional context can be provided
beyond the sentence level.
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Appendix

A Improved Semantic Search

{gold} En wyl ik dat rapsody ken, ...

E Model Parameters

E.1 Seq2Seq Models

{baseline} gitized by Google \n 27 \n 28 \n BESLIKTE
SWAANTIE \n En wyl ik dat rapsody ken, ...

{chunk} En wyl ik dat rapsody ken, ...

{translation} And while I know that rhapsody, ...

B Error Rates per Alignment Method

CER WER nCER

Base 0.0987 0.1901 0.0853
Chunk 0.0577 0.1133 0.0607
RETAS 0.1286 0.2521 0.0997
Triadic  0.0272 0.0876 0.0285

C Prompt Template

{user} Correct the OCR errors in the provided text.

Not all texts contain errors.
### Text: {INPUT_OCR}
{ass }#t## Corrected Text: {CORRECTED_OCR}

D Post-Correction Example

{gold} Of de redenen daar van?
{base} Ofde rede! nen daar van?
{mBART} Of de redenen daar van?
{Flan-T5} Of de redenen daar van?
{Reynaerde} Of de redenen daar van?
{mT5} De redenen daar van?
{ByT5} Ofde redenen daar van?
{GEITje} Of de redenen daarvan?
{Llama3} Of de reeden daar van?
{OCRonos} Ofde redden daar van?

{translation} Or the reasons thereof?

Training

Max Sequence Length | 1024

Learning Rate 2e-5

Batch Size 2

Training Epochs 2

Predicting

Max Sequence Length | 1024

Number of Beams 5
Generative Models

Training

Max Sequence Length | 1024

Lora Alpha 32

Ranks 128

Learning Rate Se-5

Batch Size 4

Training Epochs 1

Predicting

Max Sequence Length | 150

Top K 4

Returned Sequences
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