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Abstract

Knowledge distillation (KD) has shown great
promise in transferring knowledge from larger
teacher models to smaller student models.
However, existing KD strategies for large lan-
guage models often minimize output distribu-
tions between student and teacher models indis-
criminately for each token. This overlooks the
imbalanced nature of tokens and their varying
transfer difficulties. In response, we propose a
distillation strategy called Self-Evolution KD.
The core of this approach involves dynamically
integrating teacher distribution and one-hot dis-
tribution of ground truth into the student distri-
bution as prior knowledge, which promotes the
distillation process. It adjusts the ratio of prior
knowledge based on token learning difficulty,
fully leveraging the teacher model’s potential.
Experimental results show our method brings
an average improvement of approximately 1.4
SacreBLEU points across four translation di-
rections in the WMT?22 test sets. Further analy-
sis indicates that the improvement comes from
better knowledge transfer from teachers, con-
firming our hypothesis.

1 Introduction

Large language models (Achiam et al., 2023; Tou-
vron et al., 2023, LLMs) have achieved remark-
able success in generating high-quality translations
(Hendy et al., 2023; Peng et al., 2023c; Jiao et al.,
2023b) and other tasks (Kocon et al., 2023; Zhong
et al., 2023a; Lu et al., 2024). However, previous
research indicates that LLM-based translation mod-
els (with billion-level parameters) must be several
orders of magnitude larger than traditional neural
machine translation systems (which typically have
millions of parameters) to achieve comparable per-
formance (Garcia et al., 2023). This high compu-
tational and deployment cost severely hinders the
widespread application of LLMs in translation.

*Corresponding author

In general, a simple and effective technique to
reduce high computational footprints is knowledge
distillation (KD) (Hinton et al., 2015; Kim and
Rush, 2016), which trains a smaller model (aka.
student) under the supervision of a larger model
(aka. teacher). Recent research on KD for large
language models (LLMs) has shown promising re-
sults (Gu et al., 2024; Ko et al., 2024; Agarwal
et al., 2024; Zhong et al., 2024; Rao et al., 2024),
driven by one key factor: exploration of various
divergence losses.

However, several problems are still under-
explored. Their training objectives are achieved
by indiscriminately minimizing the output distri-
butions between the student and teacher model for
each token. In fact, due to the token imbalance na-
ture (Piantadosi, 2014) and the truth that different
tokens contribute differently to the sentence mean-
ing (Chen et al., 2020), adaptively reweighting the
token-level loss would promote the model training,
as evidenced by its effectiveness in sequence-to-
sequence training (Zhang et al., 2022; Peng et al.,
2023Db). It motivates us to speculate that indiscrim-
inately adopting the same distillation mode to each
token might be sub-optimal. Besides, in human
learning patterns, human teachers often provide
human students with personal insights (aka prior
knowledge) to facilitate student learning. Excellent
teachers could adjust the amount of prior knowl-
edge to fully stimulate students’ potential. This
pattern further supports our hypothesis that the dis-
tillation mode should be differentiated based on
the student’s learning status rather than adopting a
uniform strategy. It also hints at the necessity of
providing prior knowledge to optimize the distilla-
tion strategy and enhance student outcomes.

Therefore, a natural question arises: how to ef-
fectively transfer the teacher knowledge based
on the student’s mastering with the help of prior
knowledge? 1t should be a dynamic strategy, which
controls the integration of prior knowledge based
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on the student’s training state.

To address it, we propose a simple but effec-
tive strategy — self-evolution knowledge distilla-
tion (Self-Evolution KD) for LLMs. It mainly in-
cludes two stages: @ Self-Question and @ Self-
Evolution. In Stage 1, we utilize the Kullback-
Leibler (KL) divergence between the student dis-
tribution and the target distribution (averaged by
the teacher distribution and the one-hot distribution
of ground-truth) to quantify the learning difficulty.
By comparing this measure with a preset threshold,
we assess the student model’s learning status at
the token level, thereby identifying hard-to-learn
and easy-to-learn tokens. This enables us to pro-
vide tailored prior knowledge for different tokens
in the next stage to enhance the student model’s
learning. It should be noted that, although Qiu
et al. (2022) has demonstrated the potential of prior
knowledge in the field of computer vision, treating
prior knowledge as input would cause the risk of
dimensionality mismatch and significantly increase
training costs. To introduce the prior knowledge in
a lightweight way, we design a simple strategy —
distribution adjustment. Specifically, in the Stage
2, if the token expresses hard-to-learn property,
builds proxy distribution by smoothing the student
distribution and target distribution, then used to
learn target distribution, thus leading to faster con-
vergence and superior performance. Otherwise,
the proxy distribution is the student distribution.
By emulating the human teaching mode, assigning
prior knowledge to hard-to-learn tokens to fully
leverage the target information, while omitting its
integration to easy-to-learn tokens, maximizes the
potential of the student model.

Empirically, we apply Self-Evolution KD to
Llama series models (Touvron et al., 2023), with
parameter sizes ranging from 7 to 13 billion, and
evaluate our proposed method on the WMT?22 test
sets (En<>De and En<>Cs). The results show that
Self-Evolution KD significantly achieves satisfac-
tory gains over four competitive baselines. Fur-
ther analysis suggests that Self-Evolution KD is
more effective in transferring knowledge from the
teacher model to the student model.

2 Related Work

2.1 Language Models for Translation

Before the era of large-scale language models, re-
searchers had already begun leveraging language
models to enhance machine translation tasks. This

included using discriminative language models,
such as BERT (Kenton and Toutanova, 2019), to
improve representational capabilities (Zhu et al.,
2020; Guo et al., 2021), designing Encoder-
Decoder models like BART (Lewis et al., 2020) and
TS5 (Raffel et al., 2020) to enhance translation qual-
ity (Liu et al., 2020), as well as various subsequent
follow-up works to facilitate knowledge transfer-
ring (Liu et al., 2021; Zan et al., 2022b,a; Pan
et al., 2024). With the increasing capacity of LLMs,
they have already become new standards for vari-
ous NLP tasks, including machine translation (Jiao
et al., 2023b; Wang et al., 2023). One line of work
focuses on a comprehensive evaluation of LLMs
across various translation scenarios. For example,
Zhu et al. (2023a); Jiao et al. (2023b); Hendy et al.
(2023) assess the multilingual translation capabil-
ities of LLMs. Hendy et al. (2023); Wang et al.
(2023); Karpinska and Iyyer (2023) evaluates their
performance in document-level translation, while
Guerreiro et al. (2023) explores the phenomenon
of hallucination. Another line is instruction tuning,
such as Zhu et al. (2023b) boosted the translation
capability of LLMs by translation data alongside
cross-lingual general task data. Xu et al. (2023)
proposed a new translation paradigm: initial fine-
tuning on monolingual data, followed by a small
set of high-quality parallel data. Jiao et al. (2023a)
enhance the translation abilities by leveraging open-
source LLMs, human-written translation and feed-
back data. Zan et al. (2024) enhanced the ability
to follow instructions related to translation direc-
tion during the instruction tuning process. Different
from these approaches, we focus on transferring the
translation capabilities from stronger LLM models
to weaker LLM models under instruction tuning.

2.2 Knowledge Distillation for Large
Language Models

The application of KD in LLM falls into two cate-
gories: black-box KD which accesses only teacher-
generated texts (Chen et al., 2024; Hsieh et al.,
2023; Taori et al., 2023; Peng et al., 2023a), and
white-box KD which can employ the teacher pa-
rameters. Recently, with the increasing accessibil-
ity of open-source models, white-box distillation
has gained more attention, particularly concern-
ing the role of KL divergence (Zhong et al., 2024;
Gu et al., 2024; Wu et al., 2024; Ko et al., 2024;
Agarwal et al., 2024). Concurrently, several works
aim to mitigate the training-inference mismatch
problem by leveraging generated text of the student
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model (Agarwal et al., 2024; Gu et al., 2024; Ko
et al., 2024). Nevertheless, they ignore the efficacy
of prior knowledge and indiscriminately handle to-
kens without differentiation. In this paper, we draw
from human learning patterns, dynamically provid-
ing prior knowledge based on the learning state of
the student model to enhance the distillation. No-
tably, a concurrent work — SKEW KLD loss (Gu
et al., 2024) is also a modified distillation function
that integrates the prior knowledge into the student
model. However, it still maintains the traditional
uniform distillation strategy and limits prior knowl-
edge to the teacher’s knowledge. Besides, although
Zhong et al. (2024); Wang et al. (2021) assign var-
ied distillation modes by token category, they fix
the classification ratio and ignore the effectiveness
of prior knowledge.

2.3 Self-Evolution Learning

Self-evolution learning is a novel and effective
method to exploit the knowledge from data, it is
designed to regularize the model training by dynam-
ically learning under-explored tokens. For example,
Zhong et al. (2023b) dynamically selected hard-to-
learn tokens, then encourages the model to learn
smoothed distribution which considers precise ref-
erence labels and easily digestible distribution gen-
erated by the model itself, thereby improving the
training efficiency and scalability (up to 6 billion
in their follow-up technical report (Zhong et al.,
2022)). Peng et al. (2023b) employed a similar
strategy and verified the effectiveness of this learn-
ing on typical sequence-to-sequence learning tasks,
e.g., machine translation, summarization and gram-
matical error correction tasks. Moreover, Zheng
et al. (2023) introduced self-evolution learning to
construct more adaptive and model-friendly pseudo
samples to strengthen the mix-up-based text clas-
sification model. In this work, we focus on apply-
ing this learning strategy to distil the translation-
tailored LLMs.

3 Self-Evolution Knowledge Distillation

3.1 Preliminary

We provide some preliminary information about
KD for LLMs. It typically employs a pre-trained
and fixed teacher model to transfer knowledge
into the parameterized student model by provid-
ing soft labels from the teacher’s output. Given
source and ground-truth sequence pair (s, t) from
a fixed dataset (S, 1), KD could be formulated

as an optimization problem aimed at minimiz-
ing the Kullback-Leibler (KL) divergence between
the token-level distributions of the student q and
teacher p models:

(tl‘t<17 )

1
atliens’ P

Lu(plla) = Zp(tllt@ Jlog D=

where N is the length of ground-truth sequence
t={t1,....,tn}.

Furthermore, during the KD process, the student
model also requires training under the ground-truth
sequence t. The corresponding training objective
could be calculated:

N
1
Lot = 5 2(—logq(ti|t<i,s>>. 2)
1=
Finally, the overall loss function of KD is a linear
interpolation between the supervised fine-tuning
(SFT) loss and the KL loss:

L=(1=NLsp+ Ar(plla), (3)

where the parameter A serves as a weight to control
the influence of each loss.

3.2 Self-Evolution Knowledge Distillation

Here we introduce the proposed self-evolution
knowledge distillation (Self-Evolution KD) in de-
tail. As illustrated in Figure 1, it primarily emu-
lates the human teaching mode and comprises two
stages: evaluates the student’s learning status to
identify its hard and easy parts (Stage /), offers var-
ied proportions of teacher knowledge for different
parts to assist the student learning (Stage 2).

Stage 1 Self-Question Stage Due to the imbal-
anced nature of token properties (Piantadosi, 2014),
we recommend evaluating the student’s learning
status at the token level. Therefore, the goal of this
stage is to classify tokens as either hard-to-learn or
easy-to-learn. However, how to categorize these
tokens? Inspired by previous findings that reveal
the dynamic training difficulty of tokens during the
training process (Peng et al., 2023b), we leverage
the model itself to divide tokens wisely.

Specifically, we first calculate the learning dif-
ficulty for each ground-truth token ¢;, denoted as
{dl, ooy dT}I

= (1= Nyi+ Ap; “4)
d; = Li(¥il|as)s (5
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Figure 1: Overall framework of our Self-Evolution KD. It mainly contains two stages: @ self-question: calculating
the learning difficulty by the KL divergence between the student distribution and target distribution, and dividing
tokens into different categories. comparison means comparing the learning difficulty with the preset threshold I'; @
self-evolution: building proxy distribution for different tokens by smoothing the target and student distributions.
Updated represents that the parameter needs to be updated, while Frozen means not.

where y; is the one-hot distribution of ground-truth
token t; at position i. Notably, previous works
primarily assesses the student’s learning status by
measuring the discrepancy between the student and
teacher distributions (Zhong et al., 2024). How-
ever, as indicated in Eq. 3, the student’s learning
status should be determined by both the teacher
model and ground-truth sequence, since knowl-
edge distillation inherently involves multiple ob-
jectives. Therefore, we combine the distributions
of the ground-truth sequence and teacher model
linearly to derive the target distribution y;, and
calculate the divergence gap between it and the stu-
dent distribution to represent the learning difficulty
d; of the student model.

Then, we preset a threshold I', and select tokens
which corresponding KL divergence exceed I as
hard-to-learn tokens, i.e., 7, = {t;|d; > I'} where
i € {1,...,N}, and the others are easy-to-learn
tokens.

Stage 2 Self-Evolution Stage After identifying
different types of tokens, our primary focus shifts
to leveraging the teacher information to enhance
the learning of the student model. Although previ-
ous work (Qiu et al., 2022) employs the teacher’s
hidden states as input improve the distillation, there
exists a dimensionality mismatch problem due to
the model size discrepancy between the student and
teacher, while significantly increases training time.

Therefore, how to integrate teacher information in
a lightweight way to enhance the distillation? Tt
is important to note that the “teacher” information
here not only comprises the knowledge from the
teacher model but also contains the ground-truth in-
formation, as discussed in Stage /. To address this
problem, we propose to promote token distillation
by a simple method — distribution adjustment.
Specifically, we introduce a parameter 3 to mix
the student distribution q; and target distribution y;
to obtain proxy distribution §. Then, using proxy
distribution to match target distribution:

q; = Ba; + (1 - B)¥: (©6)
LY = L (Filla)- (7)

By adjusting the information on the distribution,
we avoid the dimensionality mismatch problem
caused by integrating hidden states, while incur-
ring almost no extra training cost. Furthermore,
since the student distribution owns a partial target
distribution, it empirically leads to faster conver-
gence and superior performance (Ko et al., 2024).

As for the easy-to-learn tokens, given their abil-
ity to effectively capture the “teacher” information,
no additional modifications are necessary. Their
corresponding optimization objective is as follows:

L= Ly(Fillai). (8)
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Overall Optimization Finally, we combine the
losses of the hard-to-learn tokens and the other
tokens. The overall optimization objective is for-
mulated as:

1 o, h;
ﬁ:N(chﬁ > oL, )
1€7e JETH

where 7T, and 7T}, represents the easy-to-learn token
set and hard-to-learn token set, respectively.

4 Experimental Setup
4.1 Training Data

For training data, we use a small yet high-quality
parallel dataset' following Xu et al. (2023). It
contains 14k and 12k parallel sentence pairs on
English-German (EN-DE) and English-Czech (EN-
CS) tasks, respectively. Then, we formatted them
into translation instructions in four language di-
rections: En—De, De—En, En—Cs and Cs—En,
according to the translation prompt, which resulted
in 52K multilingual training sets. Following Jiao
et al. (2023a), our translation instructions include
a fixed preface for all tasks, followed by “### In-
struction:” to describe the translation task, “###
Input:” for presenting the source sentence, and
a “### Response:” with the target sentence to be
generated.

4.2 Model Training

Our experiments are conducted based on the Llama-
factory® codebase with the Llama family mod-
els (Touvron et al., 2023). We use supervised fine-
tuned (SFT) Llamal-13B trained on the train data
as the teacher model, and regard the Llamal-7B as
the student model. We fine-tuned all models for
3 epochs with a batch size of 128, while keeping
a maximum text length of 512. Besides, we set
the learning rate and warmup_ratio as 2e — 5 and
0.03, respectively. The experimental parameters
and train data remain consistent in both the SFT
and KD process. However, while evaluating the
performance on the final checkpoints in knowledge
distillation, we employ a validation dataset to select
the best checkpoint during SFT, as the model easily
overfits in this process. The validation dataset is
composed of WMT21 En—De and Cs—En test
data (Akhbardeh et al., 2021). All experiments
are conducted on NVIDIA 8*A800 (80GB) GPUs
and utilize DeepSpeed ZeRO? Stage 3 for efficient
"https://github.com/felixxu/ALMA

*https://github.com/hiyouga/LLaMA-Factory
3https://github.com/microsoft/DeepSpeed

model parallelism.

4.3 Evaluation

Test Data We evaluated the translation perfor-
mance on the widely used WMT?22 test datasets.
It is the test sets from the WMT 2022 competi-
tion (Kocmi et al., 2022)*, which consists of di-
verse domains such as news, social, e-commerce,
and conversational. The number of sentence pairs
for De—En, En—De, En—Cs and Cs—En is 1984,
2037, 2037 and 1448, respectively.

Metrics For automatic evaluations, we use Sacre-
BLEU (Post, 2018)° and the COMET score (Rei
et al., 2020)% with Unbabel/wmt22-comet-da.
Specifically, SacreBLEU primarily calculates n-
gram similarity to measure the surface lexical
matching, while COMET relies on cross-lingual
pre-trained models to obtain human-like semantic
matching.

Baselines We consider two traditional knowledge

distillation (KD) baselines in our main experiment:

¢ Forward KD (Hinton et al., 2015): is defined in
Eq. 3;

* Reverse KD (Agarwal et al., 2024): (1—\) L+
A (q||p), swaps the roles of the teacher and
student distributions compared to Forward KD.
In addition, we dynamically divide tokens into

two groups: easy-to-learn and hard-to-learn, and
our method assumes that different tokens require
different distillation modes. To better observe the
impact of these dynamic changes, we introduce
two extreme comparison baselines:

* NoEvo KD: L, (¥]||q), treat all tokens as easy-
to-learn;

* SKEW KD: Ly (¥||fa+ (1 — B)y), regard all
tokens as hard-to-learn tokens, which is similar
to SKEW KLD (Ko et al., 2024). The default
value of 3 is 0.5, which is consistent with our
Self-Evolution KD approach.

For reference, we also report the performances
of Llama-13B and Llama-7B models after SFT as
the upper and lower bounds. Additionally, for two
traditional baselines, we closely follow Gu et al.
(2024), integrating the SFT loss and KL loss with
a mixture ratio A=0.5. For our proposed baselines
and our method, we combine the teacher distribu-
tion and the one-hot distribution of ground-truth

*https://www.statmt.org/wmt22/translation-task.html
Shttps://github.com/mjpost/SacreBleu
®https://github.com/Unbabel/COMET
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at a 0.5 ratio to form the target distribution, omit-
ting the SFT loss since the target distribution al-
ready encapsulates the ground-truth information.
We compute the loss exclusively on the ground-
truth sequence. All models use the beam search
strategy (Vaswani, 2017; Freitag and Al-Onaizan,
2017) during inference. Due to the high computa-
tional cost and potential out-of-memory (OOM) is-
sues associated with beam search, we set the beam
size to 1 as default.

5 Experimental Results

5.1 Main Results

We report the comparison of our Self-Evolution
KD and other competitive baseline distillation
methods in Table 1, in terms of translation per-
formance (SacreBLEU and COMET scores). We
have the following observations:

Larger models produce better translations.
We observe that the translation ability of the Llama
model improves with increased model capacity.
These gaps between teachers and students exist
across all language pairs, which means there is
much room for our KD methods.

Forward KD is effective Table 1 shows that For-
ward KD could achieve an average gain of 0.2
SacreBLEU points and 0.9 COMET score over
SFT, highlighting its effectiveness. However, when
compared to the performance gap between the
teacher and student models (about 1.3 SacreBLEU
points and 1.5 COMET score on average), the gains
are relatively modest. This limitation suggests that
Forward KD does not fully leverage the potential
of the teacher model.

Furthermore, recent methods (Gu et al., 2024,
Kim et al., 2024) argue that Reverse KD is more
suitable for large language models than Forward
KD. Nevertheless, our findings indicate that pure
Forward or Reverse KD yields similar performance
without significant differences. Consequently, in
this paper, we emphasize the substantial benefits
derived from dynamically integrating prior knowl-
edge for each token.

Self-Evolution KD improves distillation Ta-
ble 1 shows that:

e Compared to baseline Forward KD, Self-
Evolution KD achieves significant improve-
ments (average: +1.44 SacreBLEU points

/ +0.28 COMET scores). It shows a max-
imum improvement of approximately 2.33
SacreBLEU points and about 0.47 COMET
scores in the Cs—En test set. Besides, Self-
Evolution KD achieves a performance com-
parable to that of the teacher model and even
surpasses it on the SacreBLEU metric. These
substantial gains underscore the efficiency of
our approach.

* As an adaptive strategy, Self-Evolution KD dy-
namically allocates different strategies based
on the learning status of each token. It sur-
passes both static strategies, as shown in Table
1, corroborating our hypothesis that indiscrim-
inately distilling each token is a sub-optimal
strategy. Adopting varied distillation modes
on the basis of the student’s learning status
would better align the distillation curve of the
student model, thereby fully unleashing its po-
tential. Moreover, with the integration of prior
knowledge, SKEW KD also shows significant
improvement over Forward KD, with average
gains of 0.9 SacreBLEU points.

5.2 Ablation Study

5.2.1 Effect of Token Selection

As a key point in this paper, how to divide tokens
after evaluating the student’s learning state is worth
considering. Traditional methods typically select
top K percent of all tokens as hard-to-learn tokens
(Zhong et al., 2024). However, we suspect that
this approach is sub-optimal, since it forces the
model to choose a fixed proportion of hard-to-learn
tokens even in the later stages of distillation. In
contrast, dynamically selecting hard-to-learn to-
kens based on a preset threshold I would avoid
choosing hard-to-learn tokens after all tokens have
been sufficiently learned, thereby fully harnessing
the potential of the student model. In this section,
we delve into the impact of the two strategies. The
former is named Self-Evolution KD -w/ top K,
while the latter is Self-Evolution KD -w/I'.

First, we examine the influence of the hyper-
parameter I' within our dynamic strategy. As
shown in Fig 2(a), we observe that a larger or
smaller threshold detrimentally affects the perfor-
mance of Self-Evolution KD. The former leads to
an overabundance of easy-to-learn tokens and fails
to adequately focus on tokens that need assistance,
while the latter is the opposite. Self-Evolution KD
performs best with an optimal value of I' = 0.4,
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En — De De — En En — Cs Cs — En Average
BLEU COMET BLEU COMET BLEU COMET BLEU COMET BLEU COMET
Test: WMT22 Test sets
Teacher 26.69 8277 2847 8343 20.84 81.37 37.9 83.67 2848  82.81
Student 25.14 81.08 2753 8292 19.18 78.11 3692 83.10 27.19 81.30
Forward KD 2529 81.84 27777 83.09 2039 80.60 36.11 8327 2739  82.20
Reverse KD 2537 81.77 2741  83.03 20.5 79.83 3534 8322 27.16 81.96
NoEvo KD 25,51 81.70 2785 83.02 2056 80.78 36.21 8330 27.53  82.20
SKEW KD 26.1 81.74 28.09 8320 21.22 8045 3777 8353 2829 8223
Self-Evolution KD 26.73"  82.05 28.62F 8342 21547 80.71 38447 8374 28.83 8248
A +1.44 +0.21 4085 +033 +1.15 +0.11 +2.33 +047 +144 +0.28

Table 1: Comparison results of our Self-Evolution KD against baselines on different translation tasks, where
“A” indicates the improvement against Forward KD, and “{”indicates statistically significant difference (p<0.05).
Student and Teacher represent the Llama-7b and Llama-13b after SFT.

26.0 29.0

26.0

—=— Self-Evolution KD (Ours)

_____ Forward KD (Baseline)
25.5 28.5

—— Self-Evolution KD (Ours)

—- Forward KD (Baseline)
25.5

25.0

24.5

28.0
Self-Evolution KD -w/ topK
27.51 Self-Evolution KD -w/ I

—x NoEvo KD (Baseline)
—— SKEW KD (Baseline)

25.0

T N

24.5

27.0
240070 04 08 12 16 10 30

(a) Values of I

(b) Values of K (%)

24.0

50 70 90 0.1 0.3 0.5 0.7 0.9
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Figure 2: 2(a) and 2(b): Effect of I' and percent (K) for selecting hard-to-learn tokens. 2(c): Effect of 3 to
determine the mixsture proportion of prior knowledge. We report their average SacreBLEU points on the above-
mentioned validation dataset in 2(a) and 2(c). As for 2(b), the average SacreBLEU points on WMT?22 test sets are

reported since we compare different distillation strategies.

thus we retain it as our default setting.

Second, from Fig 2(b), the Self-Evolution -w/
topK outperforms the NoEvo KD and SKEW KD,
it further demonstrates the effectiveness of assign-
ing distinct distillation strategies to different to-
kens. However, its performance is inferior to the
dynamic selection strategy (-w/ I'), which is con-
sistent with our aforementioned hypothesis. Take-
away: These observations suggest that selecting
the appropriate number of hard-to-learn tokens is
crucial, since a larger or smaller number would
lead to negative impacts. Besides, a dynamic to-
ken selection strategy aligns better with the learn-
ing patterns of the student model, thus fully un-
locking its potential.

5.2.2 Influence of 3

The factor 3 in Eq. 6, which serves to control the
proportion of target distribution integrated to the
student distribution, also requires to be investigated.
Figure 2(c) shows the results of varied § ranging
from 0.1 to 0.9. As observed, the model performs

optimally with 8 = (.5, thus we adopt it as default
setting in our experiments.

Besides, we also employ the progressive strategy
outlined in Qian et al. (2020), dynamically adjust-
ing the integration ratio of the target distribution.
Specifically, we set an initial ratio () and linearly
decrease it to a predefined final value (5.) through-
out the training process. As seen in Figure 3, the
dynamic strategy fails to bring substantial gain, de-
spite its potential advantages. Takeaway: it proves
that indiscriminately distill each token, even with
dynamic adjustments to prior knowledge, still con-
strains the model performance, leading to sub-
optimal outcomes.

5.3 Further Analysis

5.3.1 Does Self-Evolution KD Transfer The
Teacher’s Knowledge Better?

The core of Knowledge Distillation (KD) is to trans-
fer the distilled knowledge from a well-performing
but cumbersome teacher model to a compact and
lightweight student model, thus we analyze the ef-
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Figure 3: Comparison of static strategy and progres-
sive strategy for factor 5. “0.5—0.0” means the 3, is
0.5 and the S, is 0.0. static strategy (0.5) indicates the
results of Self-Evolution KD (3 = 0.5).
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Figure 4: Comparison of teacher’s knowledge trans-
fer across different distillation strategies.

fectiveness of knowledge transfer across various
distillation strategies in this part. We regard the
generation text of teacher model on the WMT22
En<De, En<+Cs test sets as the “reference”, calcu-
late the SacreBLEU scores between the “reference”
and generated text of various distillation strategies.
As illustrated in Figure 4, SKEW KD is superior
to Forward KD in terms of similarity to the teacher
model’s generated text. Notably, Self-Evolution
KD achieves the best performance, with an av-
erage improvement of 2.8 gains across the four
language pairs. Takeaway: These findings indi-
cate that the introduction of prior knowledge en-
ables the student model to better capture the tar-
get information and enhances the efficiency of
the teacher’s knowledge transfer. Additionally, a
dynamic strategy that integrates prior knowledge
based on the student’s learning status further en-
hances its potential and deepens its understanding
of the teacher’s knowledge.

5.3.2 Comparison of Prior Knowledge

Given that knowledge distillation inherently in-
volves multi-objective learning, we suspect that

29

S
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g
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N 27,
§ --e- SKEW KD (Teacher)
—— Self-Evolution KD
L4
26 0.3 0.5 0.7 1.0
Values of A

Figure 5: Effect of the loss weight of the SKEW KD
(Teacher). We only report the Self-Evolution KD for
reference.

only considering the teacher knowledge as prior
knowledge would significantly reduce the KL di-
vergence loss and mislead the student model to
emphasize the SFT loss, thus potentially curtailing
the benefits derivable from teacher knowledge. Fol-
lowing Ko et al. (2024), we redefine the distillation
objective as (SKEW KD (teacher)):

L= (1=X)Lssi+ri(pl|Bgo+(1—B)p), (10)

where 5 = 0.9(Ko et al., 2024).

As shown in Figure 5, we observe the results
when setting A to 0.3, 0.5, 0.7 and 1.0, respec-
tively. While the parameter X is set to 1.0, as Ko
et al. (2024), the result proves that ignoring the
ground-truth information leads to a significant de-
cline in performance. Besides, despite adjusting
the loss weights to balance the SFT loss and the
KL divergence loss, the performance of SKEW
KD (teacher) still significantly lags behind that of
Self-Evolution KD. Takeaway: This finding is con-
sistent with our conjecture that modifying the dis-
tillation optimization function by only integrating
the teacher’s knowledge disrupts the original co-
operative relationship between multiple objectives,
thus weakening the student’s performance.

5.3.3 Larger Teacher Model

To assess the effectiveness of knowledge distilla-
tion in models with substantial size disparities, we
employ Llama-30b models after SFT as teachers,
distilling knowledge into student models with 7
billion parameters. Table 2 provides a comprehen-
sive comparison against several strong baselines.
As observed, Self-Evolution KD significantly out-
performs the baseline (Forward KD), with an aver-
age improvement of approximately 1.7 SacreBLEU
points, and surpasses other distillation strategies.
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WMT22 En—De De—En En—Cs Cs—En Avg.
Teacher 2681 27.53 20.64 38.17 28.29
Forward KD 2536 27.17 1991 3542 26.96
Reverse KD 24.92  26.62 19.81 3440 26.44
NoEvo KD 2532  27.13 19.77 35.92 27.04
SKEW KD 25.97 28.14 2091 37.24 28.07
Self-Evolution KD 26.73 28.14 21.65 38.07 28.65

Table 2: Comparison results for different distillation
strategies between the teacher model Llama-30B after
SFT and the student model Llama-7B(SacreBLEU).

Notably, the distillation gains from the teacher
model with 30 billion parameters surpass those
from the teacher model with 13 billion parameters
(e.g., 1.7 SacreBleu point V.S. 1.5 SacreBleu point).
Takeaway: It clearly indicates that our method
consistently achieves superior performance, even
in large model size gaps. It also shows the poten-
tial to mitigate the adverse effects of distillation
caused by large teacher models.

6 Conclusion

This paper explores the potential of utilizing prior
knowledge in LLM knowledge distillation and
highlights the limitations of equally distilling each
token without differentiation. In particular, we pro-
pose a dynamic teaching mode that enhances stu-
dent distillation by integrating prior knowledge
which contains teacher knowledge and ground-
truth information. Besides, we adjust the integra-
tion ratio based on the student’s token-level learn-
ing status. Experimental results demonstrate that
our approach consistently enhances distillation per-
formance across multiple translation tasks. Further-
more, in-depth analysis indicates that our method
effectively transfers the teacher’s knowledge.

Limitation

Our work has several potential limitations. First,
given the limited computational budget, our
method has not been validated across extensive
model size gaps, such as 65B. Scaling up to larger
model sizes will be more convincing. Second,
one key factor I is empirical and preset value, we
fix it throughout the training, following previous
works (Peng et al., 2023b). It would be sensible
and elegant to dynamically determine the threshold
according to training difficulty. For example, you
can employ an additional network to predict the
integration ratio of prior knowledge for each token.
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