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Abstract

The training data in large language models is
key to their success, but it also presents privacy
and security risks, as it may contain sensitive
information. Detecting pre-training data is cru-
cial for mitigating these concerns. Existing
methods typically analyze target text in isola-
tion or solely with non-member contexts, over-
looking potential insights from simultaneously
considering both member and non-member con-
texts. While previous work suggested that
member contexts provide little information due
to the minor distributional shift they induce, our
analysis reveals that these subtle shifts can be
effectively leveraged when contrasted with non-
member contexts. In this paper, we propose
CON-RECALL, a novel approach that lever-
ages the asymmetric distributional shifts in-
duced by member and non-member contexts
through contrastive decoding, amplifying sub-
tle differences to enhance membership infer-
ence. Extensive empirical evaluations demon-
strate that CON-RECALL achieves state-of-the-
art performance on the WikiMIA benchmark
and is robust against various text manipulation
techniques. !

1 Introduction

Large Language Models (LLMs) (OpenAl, 2024a;
Touvron et al., 2023b) have revolutionized natural
language processing by achieving remarkable per-
formance across a wide range of language tasks.
These models owe their success to extensive train-
ing datasets, often encompassing trillions of tokens.
However, the sheer volume of these datasets makes
it practically infeasible to meticulously filter out
all inappropriate data points. Consequently, LLMs
may unintentionally memorize sensitive informa-
tion, raising significant privacy and security con-
cerns. This memorization can include test data
from benchmarks (Sainz et al., 2023; Oren et al.,
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Figure 1: AUC performance on WikiMIA-32 dataset.
Our CON-RECALL significantly outperforms the cur-
rent state-of-the-art baselines.

2023), copyrighted materials (Meeus et al., 2023;
Duarte et al., 2024; Chang et al., 2023), and person-
ally identifiable information (Mozes et al., 2023;
Tang et al., 2024), leading to practical issues such
as skewed evaluation results, potential legal ramifi-
cations, and severe privacy breaches. Therefore, de-
veloping effective techniques to detect unintended
memorization in LLMs is crucial.

Existing methods for detecting pre-training
data (Yeom et al., 2018; Zhang et al., 2024; Xie
et al., 2024) typically analyze target text either in
isolation or alongside with non-member contexts,
while commonly neglecting member contexts. This
omission is based on the belief that member con-
texts induce only minor distributional shifts, offer-
ing limited additional value (Xie et al., 2024).

However, our analysis reveals that these sub-
tle shifts in member contexts, though often dis-
missed, hold valuable information that has been
underexploited. The central insight of our work
is that information derived from member contexts
gains significant importance when contrasted with
non-member contexts. This observation led to the
development of CON-RECALL, a novel approach
that harnesses the contrastive power of prefixing
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Method Formula Reference Based
Loss (Yeom et al., 2018) L(z, M) X
Ref (Carlini et al., 2022) L(x, M) — L(x, Myey) v
ZIib (Carlini et al., 2021) e X
Neighborhood Attack (Mattern et al., 2023) Lz M) — L350 L(25M) X
Min-K% (Shi et al., 2024a) TRk Soaiemink(x) — 108(P(@i | 21, ., zio1)) X

Min-K%-++oken (2t) =

Min-K%++ (Zhang et al., 2024)

log p(zt|T<t)—paoy
Ozt ’

Mil‘l-K%++(ZL‘) = 7%‘ thEmin»k% Min‘K%++t0ken($t)

ReCall (Xie et al., 2024)

1
|min-k
LL(z| Pron-member) X
LL(x)

Table 1: Comparison of baseline methods. This table provides an overview of different membership inference
methods, their mathematical formulations, and whether they require a reference model.

target text with both member and non-member con-
texts. By exploiting the asymmetric distributional
shifts induced by these different prefixes, CON-
RECALL provides more nuanced and reliable sig-
nals for membership inference. This contrastive
strategy not only uncovers previously overlooked
information but also enhances the accuracy and ro-
bustness of pre-training data detection, offering a
more comprehensive solution than existing meth-
ods.

To demonstrate the effectiveness of CON-
RECALL, we conduct extensive empirical evalua-
tions on the method across a variety of models of
different sizes. Our experiments show that CON-
RECALL outperforms the current state-of-the-art
method by a significant margin, as shown in Fig-
ure 1. Notably, CON-RECALL only requires a gray-
box access to LLMs, i.e., token probabilities, and
does not necessitate a reference model, enhancing
its applicability in real-world scenarios.

2 Related Work

Detecting Pre-training Data in LLMs. While
membership inference attacks (MIA) have been
extensively studied in various domains (Shokri
et al., 2017; Carlini et al., 2023a; Watson et al.,
2022), detecting pre-training data in LLMs presents
unique challenges. Unlike classical MIA, LLM de-
velopers rarely release full training data (OpenAl,
2024a; Touvron et al., 2023b), and single-epoch
training on vast datasets makes memorization de-
tection difficult (Carlini et al., 2023b; Shi et al.,
2024a). Shi et al. (2024a) pioneered this research
with the WikiMIA benchmark and Min-K% base-
line method. Zhang et al. (2024) improved Min-
K% through token log-probability normalization,
while the ReCall method (Xie et al., 2024) currently

achieves state-of-the-art performance using relative
conditional log-likelihoods. These methods con-
tribute to the broader application of MIA in detect-
ing copyrighted materials, personally identifiable
information, and test-set contamination (Meeus
et al., 2023; Mozes et al., 2023; Sainz et al., 2023).

Contrastive Decoding. Contrastive decoding is
primarily a method for text generation. Depending
on the elements being contrasted, it serves different
purposes. For example, DExperts (Liu et al., 2021)
use outputs from a model exposed to toxicity to
guide the target model away from undesirable out-
puts. Context-aware decoding (Shi et al., 2024b)
contrasts model outputs given a query with and
without relevant context. Zhao et al. (2024) further
enhance context-aware decoding by providing irrel-
evant context in addition to relevant context. In this
paper, we adapt the idea of contrastive decoding to
MIA, where the contrast occurs between target data
prefixed with member and non-member contexts.

3 CON-RECALL

3.1 Problem Formulation

Consider a model M trained on dataset D. The
objective of a membership inference attack is to
ascertain whether a data point x belongs to D (i.e.,
x € D)ornot (i.e., z ¢ D). Formally, we aim to de-
velop a scoring function s(z, M) — R, where the
membership prediction is determined by a thresh-
old 7:
zreD ifs(z,M)>T1

r¢D ifs(x, M) <1’

3.2 Motivation

Our key insight is that prefixing target text with
contextually similar content increases its log-
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Figure 2: Overview of three MIA methods. Our method refines the previous membership score by incorporating
contrastive information when prefixing target text with members and non-members.
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Figure 3: Distribution shifts induced by three methods. (a) Loss directly uses log-likelihoods, resulting in no
shift. (b) ReCall examines the shift caused by non-member prefixes. (c) Our CON-RECALL enhances the distinction
by contrasting with both member and non-member prefixes.

likelihood, while dissimilar content decreases it.
Member prefixes boost log-likelihoods for member
data but reduce them for non-member data, with
non-member prefixes having the opposite effect.
This principle stems from language models’ funda-
mental tendency to generate contextually consistent
text.

To quantify the impact of different prefixes, we
use the Wasserstein distance to measure the distri-
butional shifts these prefixes induce. For discrete
probability distributions P and () defined on a fi-
nite set X, the Wasserstein distance W is given
by:

= |Fp(x)

zeX

— Fo(z)|,

where F'p and Fy are the cumulative distribution
functions of P and @ respectively. To capture the
directionality of the shift, we introduce a signed
variant of this metric:

Wsigned(Py Q) = Slgn(EQ [X]_]EP[X])W(Pv Q)

Our experiments reveal striking asymmetries in
how member and non-member data respond to dif-
ferent prefixes. Figure 5 illustrates these asym-
metries, showing the signed Wasserstein distances
between original and prefixed distributions across
varying numbers of shots, where shots refer to the
number of non-member data points used in the pre-
fix.

We observe two key phenomena:

1. Asymmetric Shift Direction: Member data
exhibits minimal shift when prefixed with
other member contexts, indicating a degree
of distributional stability. However, when pre-
fixed with non-member contexts, it undergoes
a significant negative shift. In contrast, non-
member data displays a negative shift when
prefixed with member contexts and a positive
shift with non-member prefixes.
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Figure 4: Visualization of membership score distributions. Min-max normalized distributions are shown for
log-likelihood (left), ReCall (middle), and CON-RECALL (right). CON-RECALL achieves the largest separation

between members and non-members.
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Figure 5: Signed Wasserstein distances between orig-
inal and prefixed distributions across varying shot
numbers. The plot illustrates how the distributional
shift, measured by signed Wasserstein distance, changes
for member and non-member data when prefixed with
different contexts (M: member, NM: non-member).

2. Asymmetric Shift Intensity: Non-member
data demonstrated heightened sensitivity to
contextual modifications, manifesting as
larger magnitude shifts in the probability dis-
tribution, regardless of the prefix type. Mem-
ber data, while generally more stable, still
exhibited notable sensitivity, particularly to
non-member prefixes.

These results corroborate our initial analysis and
establish a robust basis for our contrastive approach.
The asymmetric shifts in both direction and inten-
sity provide crucial insights for developing a mem-
bership inference technique that leverages these
distributional differences effectively.

3.3 Contrastive Decoding with Member and
Non-member Prefixes

Building on the insights from our analysis, we pro-
pose CON-RECALL, a method that exploits the
contrastive information between member and non-
member prefixes to enhance membership inference
through contrastive decoding. Our approach is di-
rectly motivated by the two key observations from
the previous section:

1. The asymmetric shift direction suggests that
comparing the effects of member and non-
member prefixes could provide a strong signal
for membership inference.

2. The asymmetric shift intensity indicates the
need for a mechanism to control the relative
importance of these effects in the decoding
process.

These insights lead us to formulate the member-
ship score s(x, M) for a target text x and model
M as follows:

LL(w‘Pnon-member) -7 LL(x‘Pmember)
LL(z) ’

where LL(-) denotes the log-likelihood, P,emper
and Py, —member are prefixes composed of mem-
ber and non-member contexts respectively, and -y is
a parameter controlling the strength of the contrast.

This formulation provides a robust signal for
membership inference by leveraging the distribu-
tional differences revealed in our analysis. Figure 3
illustrates how our contrastive approach amplifies
the distributional differences

Importantly, CON-RECALL requires only gray-
box access to the model, utilizing solely token prob-
abilities. This characteristic enhances its practical
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utility in real-world applications where full model
access may not be available, making it a versatile
tool for detecting pre-training data in large lan-
guage models.

4 [Experiments

In this section, we will evaluate the effectiveness
of CON-RECALL across various experimental set-
tings, demonstrating its superior performance com-
pared to existing methods.

4.1 Setup

Baselines. In our experiment, we evaluate
CON-RECALL against seven baseline methods.
Loss (Yeom et al., 2018) directly uses the loss of the
input as the membership score. Ref (Carlini et al.,
2022) requires another reference model, which is
trained on a dataset with a distribution similar to D,
to calibrate the loss calculated in the Loss method.
ZIib (Carlini et al., 2021) instead calibrates the loss
by using the input’s Zlib entropy. Neighbor (Mat-
tern et al., 2023) perturbs the input sequence to
generate n neighbor data points, and the loss of x
is compared with the average loss of the n neigh-
bors. Min-K% (Shi et al., 2024a) is based on the
intuition that a member sequence should have few
outlier words with low probability; hence, the top-
k% words having the minimum probability are aver-
aged as the membership score. Min-K%-++ (Zhang
et al., 2024) is a normalized version of Min-K%
with some improvements. ReCall (Xie et al., 2024)
calculates the relative conditional log-likelihood
between x and x prefixed with a non-member con-
texts Phon-member- More details can be found in
Table 1.

Datasets. We primarily use WikiMIA (Shi et al.,
2024a) as our benchmark. WikiMIA consists of
texts from Wikipedia, with members and non-
members determined using the knowledge cutoff
time, meaning that texts released after the knowl-
edge cutoff time of the model are naturally non-
members. WikiMIA is divided into three sub-
sets based on text length, denoted as WikiMIA-32,
WikiMIA-64, and WikiMIA-128.

Another more challenging benchmark is
MIMIR (Duan et al., 2024), which is derived from
the Pile (Gao et al., 2020) dataset. The benchmark
is constructed using a train-test split, effectively
minimizing the temporal shift present in WikiMIA,
thereby ensuring a more similar distribution be-
tween members and non-members. More details

about these two benchmarks are presented in Ap-
pendix A.

Models. For the WikiMIA benchmark, we use
Mamba-1.4B (Gu and Dao, 2024), Pythia-6.9B (Bi-
derman et al., 2023), GPT-NeoX-20B (Black et al.,
2022), and LLaMA-30B (Touvron et al., 2023a),
consistent with Xie et al. (2024). For the MIMIR
benchmark, we use models from the Pythia family,
specifically 2.8B, 6.9B, and 12B. Since Ref (Car-
lini et al., 2022) requires a reference model, we use
the smallest version of the model from that series as
the reference model, for example, Pythia-70M for
Pythia models, consistent with previous works (Shi
et al., 2024a; Zhang et al., 2024; Xie et al., 2024).

Metrics. Following the standard evaluation met-
rics (Shi et al., 2024a; Zhang et al., 2024; Xie et al.,
2024), we report the AUC (area under the ROC
curve) to measure the trade-off between the True
Positive Rate (TPR) and False Positive Rate (FPR).
We also include TPR at low FPRs (TPR@5%FPR)
as an additional metrics.

Implementation Details. For Min-K% and Min-
K%++, we vary the hyperparameter k£ from 10 to
100 in steps of 10. For CON-RECALL, we optimize
~ from 0.1 to 1.0 in steps of 0.1. Following Xie
et al. (2024), we use seven shots for both ReCall
and CON-RECALL on WikiMIA. For MIMIR, due
to its increased difficulty, we vary the number of
shots from 1 to 10. In all cases, we report the best
performance. For more details, see Appendix B.

4.2 Results

Results on WikiMIA. Table 2 summarizes the
experimental results on WikiMIA, demonstrating
CON-RECALL’s significant improvements over
baseline methods. In terms of AUC performance,
our method improved upon ReCall by 7.4%, 6.6%,
and 5.7% on WikiMIA-32, -64, and -128 re-
spectively, achieving an average improvement
of 6.6% and state-of-the-art performance. For
TPR@5%FPR, CON-RECALL outperformed the
runner-up by even larger margins: 30.0%, 34.8%,
and 27.6% on WikiMIA-32, -64, and -128 respec-
tively, with an average improvement of 30.8%.
Notably, CON-RECALL achieves the best per-
formance across models of different sizes, from
Mamba-1.4B to LLaMA-30B, demonstrating its
robustness and effectiveness. The consistent per-
formance across varying sequence lengths suggests
that CON-RECALL effectively identifies member-
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Len. Method Mamba-1.4B Pythia-6.9B NeoX-20B LLaMA-30B Average
AUC TPR@5%FPR AUC TPR@5%FPR AUC TPR@5%FPR AUC TPR@5%FPR AUC TPR@5%FPR
Loss (Yeom et al., 2018) 60.9 13.2 63.7 14.5 68.9 20.8 69.4 18.2 65.7 16.7
Ref (Carlini et al., 2022) 61.2 134 63.9 13.7 69.1 20.3 69.9 18.7 66.0 16.5
Z1ib (Carlini et al., 2021) 62.1 15.0 64.4 16.3 69.3 20.5 69.9 14.7 66.4 16.6
0 Neighbor (Mattern et al., 2023)  64.1 11.9 65.8 16.5 70.2 222 67.6 9.3 66.9 15.0
Min-K% (Shi et al., 2024a) 63.2 13.9 66.1 17.1 72.0 28.7 70.1 19.5 67.9 19.8
Min-K%++ (Zhang et al., 2024)  66.8 12.1 70.0 13.7 75.7 17.9 84.6 27.1 74.3 17.7
ReCall (Xie et al., 2024) 88.6 432 87.0 429 86.7 44.7 91.4 49.7 88.4 45.1
CON-RECALL (ours) 94.4 68.4 96.0 77.1 95.2 67.6 974 87.4 95.8 75.1
Loss (Yeom et al., 2018) 57.8 9.6 60.3 13.1 66.1 16.7 66.1 14.7 62.6 135
Ref (Carlini et al., 2022) 58.1 10.0 60.4 13.5 66.3 15.5 67.0 15.5 63.0 13.6
Zlib (Carlini et al., 2021) 59.5 12.7 61.6 13.9 67.3 17.5 67.1 16.3 63.9 15.1
64 Neighbor (Mattern et al., 2023)  60.6 8.8 63.2 10.9 67.1 13.0 67.1 9.9 64.5 10.7
Min-K% (Shi et al., 2024a) 61.7 18.7 64.6 17.1 72.5 27.1 68.5 17.1 66.8 20.0
Min-K%++ (Zhang et al., 2024)  66.9 13.1 714 15.1 76.3 235 85.3 347 75.9 21.6
ReCall (Xie et al., 2024) 91.0 51.0 90.6 474 90.0 45.0 92.7 514 91.1 48.7
CON-RECALL (ours) 98.6 89.2 98.2 88.8 97.0 75.7 96.9 80.5 97.7 83.5
Loss (Yeom et al., 2018) 63.5 11.5 65.3 14.4 70.3 17.3 70.0 22.1 67.3 16.3
Ref (Carlini et al., 2022) 63.5 13.5 65.3 154 70.5 18.3 70.9 22.1 67.6 17.3
Zlib (Carlini et al., 2021) 65.3 16.3 67.2 19.2 71.5 19.2 71.2 18.3 68.8 183
128 Neighbor (Mattern et al., 2023)  64.8 15.8 67.5 10.8 71.6 15.8 722 15.1 69.0 144
Min-K% (Shi et al., 2024a) 66.9 8.7 69.6 16.3 76.0 25.0 73.4 23.1 71.5 18.3
Min-K%++ (Zhang et al., 2024)  67.1 9.6 69.2 17.3 75.2 20.2 834 21.2 73.7 17.1
ReCall (Xie et al., 2024) 88.2 423 90.7 55.8 90.0 51.9 91.2 433 90.0 48.3
CON-RECALL (ours) 94.8 71.9 96.6 84.6 95.3 67.3 96.1 74.0 95.7 75.9

Table 2: AUC and TPR@5%FPR results on WikiMIA benchmark. Bolded number shows the best result within
each column for the given length. CON-RECALL achieves significant improvements over all existing baseline

methods in all settings.

ship information in both short and long text sam-
ples, underlining its potential as a powerful tool
for detecting pre-training data in large language
models in diverse scenarios.

Results on MIMIR. We summarize the experi-
mental results on MIMIR in Appendix D. The per-
formance of CON-RECALL on the MIMIR bench-
mark demonstrates its competitive edge across var-
ious datasets and model sizes. In the 7-gram set-
ting, CON-RECALL consistently achieved top-tier
results, often outperforming baseline methods. No-
tably, on several datasets, our method frequently se-
cured the highest scores in both AUC and TPR met-
rics. In the 13-gram setting, CON-RECALL main-
tained its strong performance, particularly with
larger model sizes. While overall performance
decreased compared to the 7-gram setting, still
held leading positions across multiple datasets. It’s
worth noting that CON-RECALL exhibited supe-
rior performance when dealing with larger mod-
els, indicating good scalability for more complex
and larger language models. Although other meth-
ods occasionally showed slight advantages in cer-
tain datasets, CON-RECALL’s overall robust per-
formance underscores its potential as an effective
method for detecting pre-training data in large lan-
guage models.

0.9
0.8
5
=
0.7
06 WikiMIA-32
WikiMIA-64
WikiMIA-128
0.5 ]

0.‘4 015 0.‘6 0.‘7 U.‘S 0.‘9 1.0

Y

0.0 0.‘1 0.‘2 0.‘3

Figure 6: Ablation on . The plot illustrates the AUC
performance across different  values for the WikiMIA
dataset. The red vertical line marks the v = 0 case,
where the CON-RECALL reverts to the baseline ReCall
method. As seen in this figure, CON-RECALL (y > 0)
consistently outperforms ReCall (y = 0).

4.3 Ablation Study

We focus on WikiMIA with the Pythia-6.9B model
for ablation study.

Ablation on v. In CON-RECALL, we introduce
a hyperparameter 7, which controls the contrastive
strength between member and non-member pre-
fixes. The AUC performance across different ~
values for the WikiMIA dataset is depicted in Fig-
ure 6. The red vertical lines mark the v = 0 case,
where CON-RECALL reverts to the baseline ReCall
method.

The performance of CON-RECALL fluctuates as
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Pythia-6.9B LLaMA-30B
Len. Method Orig. Random Del. Synonym Sub. Para. Orig. Random Del. Synonym Sub. Para.
10% 15% 20% 10% 15% 20% 10% 15% 20% 10% 15% 20%
Loss (Yeom et al., 2018) 63.7 604 596 56.6 615 59.6 595 638 694 663 670 645 684 668 658 70.1
Ref (Carlini et al., 2022) 639 606 597 566 61.6 597 596 639 699 664 672 647 68.6 668 66.1 705
Zlib (Carlini et al., 2021) 644 612 602 584 622 607 608 640 699 668 669 649 688 672 665 703
0 Min-K% (Shi et al., 2024a) 66.1 605 59.6 566 61.7 599 596 648 70.1 663 670 646 684 668 658 704
Min-K%++ (Zhang et al., 2024)  70.0 59.0 545 516 625 598 60.1 676 846 71.6 682 67.1 769 735 70.1 812
ReCall (Xie et al., 2024) 87.0 862 833 752 885 875 831 878 914 881 883 827 871 864 842 910
CON-RECALL (ours) 96.0 922 944 904 965 94.0 900 97.1 974 974 955 943 97.6 955 90.0 97.1
Loss (Yeom et al., 2018) 60.3 583 564 577 596 581 565 585 661 654 619 634 653 635 623 651
Ref (Carlini et al., 2022) 604 584 565 57.8 596 582 566 587 670 659 622 637 659 640 627 658
Zlib (Carlini et al., 2021) 61.6 609 578 600 618 599 582 605 67.1 672 626 654 671 650 635 66.7
o4 Min-K% (Shi et al., 2024a) 646 592 574 577 614 585 570 600 685 66.1 624 634 654 636 623 652
Min-K%-++ (Zhang et al., 2024) 714 559 558 523 628 563 59.1 644 853 69.1 704 687 72.1 671 680 75.1
ReCall (Xie et al., 2024) 90.6 875 846 844 892 854 875 897 927 893 875 867 912 865 838 947
CON-RECALL (ours) 982 963 943 963 977 954 966 979 969 961 974 964 978 971 958 97.6
Loss (Yeom et al., 2018) 653 646 604 588 631 624 664 650 700 71.1 659 673 685 67.1 714 69.2
Ref (Carlini et al., 2022) 653 648 605 589 632 624 664 650 709 716 66.1 675 693 674 720 69.8
Zlib (Carlini et al., 2021) 672 659 613 620 651 648 678 669 712 714 675 685 707 690 726 710
128 Min-K% (Shi et al., 2024a) 69.6 652 608 588 654 63.0 669 674 734 732 676 679 705 673 722 704
Min-K%-++ (Zhang et al., 2024)  69.2 552 43.0 452 648 495 486 651 834 688 655 644 720 623 683 738
ReCall (Xie et al., 2024) 90.7 81.8 804 80.0 896 855 842 904 912 832 782 873 814 824 821 909
CON-RECALL (ours) 96.6 948 938 938 974 936 963 959 961 953 911 990 956 925 942 952

Table 3: AUC performance on the WikiMIA benchmark under various text manipulation techniques. Bolded
numbers indicate the best result within each column for the given text length. "Orig." denotes original text without
manipulation, "Random Del." refers to random deletion, "Synonym Sub." to synonym substitution, and "Para." to
paraphrasing. Our method demonstrates robustness against these manipulations, consistently outperforming other

baselines across different text modifications.

~y varies, meaning that there exist an optimal value
for ~y for us to get the best performance. However,
even without any fine-tuning on -y, our method still
outperforms ReCall and other baselines.

Ablation on the number of shots. The prefix
is derived by concatenating a series of member or
non-member strings, i.e., P = p1 @ p2 & --- B
Pn, and we refer to the number of strings as shots
following Xie et al. (2024)’s convention. In this
section, we evaluate the relationship between AUC
performance and the number of shots. We vary the
number of shots on the WikiMIA dataset using the
Pythia-6.9B model, and summarize the results in
Figure 7.

The general trend shows that increasing the num-
ber of shots improves the AUC, as more shots pro-
vide more information. Both ReCall and CON-
RECALL exhibit this trend, but CON-RECALL sig-
nificantly enhances the AUC compared to ReCall
and outperforms all baseline methods.

5 Analysis

To further evaluate the effectiveness and practi-
cality of CON-RECALL, we conducted additional
analyses focusing on its robustness and adaptability
in real-world scenarios.

5.1 Robustness of CON-RECALL

As membership inference attacks gain prominence,
evaluating their robustness against potential eva-
sion techniques becomes crucial. Real-world data
may be altered due to preprocessing, language vari-
ations, or intentional obfuscation. Therefore, a
robust membership inference method should re-
main effective when faced with modified target
data. To assess CON-RECALL’S robustness, we
employ three text manipulation techniques. First,
Random Deletion, where we randomly remove
10%, 15%, and 20% of words from the original
text. Second, Synonym Substitution, replacing
10%, 15%, and 20% of words with their synonyms
using WordNet (Miller, 1994). Lastly, we leverage
the WikiMIA-paraphrased dataset (Zhang et al.,
2024), which offers ChatGPT-generated rephrased
versions of the original WikiMIA (Shi et al., 2024a)
texts while preserving their meaning.

We evaluate the effectiveness of baselines and
CON-RECALL after transforming texts using the
above techniques. Our experiments are conducted
using Pythia-6.9B (Biderman et al., 2023) and
LLaMA-30B (Touvron et al., 2023a) models on the
WikiMIA-32 (Shi et al., 2024a) dataset. Table 3
presents the AUC performance for each method
under various text manipulation scenarios. The re-
sults demonstrate that CON-RECALL consistently
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Figure 7: Ablation on the number of shots. CON-RECALL consistently outperforms all baseline methods by a

great margin on WikiMIA dataset.

outperforms baseline methods across all text ma-
nipulation techniques, maintaining its superior per-
formance even when faced with altered versions of
the target data. This robustness underscores CON-
RECALL’s effectiveness in real-world scenarios
where data may undergo various transformations.

5.2 Approximation of Members

In real-world scenarios, access to member data
may be limited or even impossible. Therefore, it
is crucial to develop methods that can approximate
member data effectively. Our approach to approx-
imating members is driven by two primary moti-
vations. First, large language models (LLMs) are
likely to retain information about significant events
that occurred before their knowledge cutoff date.
This retention suggests that LLMs have the poten-
tial to recall and replicate crucial aspects of such
events when prompted. Second, when presented
with incomplete information and tasked with its
completion, LLMs can effectively leverage their
internalized knowledge to generate contextually
appropriate continuations. These two motivations
underpin our method, where we first utilize an ex-
ternal LLM to enumerate major historical events.
We then truncate these events and prompt the tar-
get LLM to complete them, hypothesizing that the
generated content can serve as an effective approx-
imation of the original data within the training set.

To test this approach, we first employed GPT-
40 (OpenAl, 2024b) to generate descriptions of
seven major events that occurred before 2020 (the
knowledge cutoff date for the Pythia models). We
then truncated these descriptions and prompted the
target model to complete them. This method allows
us to simulate the generation of data resembling
the original members without directly accessing
the original training set. Details of the prompts
and the corresponding responses can be found in

Appendix C.

We evaluated this method using a fixed number
of seven shots for consistency with our previous
experiments. The results, summarized in Table 4,
demonstrate that even without prior knowledge of
actual member data, this approximation approach
yields competitive results, outperforming several
baseline methods.

This finding suggests that when direct access to
member data is not feasible, leveraging the model’s
own knowledge to generate member-like content
can be an effective alternative.

Method WikiMIA-32 WikiMIA-64 WikiMIA-128

Loss (Yeom et al., 2018) 63.7 60.3 65.3
Ref (Carlini et al., 2022) 63.9 60.4 65.3
Z1ib (Carlini et al., 2021) 64.4 61.6 67.2
Neighbor (Mattern et al., 2023) 65.8 63.2 67.5
Min-K% (Shi et al., 2024a) 66.1 64.6 69.6
Min-K%-++ (Zhang et al., 2024) 70.0 714 69.2
ReCall (Xie et al., 2024) 87.0 90.6 90.7
CON-RECALL (zero access) 87.5 91.8 91.2
CON-RECALL (partial access) 96.1 98.2 96.6

Table 4: AUC results on WikiMIA benchmark. Gray
rows are our method and bolded numbers are the best
performance within a column with underline indicating
the runner-up.

6 Conclusion

In this paper, we introduced CON-RECALL, a
novel contrastive decoding approach for detect-
ing pre-training data in large language models.
By leveraging both member and non-member
contexts, CON-RECALL significantly enhances
the distinction between member and non-member
data. Through extensive experiments on multiple
benchmarks, we demonstrated that CON-RECALL
achieves substantial improvements over existing
baselines, highlighting its effectiveness in detect-
ing pre-training data. Moreover, CON-RECALL
showed robustness against various text manipula-
tion techniques, including random deletion, syn-
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onym substitution, and paraphrasing, maintaining
superior performance and resilience to potential
evasion strategies. These results underscore CON-
RECALL’s potential as a powerful tool for address-
ing privacy and security concerns in large language
models, while also opening new avenues for future
research in this critical area.

Limitations

The efficacy of CON-RECALL is predicated on
gray-box access to the language model, permitting
its application to open-source models and those
providing token probabilities. However, this pre-
requisite constrains its utility in black-box scenar-
ios, such as API calls or online chat interfaces.
Furthermore, the performance of CON-RECALL
is contingent upon the selection of member and
non-member prefixes. The development of robust,
automated strategies for optimal prefix selection re-
mains an open research question. While our experi-
ments demonstrate a degree of resilience against ba-
sic text manipulations, the method’s robustness in
the face of more sophisticated adversarial evasion
techniques warrants further rigorous investigation.

Ethical Considerations

The primary objective in developing CON-
RECALL is to address privacy and security con-
cerns by advancing detection techniques for pre-
training data in large language models. However,
it is imperative to acknowledge the potential for
misuse by malicious actors who might exploit this
technology to reveal sensitive information. Conse-
quently, the deployment of CON-RECALL necessi-
tates meticulous consideration of ethical implica-
tions and the establishment of stringent safeguards.
Future work should focus on developing guidelines
for the responsible use of such techniques, balanc-
ing the benefits of enhanced model transparency
with the imperative of protecting individual privacy
and data security.
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A Datasets Statistics

Dataset Text Length

32 64 128
Total Samples 776 542 250
Non-member Ratio 50.1% 47.6% 44.4%
Member Ratio 499% 52.4% 55.6%

Table 5: WikiMIA Dataset Statistics. Showing total samples and ratios for different text lengths.

Subset ngram_7_0.2 ngram_13_0.8
wikipedia_(en) 2000 2000
github 536 2000
pile_cc 2000 2000
pubmed_central 982 2000
arxiv 1000 2000
dm_mathematics 178 2000
hackernews 1292 2000

Table 6: MIMIR Dataset Statistics. Showing total samples for each subset and split method. All subsets have an
equal 50% split between members and non-members.

B Additional Implementation Details

All models are obtained from Huggingface? and deployed with 4 NVIDIA RTX 3090 GPUs.

In our evaluation process, we carefully handled the data to ensure fair comparison across all methods.
The specifics of our data handling varied between the WikiMIA and MIMIR datasets:

For the WikiMIA dataset, we selected 7 samples each from the member and non-member sets to use as
prefixes. The number of shots was fixed at 7 for all experiments on this dataset.

For the MIMIR dataset, we removed 10 samples each from the member and non-member datasets to
create our prefix pool. Unlike WikiMIA, we varied the number of shots from 1 to 10 and reported the
best-performing configuration.

For both datasets, the samples used for prefixes were removed from the evaluation set for all methods,
including baselines, ensuring a fair comparison across different methods.

C Member Approximation Details

In this section, we detail our method for approximating member data when direct access to the original
training set is not feasible. Our approach involves two steps: first, using GPT-40 (OpenAl, 2024b) to
generate descriptions of significant events, and then using these partially truncated descriptions to prompt
our target model.

We begin by providing GPT-40 with the following prompt:

Prompt for GPT-40

Provide a concise overview of seven pivotal global events that occurred before 2020. Each event
should be described in under 32 words and presented in a narrative format without explicit headings.

GPT-40 generated the following response:

https://huggingface.co/
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https://huggingface.co/

Response from GPT-40

The world witnessed the fall of the Berlin Wall in 1989, symbolizing the end of the Cold War. The
9/11 attacks in 2001 reshaped global security dynamics. The 2008 financial crisis led to worldwide
economic instability. In 1945, World War II concluded, altering geopolitical landscapes. The
1969 Moon landing marked humanity’s leap into space. The 1979 Iranian Revolution transformed
Middle Eastern politics. The 1918 Spanish flu pandemic highlighted vulnerabilities in global
health.

We then truncated these responses to create partial prompts:
* The world witnessed the fall of the Berlin Wall in
* The 9/11 attacks in
» The 2008 financial crisis led to
e In 1945, World War II concluded,
* The 1969 Moon landing marked
* The 1979 Iranian Revolution transformed Middle Eastern

* The 1918 Spanish flu pandemic highlighted

These truncated texts were then used as prompts for our target model to complete, simulating the
generation of member-like content. To ensure consistency with our experimental setup, we set the
maximum number of new tokens (max_new_tokens) to match the length of the target text. For example,
when working with WikiMIA-32, max_new_tokens was set to 32.

D MIMIR Results
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D.1 MIRMIR 7-gram Results

Wikipedia Github Pile CC PubMed Central

Method 2.8B 6.9B 12B 2.8B 6.9B 12B 2.8B 6.9B 12B 2.8B 6.9B 12B

AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR
Loss 664 229 68.0 24.1 69.1 242 88.1 56.6 89.0 61.6 89.5 62.8 54.8 11.2 559 13.6 564 139 779 31.2 78.0 31.0 77.9 32.2
Ref 66.5 23.2 682 23.9 69.2 24.0 88.4 60.9 89.4 66.3 89.8 69.0 54.8 11.7 56.0 13.5 564 13.8 77.7 30.4 77.8 30.1 77.6 32.2
Zlib 63.3 199 652 20.8 66.4 224 90.7 71.7 91.4 74.0 91.8 75.6 53.6 12.1 54.7 13.6 55.0 142 769 299 77.1 28.7 77.0 29.7
Min-K% 66.6 22.3 684 244 69.7 255 88.1 554 89.1 59.7 89.7 63.2 54.9 10.6 56.3 12.1 56.5 13.8 78.6 33.9 79.0 33.1 79.0 33.7
Min-K%++ 65.7 21.1 69.2 23.1 71.1 26.2 857 54.7 86.2 55.8 87.6 58.9 54.5 109 56.5 11.1 56.9 12.1 684 20.2 70.1 252 704 229
ReCall 65.5 21.7 67.6 229 69.2 25.1 88.0 60.5 90.1 71.7 90.7 72.1 53.8 9.3 55.6 14.5 56.7 14.6 79.8 42.6 81.8 46.8 79.2 38.5
CON-RECALL 65.6 21.7 67.6 23.1 69.1 25.6 88.0 57.8 90.5 72.1 90.9 75.6 53.6 9.9 555 142 569 14.8 79.6 41.8 81.7 46.6 78.7 38.0

ArXiv DM Mathematics HackerNews Average

Method 2.8B 6.9B 12B 2.8B 6.9B 12B 2.8B 6.9B 12B 2.8B 6.9B 12B

AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR
Loss 78.0 34.1 79.0 36.7 79.5 36.1 91.3 58.2 91.4 582 913 59.5 60.6 11.0 61.3 11.9 62.1 14.3 739 32.2 74.7 339 75.1 34.7
Ref 78.0 34.5 79.1 36.1 79.5 36.7 89.8 41.8 89.9 43.0 89.7 41.8 60.6 11.0 61.3 11.9 62.2 14.5 73.7 30.5 745 32.1 749 33.1
Zlib 775 35.1 78.4 34.1 78.7 34.7 80.2 16.5 80.4 16.5 804 16.5 59.2 104 59.6 104 60.2 123 71.6 279 724 283 72.8 29.3
Min-K% 78.0 34.1 79.0 36.7 79.5 36.1 933 69.6 93.2 684 93.1 69.6 60.6 11.0 61.3 11.8 62.2 143 74.3 338 75.2 352 75.7 36.6
Min-K%-++ 66.7 16.7 69.4 17.8 70.7 19.0 77.4 304 75.1 27.8 764 228 583 85 59.7 85 612 83 68.1 232 69.5 24.2 70.6 24.3
ReCall 79.5 36.5 77.0 31.8 78.0 32.2 944 87.3 929 81.0 92.2 722 60.4 10.7 61.4 124 624 108 74.5 38.4 75.2 40.2 755 379
CON-RECALL 804 42.0 77.1 31.2 78.5 31.2 952 88.6 93.3 77.2 93.6 83.5 60.7 12.3 60.8 9.6 61.7 10.7 74.7 39.2 75.2 39.1 75.7 39.9

Table 7: AUC and TPR (TPR@5%FPR) results on the MIMIR benchmark in the 7-gram setting. Bolded
numbers indicate the best result within each column, with the runner-up underlined. Our method demonstrates
competitive performance across various datasets and model sizes, frequently achieving top or near-top results in

both AUC and TPR metrics.

D.2 MIMIR 13-gram Results

Wikipedia Github Pile CC PubMed Central

Method 2.8B 6.9B 12B 2.8B 6.9B 12B 2.8B 6.9B 12B 2.8B 6.9B 12B

AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR
Loss 519 46 529 51 536 52 714 334 73.1 385 74.1 402 50.2 49 50.8 49 512 52 499 42 506 45 513 5.1
Ref 52.0 49 530 6.0 537 58 70.5 256 719 26.6 72.5 272 502 5.1 50.8 5.1 512 54 499 43 507 4.1 514 438
Zlib 526 6.0 53.6 64 544 6.8 724 363 74.1 394 75.0 409 502 55 508 63 SI1.1 6.7 50.1 35 507 4.0 512 44
Min-K% 519 52 536 6.6 545 8.1 71.5 334 733 373 743 39.1 50.8 3.9 515 45 51.7 48 504 45 512 52 524 49
Min-K%++ 551 6.2 58.0 9.2 60.9 11.1 70.9 339 729 38.1 742 40.0 512 48 533 51 538 59 528 65 551 6.5 557 8.2
ReCall 525 34 547 49 553 53 714 341 745 424 75.0 419 502 43 51.8 53 518 6.0 515 42 525 52 534 39
CON-RECALL 52.5 34 54.8 53 556 53 71.7 35.1 74.5 423 750 421 523 64 533 7.5 524 57 518 49 525 54 533 42

ArXiv DM Mathematics HackerNews Average

Method 2.8B 6.9B 12B 2.8B 6.9B 12B 2.8B 6.9B 12B 2.8B 6.9B 12B

AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR AUC TPR
Loss 520 4.6 53.0 5.1 535 5.6 485 4.1 486 4.1 486 39 51.1 56 519 60 526 69 536 88 544 9.7 550 103
Ref 52.1 45 531 52 536 54 484 43 485 38 485 43 512 56 520 59 527 6.6 535 7.8 543 8.1 548 85
Zlib 514 4.1 523 45 527 47 481 4.6 481 44 481 45 508 58 512 57 516 58 537 94 544 10.1 549 10.5
Min-K% 52.6 42 537 45 547 52 49.6 45 498 44 498 52 524 59 535 63 546 6.6 542 88 552 9.8 56.0 10.6
Min-K%++ 53.8 63 551 7.9 579 82 519 57 519 64 521 6.8 525 45 544 65 565 49 555 9.7 572 114 58.7 12.2
ReCall 529 64 557 81 566 88 495 3.8 499 3.7 495 39 527 59 548 55 554 7.0 544 89 563 10.7 56.7 11.0
CON-RECALL 529 6.0 557 7.5 56.7 85 509 35 505 54 515 46 528 68 54.7 5.1 554 6.6 550 94 56.6 11.2 57.1 11.0

Table 8: AUC and TPR (TPR@5%FPR) results on the MIMIR benchmark in the 13-gram setting. Bolded
numbers indicate the best result within each column, with the runner-up underlined. Our method demonstrates
strong performance across various datasets and model sizes, frequently achieving top-tier results in both AUC and
TPR metrics, with particular strength in larger model sizes and specific datasets.
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