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Abstract

Open-Domain Question Answering (ODQA)
systems often struggle with the quality of re-
trieved passages, which may contain conflict-
ing information and be misaligned with the
reader’s needs. Existing retrieval methods aim
to gather relevant passages, but often fail to
prioritize consistent and useful information for
the reader. In this paper, we introduce a novel
Reader-Centered Passage Selection (R-CPS)
method, which enhances the performance of
the retrieve-then-read pipeline by re-ranking
and clustering passages from the reader’s per-
spective. Our method re-ranks passages based
on the reader’s prediction probability distribu-
tion and clusters passages according to the pre-
dicted answers, prioritizing more useful and
relevant passages to the top and reducing in-
consistent information. Experiments on ODQA
datasets demonstrate the effectiveness of our
approach in improving the quality of evidence
passages under zero-shot settings.

1 Introduction

Open-Domain Question Answering (ODQA)
(Chen et al., 2017; Voorhees and Tice, 2000; Izac-
ard and Grave, 2021b), which aims to answer ques-
tions without providing specific background doc-
uments, has long been a challenging task in the
field of natural language understanding (Moldovan
et al., 2000; Brill et al., 2002). Currently, open-
domain question answering systems typically em-
ploy a retrieve-then-read pipeline (Lee et al., 2019;
Karpukhin et al., 2020; Lewis et al., 2020), which
first retrieves a handful of relevant evidence pas-
sages from external corpus for knowledge augmen-
tation, and then predicts an answer conditioned on
the retrieved passages.

Despite its widespread adoption, the retrieve-
then-read framework faces several challenges that
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Figure 1: An example illustrates the inconsistent evi-
dence in retrieved passages, where passages containing
the golden answer are shown in green. Inconsistent in-
formation hinders the reader’s ability to identify the cor-
rect answer. Clustering passages based on the answers
they point to helps to reduce inconsistent information.

hinder its effectiveness. One of the primary is-
sues is the inconsistent evidence in the retrieved
passages. Retrieved passages often contain dis-
tracting or mutually conflicting information that
points to different candidate answers (Shao and
Huang, 2022; Cuconasu et al., 2024). This in-
consistency creates a critical problem during the
question-answering process, as the reader relies on
synthesizing evidence from multiple passages to
identify the correct answer and is highly sensitive
to irrelevant content. By introducing noise and
diverting attention from the correct information,
related passages that do not contain the answer can
significantly reduce the accuracy of the reader (Shi
et al., 2023; Wang et al., 2023; Cuconasu et al.,
2024). Therefore, distracting and mutually conflict-
ing information in context can seriously hinder the
reader’s ability to generate correct responses. As
shown in Figure 1, retrieved passages are highly rel-
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evant to the question but point to different answers
“19577, “June 1958 and “1986”. The presence of
conflicting information prevents the reader from
focusing on the correct answer, even if a golden
passage containing the correct answer “1957” is
among the retrieved set.

Secondly, there is a notable divergence between
the preferences of the retrieval system and reader.
Constrained by memory limitations, the reader can
only process a limited number of passages at a time.
However, current retrieval systems often rank pas-
sages relying on similarity-based metrics, which
do not always align with the reader’s requirements
for accurate question answering (Jiang et al., 2023;
Ke et al., 2024; Gan et al., 2024). As a result, these
passages might not be utilized effectively and could
even mislead the reader into predicting incorrect an-
swers. Furthermore, valuable evidence in discarded
passages, which have been deemed irrelevant by
retrieval systems due to low similarity scores, re-
mains inaccessible to the reader. This preference
divergence prevents the reader from accessing and
leveraging the most helpful passages for accurate
question answering.

To address the inconsistent evidence and prefer-
ence divergence problems in open-domain question
answering scenarios, this paper proposes a Reader-
Centered Passage Selection (R-CPS) method to
align the retrieval process with the reader’s needs.
Specifically, we first instruct the reader to extract
the answer entity from each passage to answer the
given question. The reader’s predictions are con-
sidered as a reader-centered perspective on the pas-
sage, which is then used to re-rank and cluster rel-
evant and consistent passages for the reader. For re-
ranking, we use the reader’s prediction probability
distribution as a relevance metric. This relevance
metric reflects the informativeness and usability of
the passage, allowing us to identify and discard
passages that are irrelevant or insufficiently infor-
mative to the reader. Furthermore, by reordering
retrieved passages based on their informativeness
and usability, passages that are more relevant and
useful to the reader are prioritized. This re-ranking
method effectively bridges the preference diver-
gence between the retrieval system and the reader.
For passage clustering, by treating the predicted
answers as passage labels, we group together pas-
sages that point to similar answers. Based on the
relevance scores of passages within the cluster, we
select contextually consistent passages from the
top-ranked clusters for the reader. This method

effectively reduces the presence of conflicting in-
formation, mitigating the influence of inconsistent
passages that could confuse the reader.

Overall, our main contributions can be summa-
rized as follows:

* To tackle the inconsistent evidence and prefer-
ence divergence problems in ODQA scenarios,
we introduce Reader-Centered Passage Selec-
tion to enhance the usability and consistency
of evidence passages for the reader.

* We develop the Reader-Centered Passage Re-
ranking (RCPR) method, which discards irrel-
evant passages and prioritizes passages that
are more relevant and useful for the reader.

* We design the Reader-Centered Passage Clus-
tering (RCPC) method, which provides the
reader with contextually consistent passages,
mitigating the influence of inconsistent infor-
mation that could confuse the reader.

2 Background: the Retrieve-then-Read
Framework

Recently, ODQA systems typically employ a
retrieve-then-read framework (Asai et al., 2023;
Chuang et al., 2023; Mallen et al., 2023; Shi et al.,
2024), which consists of two main components:
a retriever and a reader. The retriever is used to
identify relevant passages from a corpus such as
Wikipedia (Chen et al., 2017; Izacard and Grave,
2021b) or web pages (Nakano et al., 2021; Lazari-
dou et al., 2022). Then, a reader is used to answer
the question based on the retrieved passages.

Formally, this pipeline operates through a two-
step process. Initially, given a question ¢, the
retriever first selects a fixed number of passages
D =d,,ds,...,d, from a large knowledge source
C via a predefined similarity metric M. The top-N
retrieved passages are then processed by the reader,
along with the question ¢, to generate an answer
a. In summary, the retrieve-then-read pipeline can
be represented as p(alq) = Y, p(al|d;, q)p(dilq),
marginalizing over all possible passages. In prac-
tice, the k highest ranked passages are used to
approximate the sum over d, yielding p(a|q) =
iy plaldi, )p(dilg)-

While the retrieve-then-read frameworks demon-
strate remarkable performance on the ODQA task
(Izacard and Grave, 2021a; Cheng et al., 2021; Ma
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» | Extract the answer entity from the passage to answer the following question. Output Predict
,/ ‘unknown’ as the answer if there is no relevant information in the document.

Top-N Retrieved Passages

Toyota Motor Sales, USA: ...1957,
Toyota opened its first United States
office in a former Rambler/Ford
dealership, at 6000", "title": "Toyota
Motor Sales, USA...

Toyota Motor Sales, USA: ...Toyota's
first export to the United States began
with 30 Crown Deluxe's in June 1958
after establishing Toyota Motor Sales
USA the previous October....

Toyota Motor Manufacturing Kentucky:

...TMMK was established in 1986 (the
first owned Toyota manufacturing plant
inthe U.S))...

Torrance, California: ... Toyota opened
its first overseas office in Hollywood in
1957, and sold 257 cars in the U.S....

o>

o>

Predicted Answer  Prob.

1957 0.814

Unknown 0.073
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1986 0.522

Pred. Answer: 1957

Relevance Score: 0.927 (1-0.073)
Content: Toyota Motor Sales,
USA: 1957, Toyota opened its
first United States office ...

B

Pred. Answer: 1986

Relevance Score: 0.832 (1-0.168)

Content: Toyota Motor
ing Kentucky: TMMK

Unknown 0.168

was established ...

1957 0.674

Unknown 0.113

Pred. Answer: 1957

Relevance Score: 0.887 (1-0.113)
Content: Torrance, California:
Toyota opened its first overseas
office in Hollywood ..

Re-rank

Cluster

Pred. Answer: 1957
Relevance Score: 0.927
Content: Toyota Motor Sales,
USA: 1957, Toyota opened
its first United States ..

Pred. Answer: 1957
Relevance Score: 0.927
Content: Toyota Motor Sales,
USA: 1957, Toyota opened
its first United States ...

Pred. Answer: 1957
Relevance Score: 0.887
Content: Torrance, California:
Toyota opened its first
overseas office ...

Pred. Answer: 1957
Relevance Score: 0.887
Content: Torrance, California:
Toyota opened its first
overseas office ...

Pred. Answer: 1986
Relevance Score: 0.832
Content: ~ Toyota  Motor
Manufacturing Kentucky:
TMMK was i

Pred. Answer: 1957
Relevance Score: 0.651
Content: History of Toyota:
In 1957, the Crown became
the first ..

Pred. Answer: 1957
Relevance Score: 0.651
Content: History of Toyota:
In 1957, the Crown became
the first ...

=

l@ Reader

Figure 2: Overall architecture of the Reader-Centered Passage Selection method.

et al., 2022), the quality of retrieved passages re-
mains a significant hindrance to their effectiveness.
Ke et al. (2024) highlight the gap between retriev-
ing human-friendly information and assembling a
reader-friendly context. Additionally, recent work
has demonstrated that similar but spurious passages
can confuse the reader, leading to incorrect pre-
dictions (Shao and Huang, 2022; Cuconasu et al.,
2024; Gan et al., 2024).

3 Reader-Centered Passage Selection

To enhance the usability and consistency of re-
trieved passages in ODQA scenarios, we pro-
pose a Reader-Centered Passage Selection (R-CPS)
method. This method focuses on re-ranking and
clustering retrieved passages to select helpful and
consistent ones for the reader. Figure 2 illustrates
the overall pipeline of our framework. Initially, as
described in Section 3.1, the reader is instructed
to extract the answer entity from each passage.
The prediction results are considered as a reader-
centered perspective on the passage. Using the
prediction probability distribution as a relevance
metric, we propose a Render-Centered Passage Re-
rank (RCPR) method in Section 3.2 to re-rank re-
trieved passages based on their informativeness
and usability. By clustering passages according to
the candidate answers they point to, we propose a
Render-Centered Passage Cluster (RCPC) method
in Section 3.3 to reduce the presence of conflicting
information that could confuse the reader.

3.1 Answer Prediction

To reduce the number of useless and mutually in-
consistent passages fed to the reader, it is crucial

to first assess the usefulness of each passage in
helping the reader to answer the question, and to
identify which answers they point to. Therefore,
we first prompt the reader to identify and extract
potential answer entities from each passage. These
prediction results form the basis for the subsequent
re-ranking and clustering processes.

As shown in Figure 2, we prompt the reader to
extract the answer entity from the given passage,
with the option to respond “unknown’ if the pas-
sage is irrelevant or unhelpful. We use the follow-
ing instruction to prompt the reader:

Extract the answer entity from the passage
to answer the following question. Output
“unknown” as the answer if there is no rele-
vant information in the passage.
[Demonstration]

Passage: [Passage]

Question: [Question]

In [Demonstration], we provide a positive exam-
ple that outputs the golden answer and a negative
example that outputs “unknown”. These examples
are used to standardize the reader’s output format,
guiding the reader to directly output “unknown” or
the answer entity.

We collect the reader’s output probability distri-
bution, specifically focusing on the extracted an-
swer entities and the probability that the reader
outputs “unknown”. This information is retained
for each passage and forms the basis for the subse-
quent re-ranking and clustering processes.
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Figure 3: Illustration of the Reader-Centered Passage Clustering method. We first cluster passages that point to
similar answers together, and then score the relevance of the cluster based on the relevance scores of the passages

within the cluster.

3.2 Reader-Centered Passage Re-ranking

Current retrieval systems often select passages
based on their similarity to the question, overlook-
ing their usability to the reader. To mitigate the pref-
erence divergence problem between the retrieval
system and the reader, our Reader-Centered Pas-
sage Re-ranking method uses the reader’s predic-
tion probability distribution to prioritize passages
that are relevant and helpful to the reader. Specifi-
cally, we estimate the usefulness and relevance of a
passage to the given question through the probabil-
ity that the reader does not predict “unknown”, i.e.,
1 — p(unknown|q, d;). This metric indicates the
reader’s confidence in providing an answer based
on the given passage and reflects the usefulness and
informativeness of the passage.

This relevance metric helps us discard passages
that are irrelevant or insufficiently informative and
prioritize passages with high usability. This ap-
proach aligns the re-ranking process more closely
with the needs of the reader, thereby enhancing the
question answering performance.

3.3 Reader-Centered Passage Clustering

Retrieved passages often contain distracting or mu-
tually conflicting information pointing to different
candidate answers, which can confuse the reader.
To further ensure consistency, we cluster together
passages based on the answers they point to, and se-

lect contextually consistent passages for the reader
from the most relevant clusters. As illustrated in
Figure 3, the Reader-Centered Passage Clustering
method consists of two steps: passage clustering
and cluster scoring.

For passage clustering, as illustrated in Figure 3,
we treat the predicted answers as passage labels
and group passages that point to similar answers
together. We start with the top 1 passage and pro-
ceed through the top N passages. For each passage,
we check whether the answer it points to overlaps
with the labels of existing clusters. If there is an
overlap, the passage is added to the corresponding
cluster(s). If there is no overlap, a new cluster is
created, using the answer this passage points to as
the cluster label.

To select consistent passages from these clus-
ters to form the input context, the straightforward
approaches would be to select passages from the
cluster with the most passages or from the cluster
containing the highest ranked passage. However,
these methods are unstable and easily influenced by
noisy passages. To ensure robust performance, we
draw inspiration from the Cumulative Gain metric
in information retrieval evaluation and propose to
reflect the relevance of a cluster by accumulating
the relevance scores of the passages within the clus-
ter. Specifically, we first compute the relevance
score rel(ranky;) for each passage d; based on
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NQ WebQ TriviaQA

BM25 Contriever DPR | BM25 Contriever DPR | BM25 Contriever DPR

\ Basic Pipeline \ 214 23.8 33.8 \ 16.3 17.8 21.8 \ 50.4 46.4 52.0
*Rerank-then-Read

UPR 28.1 29.5 33.7 19.6 21.2 21.7 55.0 53.2 56.0

Top-25 RCPR 25.8 28.1 352 20.2 20.9 22.6 52.2 50.2 53.1
Retrieved *Cluster-then-Read

Passages | g_cps (Exponential) | 29.3 31.9 37.4 22.3 224 23.3 57.6 54.9 58.1

R-CPS (Piecewise) 29.1 31.8 37.1 225 222 23.1 57.3 54.5 57.9
*Rerank-then-Read

UPR 29.1 31.3 33.7 21.0 21.9 224 56.5 54.9 56.9

Top-50 | RCPR 28.0 30.2 35.2 21.5 22.5 22.9 53.8 52.4 54.1
Retrieved *Cluster-then-Read

Passages | R_CPS (Exponential) | 31.1 33.8 373 | 228 23.8 239 | 582 561 57.8

R-CPS (Piecewise) 31.0 33.7 37.4 22.8 23.9 23.9 58.0 554 57.6

| Improvement | +9.7  +10.0 +3.6 | +6.5 +6.1 +2.1 | +7.8 +9.7 +6.1

Table 1: EM scores of three groups of zero-shot pipelines on ODQA benchmarks based on Qwen2-7B-Instruct.

its ranking position rankg;. Then, we sum these
scores for all passages in a cluster C'; to obtain the
cluster’s relevance score score;:

scorej = Zrel(r(mkdi), d; € C; (D

In our experiments, we explored two methods for
calculating the relevance score based on the pas-
sage’s ranking position, both of which proved ef-
fective on the development set of Natural Question
(Kwiatkowski et al., 2019). The first method uses
an exponential function to assign a continuously
decreasing relevance score as the rank increases:

2

The second method employs a piecewise function
to coarsely divide the relevance of retrieved pas-
sages based on their rank intervals:

rel(rankq;) = e~ 1/25xrankq;

6, rankg <3
3 < rankg <10
1, 10 < rankg < 20

3

rel(rankg;) = < 3,

After calculating the clusters’ relevance scores,
we select top-k passages from the top-ranked clus-
ters for the reader. This approach ensures that the
reader receives a more consistent and reliable set of
evidence, thereby improving the reader’s ability to
accurately identify and extract the correct answer.

4 Experiments

4.1 Experiment Setup

Dataset. We conduct extensive experiments on
three open-domain question answering datasets, in-
cluding Natural Question (NQ) (Kwiatkowski et al.,

2019), TriviaQA (Joshi et al., 2017) and WebQues-
tions (WebQ) (Berant et al., 2013). We employ
the same splits as previous approaches (Karpukhin
et al., 2020; Izacard and Grave, 2021b). We use
exact match (EM) scores for evaluation, and follow
the same normalization process utilized in previous
work (Karpukhin et al., 2020; Chen et al., 2017;
Lee et al., 2019).

Implementation. Our work primarily focuses on
the selection of retrieved passages for the reader,
independent of the retrieval process. We choose
Vicuna-13B-v1.5 (Chiang et al., 2023) and Qwen2-
7B-Instruct (Yang et al., 2024) as the reader and
use beam search with the beam number set to
5. For simplicity and reproducibility, we use the
top-1000 retrieved passages provided by Sachan
et al. (2022) as the retrieval results. These pas-
sages include retrieval results from representative
dense retrievers Contriever (Izacard et al., 2021)
and DPR (Karpukhin et al., 2020), as well as the
sparse retriever BM25 (Robertson and Zaragoza,
2009). The evidence passages are sourced from a
pre-processed English Wikipedia dump dated De-
cember 20, 2018. Each Wikipedia article is split
into non-overlapping 100-word passages.
Baselines. We compare three groups of zero-shot
retrieve-then-read pipelines to evaluate their per-
formance on the ODQA task: (1)Basic Retrieve-
then-Read Pipeline (Basic Pipeline). The top-5
retrieved passages are concatenated with the ques-
tion as the reader’s input. (2) Rerank-then-Read
pipeline. We incorporate two re-ranking methods
to re-rank more relevant passages to the top, in-
cluding: (i) UPR: Unsupervised Passage Re-ranker
(Sachan et al., 2022), which re-ranks the retrieved
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NQ

BM25 Contriever DPR

WebQ
BM25 Contriever DPR

TriviaQA
BM25 Contriever DPR

| Basic Pipeline | 249 265 355 | 178 197 212 | 539 514 554
*Rerank-then-Read

UPR 279 298 350 | 202 213 211 | 569 555 576

Top-25 | RCPR 288  31.1 358 | 207 223 224 | 572 556 578
I;etrleved *Cluster-then-Read

assages | R-CPS (Exponential) | 293  31.6 354 | 207 224 232 | 576 555 579

R-CPS (Piecewise) 29.1 311 365 | 213 225 237 | 578 559 581
*Rerank-then-Read

UPR 285 308 342 | 207 219 214 | 573 565 581

Top-50 | RCPR 299 324 359 | 209 232 227 | 580 567 581
llinetrleved *Cluster-then-Read

assages | R-CPS (Exponential) | 30.8 327 358 | 21.0 232 230 | 585 563 582

R-CPS (Piecewise) 299 325 366 | 21.6 241 237 | 588 568  58.1

| Improvement | +5.9 +6.2 411 | +3.8 +4.4 425 | +49 +5.4  +2.8

Table 2: EM scores of three groups of zero-shot pipelines on ODQA benchmarks based on Vicuna-13B-v1.5.

passages based on the prediction likelihood of the
input question conditioned on a passage, and (ii)
RCPR: Reader-Centered Passage Re-ranking. (3)
Cluster-then-Read pipeline. We consider two clus-
ter relevance calculation methods, which select
5 passages from: (i) R-CPS (Exponential): top-
ranked clusters based on the exponential relevance
cumulative gain metric, and (ii) R-CPS (Piecewise):
top-ranked clusters based on the piecewise rele-
vance cumulative gain metric.

4.2 Overall Results

In this section, we systematically investigate the
performance of three groups of zero-shot retrieve-
then-read pipelines using the same set of retrieved
passages. Specifically, each retrieve-then-read
pipeline selects 5 passages from top-25 or top-
50 retrieved passages to provide evidence to the
reader. Table 1 illustrates the results using Qwen?2-
7B-Instruct as the base model and Table 2 shows
the results using Vicuna-13B-v1.5. By analyzing
the experimental results, we find that:

(1) Reader-Centered Passage Selection (R-CPS)
effectively enhances the overall performance by
aligning the retrieval process with the reader’s
needs. As demonstrated in Table 1 and Table 2, our
proposed Cluster-then-Read pipelines consistently
outperform the Basic Pipeline across different set-
tings. In particular, when applied to passages re-
trieved by BM25 and Contriever, our method shows
significant improvements of up to 10 points on EM
scores. This notable enhancement highlights the
effectiveness of our method in selecting the rele-
vant and helpful passages for the reader to correctly

identify and extract the answer.

(2)Reader-Centered Passage Re-ranking (RCPR)
effectively prioritizes passages that are highly rele-
vant and helpful for the reader. As demonstrated
in Table 1 and Table 2, RCPR achieves notably
better performance compared to Basic Pipeline on
all ODQA datasets. Specifically, when employing
Vicuna-13B-v1.5 as the base model, our proposed
RCPR method outperforms UPR across different
settings. This improvement highlights the impor-
tance of re-ranking passages from the reader’s per-
spective. By aligning the re-ranking process with
the reader’s needs, the RCPR method ensures that
the selected passages are not only more relevant
but also more informative and useful for the reader,
thereby enhancing the reader’s ability to correctly
predict the answer.

(3)Reader-Centered Passage Clustering (RCPC)
can further improve the quality of evidence pas-
sages by reducing the inconsistent information.
When comparing Cluster-then-Read pipelines with
Rerank-then-Read pipelines, we can observe that
our proposed R-CPS method further enhances the
performance of RCPR across all datasets. These ob-
servations confirm the effectiveness of the Reader-
Centered Passage Clustering method, which pro-
vides more consistent passages with less conflicting
and distracting information. Additionally, scoring
passage clusters based on either the exponential
or the piecewise relevance cumulative gain met-
ric both yield notable performance improvements.
This indicates that reflecting the relevance of a clus-
ter by accumulating the relevance scores of the pas-
sages within the cluster is a promising method for
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NQ WebQ TriviaQA
BM25 Contriever DPR | BM25 Contriever DPR | BM25 Contriever DPR
| | UPR | 322 336 343 | 220 225 230 | 578 590 593
RCPR + UPR 358 370 363 | 227 234 237 | 610 610 612
Top-25 | R-CPS (Exp) + UPR | 367 382 386 | 243 251 242 | 630 624 634
R-CPS (Pie.) + UPR | 369  37.8 386 | 246 252 244 | 631 626 635
UPR RCPR + UPR 362 373 366 | 222 234 237 | 614 612 614
Top-50 | R-CPS (Exp) +UPR | 372 385 381 | 245 257 246 | 636 626 633
R-CPS (Pie) + UPR | 37.7 387 381 | 247 262 247 | 638 629 635
| | Improvement | +5.5 +51 +4.3 | 427 +3.7 417 | +6.0 +3.9 442
| | BGE | 335 283 247 | 226 219 217 | 587 564 572
RCPR + BGE 365 342 311 | 235 237 237 | 6.1 606 596
Top-25 | R-CPS (Exp) +BGE | 370 351 314 | 250 258 247 | 629 614 615
R-CPS (Pie.) + BGE | 373 350 319 | 249 257 249 | 630 615 617
BGE RCPR + BGE 373 353 332 | 237 239 246 | 613 613  60.1
Top-50 | R-CPS (Exp) +BGE | 375 370 339 | 247 260 254 | 629 615 619
R-CPS (Pie.) + BGE | 377 368 343 | 250 259 257 | 632 618 620
‘ ‘ Improvement ‘ +4.2 +8.7 +9.6 ‘ +2.4 +4.1 +4.0 ‘ +4.5 +5.4 +4.8

Table 3: EM scores of integrating our proposed method with UPR or BGE on Top-{25, 50} re-ranked passages
using Qwen2-7B-Instruct as the base model. R-CPS (Exp.) and R-CPS (Pie.) represent R-CPS (Exponential) and

R-CPS (Piecewise), respectively.

selecting suitable passage clusters.

4.3 Integrated with Re-rankers

To improve the quality of retrieved passages, an
effective method is to use re-rankers to re-rank
more relevant passages to the top (Min et al., 2021;
Sachan et al., 2022). Note that existing re-ranking
approaches primarily rely on similarity-based met-
rics; our proposed RCPR re-ranking method, which
prioritizes passages with high usability, comple-
ments these similarity-based re-ranking approaches.
It’s expected that simultaneously considering both
the passage’s usefulness and its similarity to the
question will further improve the passage ranking
performance.

In this section, we aim to explore whether exist-
ing re-ranking methods can sufficiently mitigate the
influence of inconsistent evidence and preference
divergence, as well as to evaluate the effectiveness
of integrating our proposed method with current
re-rankers. Specifically, we combine the re-ranking
results of our Reader-Centered Passage Re-ranking
(RCPR) method with those of popular re-ranking
methods UPR and BGE. Based on the integrated re-
ranking results, we apply Reader-Centered Passage
Clustering (RCPC) to provide consistent evidence
passages. UPR uses the same base model as the
reader, while we use the BAAI/bge-reranker-large
model for BGE re-ranking.

Initially, we re-rank 1000 retrieved passages us-

ing UPR or BGE, respectively. Then, we apply
the Reader-Centered Passage Re-ranking methods
to the top-{25, 50} re-ranked passages, and em-
ploy the standard Reciprocal Rank Fusion (RRF)
approach to combine the re-ranking results of our
RCPR method with those of UPR or BGE. The
goal of RRF is to give more importance to items
that are ranked higher in multiple lists. Based on
the RRF combined re-ranking passages, we cluster
passages pointing to similar answers together and
select passages from the top-ranked clusters for the
reader. Table 3 shows the QA performance of the
above retrieve-then-read pipelines using Qwen2-
7B-Instruct as the base model, and we present
the performance based on Vicuna-13B-v1.5 in Ap-
pendix A. Experimental results show that:

(1) Integrating our proposed method with ex-
isting re-rankers UPR and BGE significantly im-
proves the overall performance across various set-
tings. These results demonstrate that relying solely
on similarity-based metrics to select relevant pas-
sages is insufficient to address inconsistent evi-
dence and preference divergence problems. Instead,
the simultaneous consideration of both the useful-
ness of the passage and its similarity to the given
question proves to be a promising approach to fur-
ther improve the quality of evidence passages.

(2) Consistent with the trends observed in Ta-
ble 1 and Table 2, applying RCPR improves perfor-
mance through re-ranking more useful and relevant
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passages to the top, and RCPC further enhances
RCPR by providing more consistent passages with
less conflicting information.

(3) Re-ranking and clustering from just 25 pas-

sages achieves performance similar to that obtained
on 50 passages. This indicates that current re-
ranking methods are effective in assigning assign
higher ranks to highly relevant passages. However,
an additional step is needed to select the most in-
formative and useful passages from the reader’s
perspective to further enhance the quality of the
retrieved passages.
Efficiency when integrated with UPR. UPR com-
putes the relevance score based on the probability
of generating the question given the passage text,
while our method is based on the probability of pre-
dicting “unknown” given the question-passage pair.
Combining these two complementary methods can
effectively and efficiently improve the quality of
retrieved passages without notable additional time
or resource costs. Specifically, after generating the
given question based on the passage (as done in
UPR), one can further predict the answer based on
the passage and question to obtain the probability
of predicting “unknown” for applying RCPR. In
this process, the question and passage are reused
from the UPR step, adding only a minimal addi-
tional inference cost while providing significant
performance improvements, as demonstrated in Ta-
ble 3 and Appendix A.

4.4 Passage Quality Analysis

In this section, we explore the effectiveness of our
method in improving the quality of evidence pas-
sages through two main aspects: (1) whether our
Reader-Centered Passage Re-ranking method re-
ranks more useful and relevant passages to the top,
and (2) whether our Reader-Centered Passage Clus-
tering method effectively reduces conflicting pas-
sages that point to different answers.

To investigate these aspects, we compare
pipelines with and without applying our method on
the top-25/50 passages from: (1) retrieved passages
(Base), (2) re-ranked passages with UPR on 1000
retrieved passages, and (3) re-ranked passages with
BGE on 1000 retrieved passages. Using Vicuna-
13B-v1.5 as the base model, Figure 4 displays the
top-5 retrieval accuracy with and without apply-
ing RCPR, while Figure 5 illustrates the average
number of different answers that the top-5 passages
point to with and without applying RCPC. Results
on all three datasets based on Vicuna-13B-v1.5 and

WebQ TriviaQA
BM25
Base Contriever

DPR

BM25
UPR Contriever
DPR

BM25
BGE Contriever
DPR
30 40 50 60 70 50 60 70 80
w RCPR (25 Passages) w/o RCPR

Figure 4: Top-5 retrieval accuracy with and without
applying RCPR on WebQ and TriviaQA datasets.

WebQ TriviaQA
BM25
Base Contriever

DPR

BM25
UPR Contriever
DPR

BM25
BGE Contriever
DPR
1.00 1.25 1.50 1.75 2.00 2.25 2.50 1.0 1.2 1.4 16 18 2.0
w/o R-CPS w R-CPS (25 Passages) W w R-CPS (50 Passages)

Figure 5: Average number of different answers that
the top-5 passages point to with and without applying
RCPC on WebQ and TriviaQA datasets.

Qwen2-7B-Instruct are presented in Appendix B.
Figure 4 demonstrates that applying RCPR to
the retrieve-then-read pipeline leads to improved
retrieval accuracy across various settings by effec-
tively prioritizing passages that contain the correct
answers. As illustrated in Figure 5, using RCPC
to cluster passages based on predicted answers ef-
fectively reduces the average number of different
answers among the top-ranked passages, indicating
a decrease in conflicting information. Furthermore,
applying R-CPS to a larger set of 50 evidence pas-
sages further minimizes the presence of distracting
passages compared to applying R-CPS to only 25
evidence passages. This improvement is due to
the increased evidence available for better cluster
selection. These findings confirm the effectiveness
of our proposed method in enhancing the quality
of evidence passages, which provides more rele-
vant and consistent information to the reader and
ultimately improves overall performance.

5 Conclusion

We introduced the Reader-Centered Passage Selec-
tion (R-CPS) method to align the retrieval process
with the reader’s needs. By leveraging the reader’s
prediction probability distribution for re-ranking,
R-CPS prioritizes passages that are more useful and
relevant to the reader. By clustering passages based
on predicted answers, R-CPS reduces the presence

1007



of conflicting information that could confuse the
reader. Experimental results on ODQA datasets
under zero-shot settings demonstrate the effective-
ness of our method, showcasing its capability to
mitigate the inconsistent evidence and preference
divergence problems in ODQA scenarios.

6 Limitations

Limited Exploration of Passage Clustering
Methods: To collect contextually consistent pas-
sages, our approach relied on basic clustering tech-
niques. Our current approach, although straightfor-
ward and simple, has demonstrated overall perfor-
mance improvements across various settings, indi-
cating its effectiveness and potential. Future work
could further enhance the overall performance by
incorporating more advanced passage clustering
techniques, such as merging similar clusters and
updating cluster labels dynamically. Additionally,
more flexible and task-specific methods for com-
puting cluster relevance could be explored to better
meet different requirements.

Limited Exploration of Diverse Question An-
swering Tasks: Our experiments primarily focus
on short-form QA tasks, leaving the applicability
of our approach to other QA tasks underexplored.
However, our method can be adapted to broader
QA scenarios with minimal modifications. For
instance, the Answer Prediction stage could be ad-
justed to accommodate different task requirements.
Instead of instructing the reader to “extract the an-
swer entity from the passage” we can guide the
reader to “provide core keywords to summarize
useful information in this passage”. Similarly, the
reader is expected to respond “unknown’ if the
passage is irrelevant or unhelpful. By collecting
these keywords along with the probability of the
reader responding “unknown”, we can effectively
integrate this information into the subsequent re-
ranking and clustering processes.
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A Integrated with Re-rankers based on
Vicuna-13B-v1.5

The end-to-end QA performance of integrating our
Reader-Centered Passage Selection method with
UPR and BGE, using Vicuna-13B-v1.5 as the base
model, is shown in Table 4. UPR uses the same
base model Vicuna-13B-v1.5 as the reader, while
we utilize the BAAI/bge-reranker-large model for
BGE re-ranking.

Consistent with the trends observed in Table 3,
integrating our proposed method with re-rankers
that rely on similarity-based metrics can further
improve the end-to-end QA performance across
various settings and datasets, highlighting the po-
tential of our approach.

B Passage Quality Analysis

To explore the effectiveness of our method in im-
proving retrieval accuracy and reducing conflicting
passages, we analyze the quality of the top-5 pas-
sages with and without employing our proposed
R-CPS method.

Figure 6 and Figure 8 display the top-5 retrieval
accuracy with and without applying RCPR based
on Qwen2-7B-Instruct and Vicuna-13B-v1.5, re-
spectively. Figure 7 and Figure 9 illustrate the
average number of different answers that the top-5
passages point to with and without applying RCPC
using Qwen2-7B-Instruct and Vicuna-13B-v1.5, re-
spectively. Experimental results demonstrate that
our proposed method can effectively prioritize pas-
sages containing golden answers and reduce con-
flicting information.

1010


https://doi.org/10.1561/1500000019
https://doi.org/10.1561/1500000019
https://doi.org/10.18653/v1/2022.emnlp-main.249
https://doi.org/10.18653/v1/2022.emnlp-main.249
https://doi.org/10.18653/v1/2022.acl-long.128
https://doi.org/10.18653/v1/2022.acl-long.128
https://doi.org/10.18653/v1/2022.acl-long.128
https://api.semanticscholar.org/CorpusID:256459776
https://api.semanticscholar.org/CorpusID:256459776
https://doi.org/10.18653/v1/2024.naacl-long.463
https://doi.org/10.18653/v1/2024.naacl-long.463
http://www.lrec-conf.org/proceedings/lrec2000/pdf/26.pdf
http://www.lrec-conf.org/proceedings/lrec2000/pdf/26.pdf
https://api.semanticscholar.org/CorpusID:265157538
https://api.semanticscholar.org/CorpusID:265157538
https://arxiv.org/abs/2407.10671
https://arxiv.org/abs/2407.10671

WebQ TriviaQA NQ

BM25 BM25

Base Contriever Contriever
DPR DPR

BM25 BM25

UPR Contriever Contriever
DPR DPR

BM25 BM25

BGE Contriever Contriever
DPR DPR

30 40 50 60 70 50 60 70 80 30 40 50 60 70

w RCPR (25 Passages)

w/o RCPR

Figure 6: Top-5 retrieval accuracy with and without applying RCPR using Qwen2-7B-Instruct as the base model.
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Figure 7: Average number of different answers that the top-5 passages point to with and without applying RCPC
using Qwen2-7B-Instruct as the base model.

WebQ TriviaQA NQ

BM25 BM25

Base Contriever Contriever
DPR DPR

BM25 BM25

UPR Contriever Contriever
DPR DPR

BM25 BM25

BGE Contriever Contriever
DPR DPR

30 40 50 60 70 50 60 70 80 30 40 50 60 70
w RCPR (25 Passages) w/o RCPR

Figure 8: Top-5 retrieval accuracy with and without applying RCPR using Vicuna-13B-v1.5 as the base model.
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w/o R-CPS w R-CPS (25 Passages) B w R-CPS (50 Passages)

Figure 9: Average number of different answers that the top-5 passages point to with and without applying RCPC
using Vicuna-13B-v1.5 as the base model.
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NQ WebQ TriviaQA
BM25 Contriever DPR | BM25 Contriever DPR | BM25 Contriever DPR

| | UPR | 303 309 315 | 202 218 215 | 586 587 588

RCPR + UPR 329 34.6 35.1 226 242 223 | 60.0 60.4 60.6
R-CPS (Exp.) + UPR | 332 34.7 356 | 235 244 234 | 60.6 60.5 60.8
R-CPS (Pie.) + UPR 333 349 358 | 227 239 235 | 60.5 60.2 60.6

Top-25

UPR RCPR + UPR 334 349 357 | 222 246 227 | 607 603  60.9
Top-50 | R-CPS (Exp) +UPR | 337 348 359 | 235 254 240 | 609 603 607
R-CPS (Pie) + UPR | 341 353 358 | 230 251 237 | 61.0 604 609
‘ ‘ Improvement ‘ +3.8 +4.4 +4.4 ‘ +3.3 +3.6 +2.5 ‘ +2.4 +1.7 +2.1
| | BGE | 345 311 277 | 217 227 222 | 597 580 588
RCPR + BGE 358 340 305 | 228 236 231 | 608  59.1 597
Top-25 | R-CPS (Exp) +BGE | 360 346 307 | 243 244 233 | 613 594 5938
R-CPS (Pie.) + BGE | 359 345 311 | 239 249 235 | 612 599  60.1

BGE

RCPR + BGE
R-CPS (Exp.) + BGE | 35.5 35.9 322 | 236 24.7 234 | 60.8 59.3 59.7
R-CPS (Pie.) + BGE 36.4 35.8 32.6 | 239 249 23.6 | 61.3 60.0 60.1

| | Improvement | +1.9 +4.8  +4.9 | +2.6 +22  +14 | +16 +2.0 +1.3

Top-50

355 34.7 323 | 228 24.0 23.0 | 60.5 59.5 59.7

Table 4: EM scores of integrating our proposed method with UPR or BGE on Top-{25, 50} re-ranked passages
using Vicuna-13B-v1.5 as the base model. R-CPS (Exp.) and R-CPS (Pie.) represent R-CPS (Exponential) and
R-CPS (Piecewise), respectively.
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