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Abstract

Truthfulness stands out as an essential chal-
lenge for Large Language Models (LLMs). Al-
though many works have developed various
ways for truthfulness enhancement, they sel-
dom focus on truthfulness in multilingual sce-
narios. Meanwhile, contemporary multilingual
aligning technologies struggle to balance nu-
merous languages and often exhibit serious
truthfulness gaps across different languages,
especially those that differ greatly from En-
glish. In our work, we extend truthfulness eval-
uation to multilingual contexts and propose a
practical method for cross-lingual truthfulness
transfer called Fact-aware Multilingual Selec-
tive Synergy (FaMSS). FaMSS is able to select
an optimal subset of all tested languages by
language bias and transfer contributions, and
then employ translation instruction tuning for
cross-lingual truthfulness transfer. Experimen-
tal results demonstrate that our approach can ef-
fectively reduce the multilingual representation
disparity and boost cross-lingual truthfulness
transfer of LLMs. !

1 Introduction

Large language models (LLMs) have strong abil-
ity in generating human-level text in many do-
mains (Brown et al., 2020; Jiang et al., 2023;
Touvron et al.,, 2023). However, almost all
LLMs face the issue of generating hallucinated
responses (Zhang et al., 2023b), and demand meth-
ods to enhance their truthfulness. Although many
methods for truthfulness enhancement in English
have been proposed (Tonmoy et al., 2024; Wang
et al., 2023b), including designing new decoding
strategies (Shi et al., 2023; Chuang et al., 2023),
synthesizing high quality training data (Tian et al.,
2023) and representation editing (Zhang et al.,
2024), there is little attention to truthfulness in
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Figure 1: FaMSS is able to align the multilingual capabil-
ities of LLMs, making them more truthful in answering
multilingual questions.

multilingual scenarios. Contemporary LLMs gen-
erally strive to achieve powerful multilingual capa-
bilities, which promotes their applications world-
wide (Team et al., 2023; Al@Meta, 2024). There,
exploring the evaluation of truthfulness in multilin-
gual contexts and cross-lingual truthfulness transfer
holds significant importance.

To fill this gap of multilingual truthfulness,
we construct a benchmark tailored for truthful-
ness evaluation in multilingual scenarios. Fur-
thermore, we make preliminary explorations into
methods aimed at cross-lingual truthfulness trans-
fer of LLMs, with a focus on aligning the inter-
nal representations of factual descriptions. The
most commonly used technique for building mul-
tilingual large models (MLLMs) is cross-lingual
instruction tuning (Kulshreshtha et al., 2020; Muen-
nighoff et al., 2023), which usually requires syn-
thesizing multilingual parallel corpus for various
down-streaming tasks (Taori et al., 2023; Li et al.,
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2024a) and struggles to overcome the alignment
difficulties caused by introducing too many lan-
guages. In this work, we propose Fact-aware
Multilingual Selective Synergy (FaMSS), a practi-
cal approach for multilingual alignment that re-
lies solely on task-agnostic bilingual data. Mean-
while, FaMSS can achieve significant cross-lingual
truthfulness transfer with selected optimal subset
of tested languages by language bias and transfer
contributions. As illustrated in Figure 1, models
utilizing FaMSS demonstrate higher truthfulness in
multilingual question-answering tasks.
In summary, our contributions are as follows:

¢ We construct MTruthfulQA, a novel bench-
mark designed to evaluate the truthfulness of
LLMs in multilingual scenarios. This bench-
mark encompasses nine languages, each con-
taining the same set of questions to ensure
equitable evaluation of multilingual capabili-
ties.

* We introduce a practical method for cross-
lingual truthfulness transfer called FaMSS.
Through a data selection process prior to fine-
tuning, FaMSS can efficiently and significantly
boost truthfulness of LLMs across multiple
languages.

* We systematically investigate how FaMSS fa-
cilitates the transfer of truthfulness across
multiple languages. Based on our findings,
we conclude that simply mixing training data
from many different languages, which may
interfere with each other, is not the most ef-
fective approach.

2 Related Work

2.1 Truthfulness Evaluation Benchmark

For question-answering tasks, TruthfulQA (Lin
et al., 2022) provides 817 challenging questions
including 38 topics. FreshQA (Vu et al., 2023)
is a dataset aimed at testing LLMs on up-to-date
world knowledge. For long-form text generation,
FActScore (Min et al., 2023) evaluates the factu-
ality of LLMs by breaking down long texts into
atomic claims. However, these classic benchmarks
for truthfulness evaluation are all in English. In
our work, we take a step towards evaluating and en-
hancing the truthfulness of LLMs in a multilingual
setting.

2.2 Multilingual Ability Evaluation

Previous works have provided several datasets and
metrics for multilingual fact verification (Gupta
and Srikumar, 2021; Qi et al., 2023), multilin-
gual summarization (Aharoni et al., 2022; Qiu
et al., 2023) and open-book cross-lingual question-
answering (Zhang et al., 2021; Lewis et al., 2020)
tasks. With the development of LLMs, many more
flexible and comprehensive evaluation datasets
have been released. Meanwhile, many evaluation
tasks have been expanded to multilingual settings.
For instance, MGSM (Shi et al., 2022) evolved
from GSMSK (Cobbe et al., 2021) provides mathe-
matical ability evaluation in multilingual contexts.
SeaEval (Wang et al., 2023a) hand-crafted high-
quality Cross-MMLU and Cross-LogiQA datasets
to test general knowledge question answering and
reasoning capabilities of LLMs in multilingual sce-
narios. In addition to these, numerous studies have
employed translation tools to construct relevant
datasets or devise various metrics for MLLMs (Lai
et al., 2023; Lin et al., 2024; Chen et al., 2023;
Shafayat et al., 2024; Li et al., 2024b) .

2.3 Handling Numerous Languages

Most works leverage cross-lingual pretraining and
fine-tuning on different tasks to achieve multilin-
gual capabilities in their models (Qin et al., 2024;
Lample and Conneau, 2019; Huang et al., 2019;
Devlin et al., 2019; Xue et al., 2021; Muennighoff
et al., 2023; Zhu et al., 2023). However, the diffi-
culty in learning multiple languages increases sig-
nificantly with the number of languages. Conneau
et al. (2020) discussed the challenges of scaling
MLLMs to more languages, such as the curse of
multilinguality, where increasing the number of
languages can dilute the model’s capacity and po-
tentially decrease overall performance. Therefore,
some works mainly focus on training with high-
resource languages(Yang et al., 2022) or mining
specific language pairs (Fan et al., 2021a; Lin et al.,
2023). Other approaches propose clustering target
languages into groups and training a single model
for each cluster (Tan et al., 2019; Fan et al., 2021Db).

3 Multilingual Truthfulness Benchmark

3.1 Data Source

Since we mainly focus on the truthfulness (Sun
et al., 2024) of LLMs rather than their faithful-
ness (Es et al., 2023; Maynez et al., 2020), we pre-
fer to consider context-free evaluation tasks. We
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employ Truthful QA (Lin et al., 2022), a widely
used dataset for evaluating the truthfulness of mod-
els in a question-answering format, as our foun-
dation data. Compared with other QA datasets,
Truthful QA places greater emphasis on the ability
to avoid false beliefs or misconceptions rather than
complex reasoning.

3.2 Multilingualism Formulation

To build a multilingual benchmark, we first se-
lect a few target languages from a diverse lin-
guistic pool. Our evaluation system incorpo-
rates nine different languages: FEnglish (En),
French (Fr), German (De), Spanish (Es), Chi-
nese (Zh), Japanese (Ja), Russian (Ru), Thai (Th)
and Arabic (Ar). For the questions and answers in
original dataset, we translate them into the target
languages through prompting GPT-4 2. The prompt
template we used is shown in Appendix A.1.
Considering the instability of LLM-based trans-
lation, we also recruited native speakers to validate
the translations. Each translation is reviewed by
three native speakers, who vote on its correctness.
If at least two of the three agree, the translation is
considered accurate. The average accuracy of the
translation is 96.4% including both the questions
and corresponding answers. We further manually
checked and rectified these translation errors.

3.3 Evaluation Metrics Migration

We migrate and improve the evaluation metrics
used in Truthful QA (Lin et al., 2022). For multi-
choice QA, we adopt three likelihood scores M C1,
MC2 and M C3, which is similar to Chuang et al.
(2023). Detailed calculations of metrics are re-
ported in Appendix A.2.

For open-ended generation, we replace the evalu-
ation model in the original pipeline with a stronger
open source model Mistral-7b ? (Jiang et al., 2023).
We then utilize a similar translation pipeline to
build the multilingual classification dataset and
fine-tune two models for truthfulness and infor-
mativeness evaluation, which we refer to as "MM-
Judge (Multilingual-Mistral-Judge)". An accept-
able answer should be both truthful and informa-
tive (e.g. "I have no comment." is truthful but lacks
valuable information). These two scores to judge
whether the answer is truthful and informative are
denoted as True (%) and Info (%) respectively. The

2Unless otherwise specified, we use GPT-4-1106 in this
paper
*Mistral-7b-Instruct-v0.2

product True*Info (%) serves as a more comprehen-
sive and reasonable metric. The reliability of "MM-
Judge" is discussed and verified in Appendix E.

4 Fact-aware Multilingual Selective
Synergy

To balance and enhance truthfulness in different
languages, we propose Fact-aware Multilingual Se-
lective Synergy (FaMSS), which can effectively fine-
tune models for multilingualism with fact-aware
multilingual data in a selective languages synergy
manner.

4.1 Fact-aware Multilingual Data

Our primary training data is derived from a vari-
ety of parallel corpus. Although there are many
kinds of parallel corpora used in machine transla-
tion, including WikiMatrix (Schwenk et al., 2021),
UNPC (Ziemski et al., 2016), Tatoeba (Tiedemann,
2020), etc., we consider not using too much com-
mon machine translation corpora. These MT cor-
pora mainly consist of simple sentences in each
language with limited factual descriptions or only
focus on specific areas, which does not contribute
much to improving the truthfulness of models. Con-
sequently, we employ fact-aware multilingual data,
which includes rich bilingual factual descriptions
alongside high-quality parallel corpora. In general,
we include three different types of data:

Factuality Translation Data Similar to
MLQA (Lewis et al., 2020), we first perform
parallel sentence mining over Wikipedia articles
through the LASER toolkit* (Artetxe and Schwenk,
2019) with some specific topics, including history,
biography, geography, science and cultural. For
each parallel sentence, we extract a broader
context (e.g. a paragraph) that provides additional
factual details related to the sentence. This
encourages the factual integrity and depth of the
content. Given the challenges of exploring fully
aligned context across nine languages, we also
maintain a 4-way aligned approach, which means
that a factual description appears in at least four
different languages (always including English).

Common Translation Data In our study, we
find that a certain amount of common translation
data is still beneficial for multilingual alignment.
FLORES-200 (Costa-jussa et al., 2022) provides
high-quality translation data between more than

*https://github.com/facebookresearch/LASER
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200 languages, making it a suitable choice for our
purposes.

Pretraining Data Dou et al. (2024) find that
excessive amount of instruction data during su-
pervised fine-tuning (SFT) can degrade the world
knowledge stored in LLMs, leading to performance
drop in knowledge tasks. Our experiments also sup-
port this conclusion. Thus, besides translation data,
we incorporate extra English pretraining data from
Wikipedia to alleviate the world knowledge forget-
ting. Note that we usually have about 10% of the
training data as pretraining data.

We have data of all nine languages mentioned
in section 3, which means a massive number from
possible translation directions (9 x 8 = 72) for
a single example. Therefore, similar to Zhu et al.
(2023), we follow the most widely used English-
centric way and further adopt the best translation
direction, which means that we only put the non-
English text on the target side and the English text
on the source side. The details of our collected
training data are presented in Appendix B.2.

4.2 Selective Languages Synergy

Incorporating a large number of languages com-
plicates the alignment process, which is known as
the curse of multilinguality (Conneau et al., 2020).
Therefore, we aim to select a core subset of lan-
guages, which helps align all nine languages in a
collaborative and diffusive manner. This idea also
coincides with Pareto principle (Sanders, 1987),
which indicates that the most important factors in a
system are only about 20% but affect 80% of the
results. In the selection process, we first propose
a language bias probe to help cluster languages
into several groups and then select core languages
from different groups.

4.2.1 Language Bias Probe

Different languages have different characteristics,
and some of them may share representation simi-
larities or show big differences, which can be used
to guide the selection of training data. We propose
a language bias probe to estimate the representa-
tion bias of models between languages. Inspired
by the findings of Ju et al. (2024) that different
layers in LLMs may encode different contextual
information, we hypothesize that models exhibit
minimal mean language bias in the layer where
they encode richest semantic representations. For
convenience, we will refer to the layer encoding

—8— Gemma-7B
-M- LLaMA3-8B
—k- Mistral-7B

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32
Layer ID

Figure 2: Mean bias between languages. dis,s, repre-
sents the average distance value of all language pairs in
one layer.

the most language-agnostic semantic information
as the semantic layer.

Formally, we define the bias between each lan-
guage pair as their average representation distance
on the probe corpora C, denoted as D. The algo-
rithm to calculate D is described in Algorithm 1,
where C comes from FLORES-200 (Costa-jussa
et al., 2022) in our work. As shown in Figure 2, the
mean bias of languages in three popular foundation
models initially decreases and then increases as the
index of decoder layers increases. Thus, we can
infer that the lowest point on each curve indicates
the semantic layer of each foundation model (e.g.,
layer 14 may be the semantic layer of Gemma-7B).
We will leverage this information to analyze the
transfer contributions of specific languages and op-
timize the combination of training data.

4.2.2 Probing to Select

Suppose that we have M languages in our train-
ing corpora C and evaluation set denoted as £ =
{l1,12,...,lpr}. Our goal is to select an optimal
language set s, from £, which can boost the align-
ment between English and other non-English lan-
guages as effectively as possible.

We take two major steps to form s,: 1) group
all languages into several clusters and 2) select a
core language from each cluster as one element in
so- For step 1, we cluster languages by language
bias. For step 2, we define a transfer contribution
TC for each language:

TC =Y D['English"][I'] — D}["English"][!'
Vel

where Dq, Dé means the distance matrix of the
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Algorithm 1 Language Bias Probe

Algorithm 2 Optimal Language Set Selection

Input: Model M, parallel corpus C, language set
L.

Output: Bias D between any language pair in £
of each layer in M.
L < {"English", "Chinese", "Spanish", ... }
N < number of decoder layers in M
M < number of samples in C
fori =0to N do

H[i] < mean sentence hidden states calcu-
lated from C at layer ¢

A

6:  H[i] < Standardization(#[])

7: for (lj, lk) in (ﬁ, ﬁ) do

8: form=0to M — 1do

9: d < ||(H[i][1;][m] — H[a] (k] [m])]I3
10 Dil{L][K) < DLi)[ k] +d

11: end for

2 Dl < D] /M

13:  end for

14: end for

15: Return D

semantic layer before and after fine-tuning on lan-
guage [. The language with largest 7C in corre-
sponding cluster is selected as the core language of
that cluster. Algorithm 2 illustrates the algorithm
to select optimal language set s,, where the role of
the parameters m and d is to control the number
of languages involved in the training stage and to
avoid merging languages with too large differences
into the same set. For the nearest set, we define the
distance between two sets s and s’ as the minimum
language bias among all language pairs ({1, l2) in
s x s'. For more details about the selecting process,
please refer to Appendix C.

4.2.3 Translation Instruction Tuning

We adopt the instruction tuning (Zhang et al.,
2023a) pipeline leveraging constructed bilingual
data. We use the translation instruction template in
Figure 8 of Appendix B.3, and fine-tuning models
by next-token prediction with cross-entropy loss.

5 Experiments

5.1 Setup

In our experiments, we utilize three representative
open source foundation LLMs as our base mod-
els: LLaMA-3-8B (Al@Meta, 2024), Mistral-7B-
v0.1 (Jiang et al., 2023) and Gemma-7B (Team
et al.,, 2024). We employ full parameters fine-
tuning over selected subset of fact-aware multi-

Input: Language set £, language bias matrix D;
of the semantic layer, transfer contribution of
each language 7 C, maximum number of lan-
guages m, distance threshold d.

QOutput: Optimal language set s,

S« {{l}|leLl}
2: while |S| > m do

32 8§« S

4: foreachs € Sdo

5 s’ < nearest_set(s, S, Ds, d)
6: if s’ exists then

7 S (8'\{s,s'})U{sus'}
8 end if

9: end for

10:  if |S| = |S’| then

11: break

12:  endif

13: S« 5

14: end while
15: 8, < {element_with_max_TC(s)|s € S}
16: Return s,

lingual data. Details about our training are placed
in Appendix B.

For evaluation benchmarks, we first evaluate
our models on MTruthfulQA we construct in
both multi-choice QA and open-ended genera-
tion settings. We also do evaluations on Cross-
MMLU (Wang et al., 2023a), which contains 150
high-quality human-annotated questions for com-
mon knowledge testing across seven languages: En-
glish, Chinese, Indonesian, Spanish, Viethamese,
Malay, and Filipino.

5.2 Main Results

Table 1 and Table 2 present the results of models
on MTruthfulQA. Following the standard setting
from Lin et al. (2022) and Zhang et al. (2024), all
experiments are performed in a few-shot prompting
setting. We analyze the performance of all models
in depth and draw some conclusions.

MTruthfulQA reveals the ability of LLMs’
truth-telling and truth-recognizing in multi-
lingual scenarios. First, in open-ended gener-
ation evaluation, strong baselines such as GPT-
4 (Achiam et al., 2023) and Mistral-7B-Instruct-
v0.2 (Jiang et al., 2023) get much higher scores
compared with other models, showing more pow-
erful truth-telling ability across massive languages.
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True*Info(%)

Models En De Fr Es Ru Zh Ja Th Ar Avg
GPT4 (Achiam et al., 2023) 698 714 725 619 639 689 68.1 565 685 68.1
Bloomz-7B1-mt (Muennighoff et al., 2023) | 18.7 219 207 132 160 268 164 135 142 179
LLaMA-3-8B-Instruct (AI@Meta, 2024) | 567 307 437 29.1 373 344 187 173 316 333
Mistral-7B-Instruct-v0.2 (Jiang et al., 2023) | 66.7 52.5 57.9 49.9 491 529 277 246 427 47.
With FaMss

LLaMA-3-8B (Al@Meta, 2024) 366 31.6 311 273 388 311 251 201 42.1 315
LLaMA-3-8B + FaMss 449 349 345 373 424 362 399 247 419 374
Mistral-7Bv0.1 (Jiang et al., 2023) 360 359 288 293 340 350 195 154 222 285
Mistral-7B-v0.1 + FaMS$ 39.6 412 314 293 330 400 205 145 29.6 31.0
Gemma-7B (Team et al., 2024) 257 197 177 171 215 278 346 158 197 222
Gemma-7B + FaMS$ 37.8 459 222 23.6 308 417 401 197 252 319

Table 1: Experimental results on MTruthful QA dataset under open-ended generation setting. Presented metric is
True*Info (%) score, representing ability to generate truthful and informative contents. Full results can be found in

Appendix D.
MC1 (%)

Models En De Fr Es Ru Zh Ja Th Ar Avg
Bloomz-7B1-mt 267 271 273 244 290 262 297 262 277 271
LLaMA-3-8B-Instruct | 40.6 364 405 37.5 357 37.9 360 28.5 357 36.5
Mistral-7B-Instruct-v0.2 | 554 497 528 474 447 422 403 297 375 444
With FaMss

LLaMA-3-8B 324 315 335 305 31.6 289 346 283 299 312
LLaMA-3-8B +FaMsS | 350 317 327 345 328 302 355 269 301 32.2
Mistral-7B-v0.1 30.6 335 330 297 330 321 329 282 313 316
Mistral-7B-v0.1 + FaMss | 32.8 337 328 31.6 334 329 327 277 318 321
Gemma-7B 334 324 332 334 305 299 330 277 317 317
Gemma-7B + FaMS$ 373 348 362 339 313 304 334 289 316 33.1

Table 2: Experimental results on MTruthful QA dataset under multi-choice QA setting. Presented metrics are M C'1
scores mentioned in section 3. Full results can be found in Appendix D.

Similar results are observed for truth-recognizing
in multi-choice setting. Furthermore, we can ob-
viously see models exhibit different truthfulness
levels across different languages, usually higher
in English or other languages similar to English.
This is reasonable given that LLMs are trained with
more data in these languages. Additionally, the gap
between different language pairs is not uniform
in the two evaluation settings. We can see larger
gap in True*Info (%) scores compared with MC
scores, indicating that open-ended generation is a
more challenging task and better distinguishes the
multilingual capabilities of models.

FaMSS is convenient and effective. Although we
just train our models with a majority of transla-
tion instruction data, our method achieves great
enhancement of truthfulness in tested founda-
tion models. We get +5.9% of improvement in
True*Info (%) score on LLaMA-3-8B, +2.5% on
Mistral-7B-v0.1 and +9.7% on Gemma-7B. Mean-
while, the result of multi-choice QA on MTruth-

fulQA is also averagely positive. Additionally,
models fine-tuned with FaMSS show stronger multi-
lingual capabilities in common knowledge bench-
mark. As shown in Table 3, our method is signifi-
cantly effective on Cross-MMLU, raising accuracy
of prediction by +5.2% on LLaMA-3-8B, +1.4%
on Mistral-7B-v0.1 and +5.6% on Gemma-7B. A
notable phenomenon is that the performance im-
provement of Mistral-7B-v0.1 is relatively small.
This may be due to the relatively limited vocabu-
lary size of it compared with other models, which
restricts the efficiency of multilingual alignment
and highlights the importance of a large vocabu-
lary for MLLMs. In general, these positive results
highlight the effectiveness of FaMSS, showing that
fact-aware multilingual data can be conveniently
used to enhance multilingual truthfulness.

Trained and not directly trained languages can
both benefit from FaMSS. We investigate the dif-
ference in performance change between trained
languages and untrained languages. For exam-
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Figure 3: Visualization results in the representation space of LLMs on FLORES-200 before and after utilizing FaMSS.
Our method successfully enhances the multilingual representation alignment in the middle layers, where models
encode more semantic-level information. In contrast, the top and bottom layers contain more syntactic information,
resulting in little overlap in representations across different languages.

Model Acc Consis AC3
GPT-4 85.0 80.0 83.0
LLaMA3-8B-Instruct 570 480 52.0
Mistral-7B-Instruct-v0.2 | 49.0  30.0 37.0
With FaMSS

LLaMA-3-8B 46.8 28.6 35.5
LLaMA-3-8B + FaMSS 52.0 408 45.7
Mistral-7B-v0.1 512 451 48.0
Mistral-7B-v0.1 + FaMSS | 52.6 463  49.2
Gemma-7B 48.4 54.2 51.1
Gemma-7B + FaMSS 54.0 52.0 53.0

Table 3: Experimental results on Cross-MMLU dataset.

ple, when we fine-tuned Gemma-7B on language
set S = {German, Chinese, Arabic}, our tuning
method get higher True*Info (%) scores in these
languages in S compared to the base model, which
can be regarded as these languages "learn" from En-
glish during FaMSS. On the other hand, languages
not in § also benefit from the alignment procedure
between English and S, showing relatively smaller
improvement on True*Info (%) score. Moreover,
the performance gain on Cross-MMLU further sup-
port this conclusion, as there are very few lan-
guages that are both included in Cross-MMLU and
S (i.e., just Chinese since English is the source
language). To get a deeper understanding of the
enhancement in semantic alignment between lan-
guages brought by FaMSS, we also present a visual
comparison through the t-SNE > algorithm in Fig-

Shttps://scikit-learn.org/stable/

ure 3.

6 Ablation and Further Analysis

To further explore the influence of FaMSS across
languages and explain the data allocation schema
used in our experiments, we conduct ablation stud-
ies and additional analyses. The reported results
are obtained on Gemma-7B, but similar conclusions
were found across other models as well.

6.1 Data Allocation of Languages

Alignment between multiple languages may not
be performed synchronously. Ideally, we would
combine data from all languages and hope for an
aligning process between each individual language
and English. However, the representation of En-
glish text in semantic space cannot simultaneously
align with all other languages. In fact, languages
do interfere with each other when trained together.
To demonstrate this point, we separately fine-tuned
the base model with data in each language and
leveraged the language bias probe to measure the
movement of language bias between English and
other languages. As shown in Figure 4, the repre-
sentation of a given language X consistently be-
comes closer to English when fine-tuned on trans-
lation data in language X. However, for some
languages, this can also cause a larger gap between
English and another language Y. For instance,
fine-tuning on translating English to French makes
French closer to English but negatively impacts the
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alignment between English and Chinese.

Language Bias Movement

German- -0.105  -0.051

-0.010  -0.020 -0.091

0.05

French— -0.001  -0.047 -0.001

Spanish- -0.033  -0.046 -0.067

Russian — -0.000. -0.057

--0.05

Language Y

Chinese - -0.033  -0053  -0.069

--0.10
Japanese 0.043 | 0.001  -0.011

Thai — -0.088  -0.082

-0.15

Arabic - -0.038 0.000

-0.026 -0.025 -0.009 -0.087 [EEEH

German  French  Spanish Russian Chinese Japanese  Thai  Arabic
Language X

Figure 4: Language bias movement when fine-tuned on
language Y and probed on language X. All displayed val-
ues are calculated on the 14th layer of Gemma-7B. The
value can also be formulated as DY ["English"][X] —
Ds["English"][X].

24
) I I II
20 l

Ja. Th Ar

De Es Fr Ru Zzh De zh Th All De

Es Zh
Fr Ja  Ar A
Ru

M single Language Similar Languages M All Languages Core Languages

Figure 5: Performance on MTruthfulQA when fine-
tuned with different language sets.

Combination of a few languages is more ro-
bust. One main advantage of our leveraged
FaMSS method is that we can fine-tune models
with just a subset of target languages while achiev-
ing more robust performance. To further confirm
the rationality behind selective languages synergy,
we compared the model’s performance under dif-
ferent language selection settings. We report the
True*Info (%) scores of training with different lan-
guage sets on Gemma-7B in Figure 5. The results
show that simply mixing training data from similar
languages may actually harm the model’s perfor-
mance, even if the total amount of training data

increases. This indicates that training with data
from different languages makes it more challeng-
ing for the model to improve its overall multilin-
gual truthfulness. In contrast, selecting only three
core languages instead of the whole language set
enables the model to learn the intrinsic connec-
tions between multiple languages more efficiently,
thereby achieving a higher level of multilingual
proficiency. We also conducted ablation studies
on the performance change when the language set
grew larger with different m and d values defined
in section 4.2.2, and the results in Table 11 in Ap-
pendix D also confirmed that increasing the number
of languages could potentially impair the overall
multilingual truthfulness.

6.2 Effectiveness of Mixture Data Types

Figure 6 displays the results on Gemma-7B with
different mixtures of data types. The optimal per-
formance is achieved with a balanced integration
of all three data types. The synergistic effect of a
diverse data mixture may arise from the comple-
mentary nature of different data types (red line).

MC1(%)

True*Info(%)
Es En

Th Zh

= All Data Types = w/o Factuality Translation Data

= w/0 Common Translation Data w/o Pretraining Data

Figure 6: Multilingual performance of LLMs with dif-
ferent mixture of data types.

The omission of factuality data (green line) leads
to a noticeable struggle in enhancing the truthful-
ness of LLMs. This is primarily due to the model’s
reduced capacity to discern and generate factually
accurate information. Meanwhile, the inclusion of
the other two types of data further improves the
truthfulness level across most languages.

7 Conclusion

In this paper, we construct a novel MTruthful QA
benchmark, which enables the evaluation of truth-
fulness in multilingual scenarios. Through our
experiments, we draw the conclusion that simply
mixing data of languages together results in a low
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cross-lingual truthfulness transfer efficiency and
harm the overall performance. In the contrast, our
proposed method FaMSS successfully boosts cross-
lingual truthfulness transfer with less well-selected
data.

Limitations

In our study, we primarily evaluate our models on
closed-book QA tasks. It remains unclear whether
our method is equally effective on extractive QA
or other context-demanded tasks, which are more
related to the faithfulness of LLMs. Regarding the
data allocation of different languages, it is possible
that incorporating a small proportion of not consid-
ered languages rather than entirely omitting them,
might yield better results. Considering the numer-
ous scenarios introduced by varying data propor-
tions, we leave it as future research to explore the
impact of diverse language ratios on the model’s
overall multilingual performance.

Ethical Considerations

The translated multilingual data utilized in this
work may not be perfectly aligned with the original
source data and could contain some unreasonable
descriptions. We have made every effort to mitigate
these issues to the best of our ability. Additionally,
the results in our language selection process might
lead to misconceptions regarding the superiority
or inferiority of certain languages; however, our
work does not contain any bias against any lan-
guage. Our work strictly adheres to the license and
policies of released LLMs and publicly available
datasets.
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A Details of Benchmark Construction

A.1 Prompt for Translation

We use the prompt format in Figure 7 to translate
questions and answers in Truthful QA into other
languages.

Translation Prompt:

Please translate given text into different languages and do not change the
meaning of them. These languages are English(En), French(Fr), German(De),
Spanish(Es), Chinese(Zh), Japanese(Ja), Russian(Ru), Thai(Th), Arabic(Ar).
{demos}

<Trans> <En>{text_en}</En>

<Fr>{text_fr}</Fr> <De>{text_de}</De> <Es>{text_es}</Es> <Zh>{text_zh}</Zh>|

<Ja>{text_ja}</Ja> <Ru>{text_ru}</Ru> <Th>{text_ru}</Th> <Ar>{text_ar}</Ar>

</Trans>
Figure 7: Prompt to translate questions and answers.

A.2 Maetrics for MTruthful QA

Formally, we define the question in language [ as
Q; and the response of LLM L as R,(Q;). For
multi-choice QA, we define AB3; as the best answer,
AT as the set of correct answers and AF; as the
set of wrong answers in corresponding language
[. The three likelihood scores M C1, M (C?2 and

M (C'3 are calculated as follows:

1, if p(AB;) > max; p(AF;)

0, else

Mo, = {

> exp(p(AT 1))

MC2 = > exp(p(AB;)) + > exp(p(AF 1))

> ilp(AT 1) > p(AF;)]
|AB,|

MC3, =

where [ represents the language evaluated on,
p(x) represents the logits of = and the symbol with
subscript ¢ denotes the ¢th item in the correspond-
ing set. The final M C' scores are the average scores
of all test samples.

For open-ended generation:

* True (%): the percentage of responses that
are classified as truthful.

* Info (%): the percentage of responses that are
classified as informative.

* True*Info (%): the percentage of responses
that are classified as both truthful and infor-
mative.

B Details of the Fact-aware Multilingual
Alignment

B.1 Hyperparameters

Hyperparameter Value
learning_rate 3e-6
batch_size 4
gradient_accumulation_steps 2
epochs 4
model_max_length 2048
Ir_scheduler_type cosine
fpl6 True
optimizer AdamW

Table 4: Fine-tuning hyperparameters.

B.2 Statistics of Training Data

Table 5 shows the statistics on the two types of
translation data we collect. Table 6 presents the
allocation of training data in our main experiment.
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Data Type De Fr Es Ru Zh Ja Th Ar
Factuality Translation 4517 4235 5253 5223 5137 4236 4239 5335
Common Translation 997 997 997 997 997 997 997 997

Table 5: Statistics of collected training data in our ex-
periments.

Data Type Target Language Number of Items
De 4517
Factuality Translation Zh 5137
Ar 5335
De 997
Common Translation Zh 997
Ar 997
Pretraining En 1946

Table 6: Detailed information of training data used for
FaMSS with optimal allocation of data types and lan-
guages.

B.3 Template for Translation Instruction
Tuning

Translation Instruction Tuning Template:

Translate text in language {source language} to {target language}.
Remember that they have the same meaning.
<{source language}>: {source text} => <{target language}>: {target text}

Figure 8: Format of instruction tuning data in translation
task.

C Details About Optimal Languages
Selection

In the process of optimal language set selection
described in Algorithm 2, M is set to 3 and d is set
to the average bias between all different language
pairs (i.e., d = 0.84). As shown in Figure 9, we
first merge all languages into three groups, each
containing similar languages. Then we calculate
the transfer contribution 7 C; according to the mean
bias movement for each language. We finally se-
lect three core languages from these corresponding
three sets (i.e., German, Chinese and Arabic).

D More Results

We report more detailed results evaluated on
MTruthfulQA in Table 7, 8, 9 and 10. These met-
rics include True (%), Info (%), M C2 (%) and
MC3 (%). We also present the ablation studies
results over different m, d values in Table 11.

E Reliability of "MM-Judge"

We deploy Mistral-7B-Instruct-v0.2 (Jiang et al.,
2023) model as the base model of the evaluator
used for open-ended generation. One of the rea-
sons is that this model exhibits the best perfor-
mance in multi-choice QA task shown in Table 2,
which demonstrates that this model is relatively
more truthful and strong in distinguishing truthful
responses. After fine-tuning the model into two
"MM-Judge" models, we also tested their accuracy
in judging whether a response is truthful or infor-
mative. First, we tested the accuracy of truthful
judgement using the correct and incorrect answers
provided by MTruthful QA dataset (we did not test
informativeness at this step, since no exact labels
of informativeness were provided). The results is
listed in Table 12. We also tested the evaluation re-
sults of real responses from our main experiments.
Specifically, we used all responses generated by
Llama-3-8B+FaMSS, then we asked a few trained
annotators to assess whether the evaluator model’s
evaluations were correct. The results we obtained
are presented in Table 13. The average accuracy of
"MM-Judge" is 91.8% in truthfulness and 97.5%
in informativeness, which is reasonably robust and
reliable.
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True (%)

Models En De Fr Es Ru Zh Ja Th Ar Avg
GPT-4 722 727 737 693 704 704 689 57.0 715 69.6
Bloomz-7B1-mt 925 550 923 995 848 76.1 821 684 913 82.5

LLaMA-3-8B-Instruct 712 857 705 774 477 743 914 765 684 76.0
Mistral-7B-Instruct-v0.2 | 80.0 78.6 765 792 754 69.8 802 519 698 74.1
With FaMSS

LLaMA-3-8B 589 786 765 792 754 698 802 519 749 74.1
LLaMA-3-8B + FaMSS 60.5 625 563 650 494 479 572 379 523 543
Mistral-7B-v0.1 552 59.0 60.8 683 619 49.7 821 67.1 815 65.1
Mistral-7B-v0.1 + FaMSS | 464 59.6 66.7 70.6 63.0 52.6 843 647 859 66.0
Gemma-7B 765 856 852 873 802 712 699 769 777 7189
Gemma-7B + FaMSS 785 847 86.0 862 73.6 647 60.7 687 792 758

Table 7: True (%) score of models evaluated on MTruthful QA. In our experiment, we find that a single True (%)
score does not reflect the actual ability to give truthful answers since models are always refusing to give a clear
answer, which also improve their True (%) score.

Info (%)

Models En De Fr Es Ru Zh Ja Th Ar Avg
GPT4 976 984 98.8 987 984 985 99.0 99.1 97.1 984
Bloomz-7B1-mt 262 612 284 13.6 302 498 329 362 228 335

LLaMA-3-8B-Instruct 849 450 726 517 694 60.0 272 403 625 57.1
Mistral-7B-Instruct-v0.2 | 86.5 739 81.0 706 734 83.0 470 689 66.1 723
With FaMSS

LLaMA-3-8B 77.6 679 695 607 84.1 782 507 709 830 714
LLaMA-3-8B + FaMSS 84.0 722 782 721 925 881 814 851 885 825
Mistral-7B-v0.1 80.8 76.0 67.6 60.7 71.4 847 36.6 441 392 623
Mistral-7B-v0.1 + FaMSS | 93.1 80.7 643 582 69.1 86.1 351 453 426 638
Gemma-7B 492 339 322 296 410 565 638 38.1 419 429
Gemma-7B + FaMSS 59.2 61.0 359 375 562 766 789 499 459 557

Table 8: Info (%) score of models evaluated on MTruthfulQA. Higher Info (%) score usually means models provide
more useful information.

MC2 (%)
Models En De Fr Es Ru Zh Ja Th Ar Avg
Bloomz-7B1-mt 464 475 455 424 509 474 512 480 482 475

LLaMA-3-8B-Instruct 59.3 56.8 60.0 555 562 547 547 48.0 542 555
Mistral-7B-Instruct-v0.2 | 70.9 67.8 69.5 648 649 622 602 479 588 630
With FaMSS

LLaMA-3-8B 502 51.1 53.6 476 523 505 542 470 515 50.8
LLaMA-3-8B + FaMSS 52,7 521 526 513 53.0 50.5 538 443 517 513
Mistral-7B-v0.1 459 514 519 451 529 516 532 467 504 499
Mistral-7B-v0.1 + FaMSS | 46.3 51.6 513 458 531 524 529 459 505 50.0
Gemma-7B 51.6 498 521 517 522 509 527 455 524 51.0
Gemma-7B + FaMSS$ 568 545 54.6 542 529 522 547 49.7 518 535

Table 9: M C2 (%) score of models evaluated on MTruthful QA.
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MC3 (%)
En De Fr Es Ru Zh Ja Th Ar Avg
Bloomz-7B1-mt 241 249 243 225 28.0 260 287 254 258 255
LLaMA-3-8B-Instruct 344 325 356 328 328 332 321 263 320 324
Mistral-7B-Instruct-v0.2 | 46.0 44.0 445 41.0 403 38.6 36.1 267 328 389
With FaMSS

Models

LLaMA-3-8B 268 282 287 262 286 276 310 263 283 28.0
LLaMA-3-8B + FaMSS 29.0 282 28.1 29.1 284 27.6 312 246 28.8 283
Mistral-7B-v0.1 244 294 28.1 257 302 303 305 259 273 28.0
Mistral-7B-v0.1 + FaMSS | 26.4 29.5 27.7 284 30.5 31.1 303 25.1 285 28.6
Gemma-7B 280 281 278 288 28.1 292 29.1 250 284 28.1
Gemma-7B + FaMSS 30.7 309 315 294 294 29.7 294 263 289 29.6

Table 10: M C3 (%) score of models evaluated on MTruthful QA.

Languages Settings En De Fr Es Ru Zh Ja Th Ar Avg.
Ar m=1, d=0 30.8 253 208 198 241 272 346 184 237 250
Zh, Ar m=2,d=0.84 329 256 203 176 27.1 351 356 195 245 265
De, Zh, Ar m=3,d=0.84 37.8 459 222 23.6 308 417 40.1 19.7 252 319
De, Zh, Ja, Ar m=4,d=0.77 33.7 365 235 203 267 398 372 195 185 284
De, Es, Zh, Ja, Ar m=5,d=0.67 342 43.1 245 214 244 40.1 400 174 185 293

De, Es, Ru, Zh, Ja, Ar m=6,d=0.66 302 344 186 185 257 399 422 160 192 272
De, Es, Ru, Zh, Ja, Th, Ar m=7,d=0.65 28.6 26.1 181 19.0 193 414 37.1 20.6 20.1 256
All languages m=8,d=0.65 29.0 266 253 185 195 41.6 39.1 185 193 263

Table 11: Ablation study regarding maximum number of languages m and distance threshold d. Presented metrics
are True*Info(%) scores. It can be observed that once the number of languages exceeds a certain threshold, adding
more languages does not enhance overall multilingual capability and may even impair the performance of other
languages.

En Fr De Es Zh Ja Ru Th Ar
99.6 99.1 989 992 969 97.1 988 93.0 955

Table 12: Accuracy (%) of truthfulness evaluation with the correct and incorrect answers provided by MTruthful QA
dataset.

En Fr De Es Zh Ja Ru Th Ar
True Acc. (%) 93.6 923 929 92.1 929 927 91.5 87.1 90.7
Info Acc. (%) 99.5 98.3 98.6 98.2 98.1 97.8 98.0 92.5 96.7

Table 13: Accuracy (%) of truthfulness and informativeness evaluation with responses generated by Llama-3-
8B+FaMSs.
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Figure 9: Process of selecting optimal language set. Left: distance matrix between each language pair. The numbers
in green are the minimum values of that row. Middle: initialization and confirm the nearest language for each
language. Edge from X to Y means the nearest language of X is Y. Right: three language sets after merging. Starred
language is the core language of that set, which is determined by transfer contribution 7C;.
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