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Abstract

Research on text simplification has been on-
going for many years, yet document simplifi-
cation remains a significant challenge due to
the need to address complex factors such as
technical terminology, metaphors, and over-
all coherence. In this work, we introduce a
novel multi-agent framework AgentSimp for
document simplification, based on large lan-
guage models. This framework simulates the
collaborative efforts of a team of human experts
through the roles played by multiple agents, ef-
fectively meeting the intricate demands of doc-
ument simplification. We investigate two com-
munication strategies among agents and two
document reconstruction strategies. According
to both automatic evaluation metrics and hu-
man evaluation results, AgentSimp produces
simplified documents that are more thoroughly
simplified and more coherent across various
articles and styles.

1 Introduction

Text simplification seeks to make the input text
more accessible by reducing its complexity, thereby
making it easier to understand for a broader audi-
ence, including non-native speakers [Paetzold and
Specia, 2016; Qiang et al., 2023c] and individuals
with cognitive impairments [Gooding, 2022; Ka-
jiwara et al., 2013; Paetzold, 2015]. The primary
focus in text simplification has been on lexical-
level and sentence-level simplification. This has
been achieved by training neural network models
or fine-tuning pre-trained language models with su-
pervised data [Paetzold and Specia, 2016; Gooding,
2022].

However, current end-to-end simplification
methods for document simplification face several
challenges. Firstly, high-quality parallel corpora
for pre-training or fine-tuning are extremely scarce,
making it difficult to train effective simplification
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Figure 1: An illustration of AgentSimp. By simulat-
ing a human simplification team, we have set up the
following multiple agents. The Project Director creates
the guidelines for simplification, the Article Logic Ana-
lyst develops the structural framework for the simplified
document, the Content Simplifier handles the initial text
simplification, the Metaphorical Analyst offers clear
explanations for complex language elements, and the
Terminology Interpreter provides accessible explana-
tions for specialized terms, among other roles.

models [Lu et al., 2021; Sun et al., 2023b; Laban
et al., 2023]. Secondly, these methods with smaller
parameter scales frequently encounter issues such
as grammatical errors, and lack of faithfulness
and fluency [Ma et al., 2022; Qiang et al., 2023b].
Thirdly, they struggle to capture the fine-grained
requirements of long texts, such as metaphors, ad-
vanced emotions, terminology, and maintaining co-
herence [Wolska and Clausen, 2017; Devaraj et al.,
2021].

Recently, the advent of large language models
(LLMs), such as ChatGPT [Achiam et al., 2023],
has sparked a new revolution in the field of natural
language processing. In many downstream tasks,
simply applying prompt engineering to LLMs can
yield better results than using more complex pre-
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training and fine-tuning approaches [Zhou et al.,
2022; Xun et al., 2017]. Furthermore, to tackle
more intricate tasks, research into multi-agent sys-
tems based on LLMs has emerged, showing con-
siderable promise. These systems simulate the divi-
sion of labor and collaboration within human teams,
leveraging the coordinated efforts of multiple dis-
tinct agents. These approaches have demonstrated
superior task performance on complex tasks com-
pared to single-model methods [Yao et al., 2023;
Wu et al., 2024b; Chen et al., 2024].

In this paper, we introduce AgentSimp, a frame-
work that utilizes a collaborative multi-agent sys-
tem based on large language models for document
simplification. As Figure 1 illustrates, each role in
the document simplification process has respective
duties: for instance, the project director composes
the simplification guidelines, the article logic an-
alyst constructs the structural outline for the sim-
plified document, among other agents. Sun et al.
[2023a] highlighted the drawbacks of LLMs gener-
ating simplified documents in a single pass, unlike
such a method, our framework does not generate
the final simplified document in a single pass; in-
stead, it allows models with different role settings
to interact and collaborate, akin to the process of
human expert teams drafting and revising simpli-
fied documents. We also explore communication
strategies among agents involved in fine-grained
simplification and strategies for reconstructing sim-
plified text chunks into a coherent document. No-
tably, our framework is entirely based on LLMs,
eliminating the need for supervised training data or
reinforcement learning processes.

The contributions of this paper are summarized
as follows:

(1) We propose AgentSimp, a novel framework
for document simplification. Furthermore, we first
explore the simultaneous application of metaphor
analysis and terminology interpretation to the text
simplification task using a multi-agent system.

(2) We explore communication strategies among
agents involved in fine-grained simplification and
reconstruction strategies for reconstructing simpli-
fied text chunks into a cohesive document, further
enhancing the framework’s performance.

(3) We compare our framework with single-
model, one-pass generation methods, including var-
ious LLMs and fine-tuned open-source LLMs. The
empirical results from both automatic and human
evaluations validate the effectiveness of our pro-
posed framework.

2 Related Work

2.1 Document-level Text Simplification

Lexical and sentence-level simplification have
been central to text simplification research [Good-
ing, 2022; Xu et al., 2015; Qiang et al., 2023a].
These methods often fail in document simplifica-
tion due to insufficient supervised data. Efforts to
create document simplification corpora from En-
glish Wikipedia and Simple English Wikipedia are
hampered by poor corpus quality. Studies often
focus on subtasks, such as predicting sentence dele-
tions [Zhong et al., 2020] and rewriting sentences
with contextual information [Sun et al., 2023a].

The SWIPE dataset [Laban et al., 2023], derived
from EW and SEW, uses revision histories to pair
pages effectively. Sun et al. [2023a] introduced a
continuous pre-training strategy for sentence-level
simplification, but it is unsuitable for long-text se-
quences.

Cripwell et al. [2023] predicted edits on the cur-
rent sentence using document context. Blinova
et al. [2023] suggested summarizing the document
and then simplifying the summary. However, ex-
isting methods rarely consider both simplification
adequacy and document coherence.

2.2 Large Language Models and Multi-Agent
Framework

Large language models (LLMs) have trans-
formed AI by predicting text sequences and being
fine-tuned with human instructions [Brown et al.,
2020; Wang et al., 2022; Touvron et al., 2023; Jiang
et al., 2023]. LLMs have shown exceptional capa-
bilities in various text generation tasks, such as
translation [Jiao et al., 2023; He et al., 2024; Feng
et al., 2024], summarization [Tang et al., 2023;
Chang et al., 2024; Zhang et al., 2024], and simpli-
fication [Qiang et al., 2023b; Wu and Huang, 2023].
However, the use of LLMs for text simplification
remains less explored.

Intelligent agents comprehend environments and
act accordingly [Wooldridge and Jennings, 1995].
LLMs have enhanced multi-agent systems, facilitat-
ing collaboration for complex tasks or simulations
[Guo et al., 2024]. Promising applications include
software development [Qian et al., 2023], evalua-
tion [Chan et al., 2024], fact-checking [Du et al.,
2024], and translation [Wu et al., 2024a]. Docu-
ment simplification via multi-agent systems is an
underexplored area. This study investigates such a
system for document simplification.
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3 Methodology: AgentSimp

We develop a collaborative framework with mul-
tiple agents, each with distinct roles, to perform
document simplification. These agents emulate
human expert teams to ensure thorough simplifica-
tion, content integrity, and logical coherence. This
section covers three key components: the role allo-
cation, the overall process, and the communication
strategies.

3.1 Role Allocation

By emulating and refining the division of labor
in human expert teams, we predefine various agents
with distinct knowledge backgrounds and roles, as
shown in Figure 1. Unlike the automatic role as-
signment [Chen et al., 2024], we manually tailor
these roles for accuracy and control. The corre-
sponding responsibilities for each role are as fol-
lows:

Project Director. Provides a guideline for the
article’s simplification, including a summary, key-
words, cultural context, style, tone, and target au-
dience, etc. This ensures a comprehensive under-
standing of the original text’s main points, prevent-
ing biases.

Article Logic Analyst. Analyzes the article’s
structure and formulates a structural outline with a
main title and subtitles, reflecting the hierarchical
structure. This is crucial for the article reconstruc-
tion step (see 3.2.4).

Content Simplifier. Performs initial text simpli-
fication by splitting, merging, deleting, reordering
sentences, and replacing complex words.

Simplify Supervisor. Discusses and reviews the
results generated by the content simplifier, offering
feedback and suggestions for further refinement.

Metaphorical Analyst. Provides concise expla-
nations for metaphors and complex emotions (e.g.,
sarcasm) found in the text.

Terminology Interpreter. Offers layman-
friendly explanations for specialized terms from
various fields (e.g., business, healthcare).

Content Integrator. Merges text chunks that
have been simplified from different perspectives,
only applied in the synchronous Communication
Strategy (see 3.3.2).

Article Architect. Analyzes simplified text
chunks and combines them, ensuring clear struc-
ture and logical flow, guided by the project direc-
tor’s guideline and structural outline.

Proofreader. Conducts the final review, cor-
recting grammar errors, spelling mistakes, factual
inaccuracies, and incomplete simplifications. This
produces the final simplified version.

3.2 Overall Process

In terms of the overall process, we drew inspi-
ration from the CrowdLang framework [Minder
and Bernstein, 2012], which rationally allocates
and coordinates crowdsourced human workers and
computer softwares through programming. In our
framework, human crowdsourcing is no longer re-
quired, as all tasks are completed by intelligent
agents. As shown in Figure 2, the entire process
can be divided into the following four steps: (1)
overall planning (see 3.2.1); (2) initial simplifi-
cation (see 3.2.2); (3) refined simplification (see
3.2.3); (4) reconstruction and revision (see 3.2.4).

3.2.1 Overall Planning
The workflow begins with the input of a docu-

ment, such as an article or book chapter. Initially,
two agents are assigned: the project director drafts
a simplification guideline, and the article logic ana-
lyst creates a structural outline. The simplification
guideline provides contextual guidance, enhancing
scalability and ensuring consistency among agents.
The structural outline preserves the article’s recon-
struction (see 3.2.4) and maintains coherence.

3.2.2 Initial Simplification
We find that ChatGPT tends to generate sum-

maries instead of simplifying long texts, consis-
tent with Makhmutova et al. [2024]. This may be
due to the limited document simplification data
in LLM training or the complexity of the task.
Thus, segmenting the original document is neces-
sary. We experimented with dividing the document
into paragraph-based chunks for processing in sub-
sequent workflows.

Then, two agents are assigned: the content sim-
plifier and the simplify supervisor. The content
simplifier handles fundamental text simplification
through actions like sentence segmentation, com-
bination, etc. The simplify supervisor critically
reviews the initial simplifications produced by the
content simplifier and provides suggestions for im-
provement.

3.2.3 Refined Simplification
Hirsh and Nation [2020] highlighted vocabulary

size as the main obstacle to reading comprehension,
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## Raw text:

Decades would pass before scientists realized that the nondescript bronze...

## After initial simplification:

It took many years for scientists to understand that the simple-looking bronze...

## After metaphor analysis:

Decades would pass before scientists realized that the nondescript bronze (which looked 

ordinary but is actually very special)...

## After terminology interpretation:

Decades would pass before scientists realized that the simple-looking metal piece...

## After fusion:

It took many years for scientists to find out that the simple-looking metal piece(which looked 

ordinary but is actually very special)...
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Figure 2: The framework of AgentSimp. Each step defines the roles and tasks of agents, with step 3 illustrating
the functions of different agents through concrete examples. For clarity of presentation, the prompts used are
abbreviated versions, the actual prompts employed are more complex.
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Figure 3: Two construction strategies for the article architect agent. “Prompt template” denotes the prompting
strategy specifically designed for the article architect to guide it in producing appropriate outputs.

while Clausen and Nastase [2019] stressed the sig-
nificance of metaphor analysis in simplifying text.
In Figure 2, Step 3, the metaphor “nondescript"
implies “ordinary-looking but special". The
initial simplification to “simple-looking" misses
this nuance, which is better captured by the
metaphor analysis “looked ordinary but is
actually very special". Furthermore, the term
“bronze" is clarified as “metal piece" after termi-
nology explanation, enhancing comprehension.

Our multi-faceted simplification strategy, inte-
grating conventional methods with terminology ex-
planation and metaphor analysis, aims to optimize
simplification. Although this may introduce irrele-

vant content to the reference documents, affecting
automatic evaluation metrics, it is vital for thorough
simplification and comprehension. We also intro-
duced two communication strategies (see 3.3) to
enhance collaboration among simplification agents.

3.2.4 Reconstruction and Revision

Chang et al. [2024] employ the chunking and
reconstruction strategies for book-level text sum-
marization. Similarly, we need to reconstruct the
simplified text chunks. Direct concatenation is not
feasible, as it would undermine the discourse co-
herence of the document [Alva-Manchego et al.,
2019]. We propose two combination strategies for
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the article architect agent. These two strategies are:
(1) Direct combination. As shown in Figure 3a.

Multiple text chunks are directly concatenated to
form the entire article. Then, using specific prompt-
ing templates, LLMs are guided to reconstruct the
entire article based on the provided information.

(2) Iterative combination. As shown in Fig-
ure 3b. First, set the value of the chunk size as C.
Then, iteratively extract C chunks from the queue
of chunks to be processed. The last chunk of each
reconstruction becomes the first element of the next
input. This process repeats until all chunks are used.
(In our experiments, the chunk size is set to 2.)

Two strategies are designed for different con-
texts: the direct combination is for shorter docu-
ments, preserving accuracy and structure; the iter-
ative combination is for longer or complex docu-
ments, but it may result in a less coherent structure
than the direct method.

The review concludes the simplification pro-
cess. The proofreader checks for overall quality,
coherence, and errors, making targeted revisions
as needed. If no issues are found, no changes are
applied.

3.3 Agents Communication Strategies

The interaction between different agents is a key
issue in our framework. Inspired by Chan et al.
[2024], we primarily explore two interaction strate-
gies: (1) a pipeline-style communication strategy
(see 3.3.1); (2) a synchronous communication
strategy (see 3.3.2).

3.3.1 Pipeline-Style Communication Strategy
The pipeline communication strategy involves

a sequential process where each agent’s output be-
comes the next agent’s input. For a text chunk,
it’s first simplified by the content simplifier, then
analyzed by the metaphorical analyst, and finally
interpreted by the terminology interpreter. The final
simplification includes insights from all previous
agents. Each chunk is processed similarly, and the
agents compile them into a single simplified article,
as shown in Figure 4a.

3.3.2 Synchronous Communication Strategy
The synchronous communication strategy allows

agents to simplify text chunks concurrently, with-
out waiting for each other. Each agent - content
simplifier, metaphorical analyst, and terminology
interpreter - works in parallel and their results are
merged into a single simplified text chunk. The

content integrator, unique to this strategy, com-
bines these chunks into a final simplified article, as
shown in Figure 4b.

3.4 Combination of Strategies

We introduce two document reconstruction
strategies and two communication strategies, cre-
ating four combinations in the process. Our ex-
periments show the results of these combinations
(see Table 2). We detail two combinations using
pseudocode: synchronous communication with di-
rect combination (Algorithm 1) and pipeline-style
communication with iterative combination (Algo-
rithm 2).

4 Experimental Setup

Dataset Doc. Para. W. W./Doc.
Newsela 200 4,850 220,782 1,103
GuoFeng 100 6,056 176,108 1,758

Table 1: Statistics of datasets.

4.1 Datasets

We utilize the popular general-domain document
simplification dataset Newsela [Xu et al., 2015].
Additionally, to explore the performance of our ap-
proach when handling non-general-domain docu-
ments, we also use a literary domain text translation
dataset GuoFeng Webnovel(using only the English
version of the data during execution)1. Due to the
costs associated with running LLMs in the API,
we sample test sets from the original datasets(see
Appendix A), as shown in Table 1.

4.2 Baseline Methods

We chose several compact pre-trained language
models, fine-tuned on pertinent data, for our study.
Typically, these models are designed for shorter
text spans, which becomes a constraint when pro-
cessing the longer articles from the Newsela dataset
due to limited context handling. For all the models
mentioned below, we test these models by dividing
and reconstructing the text chunks.

Keep it Simple (KIS). A multi-paragraph level
unsupervised method for text simplification [Laban
et al., 2021].

BART-SWIPE. A model fine-tuned on a cleaned
version of SWIPE, a large-scale document-level

1https://www2.statmt.org/wmt24/
literary-translation-task.html

https://www2.statmt.org/wmt24/literary-translation-task.html
https://www2.statmt.org/wmt24/literary-translation-task.html
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Figure 4: Two communication strategies of AgentSimp. “CS”, “MA”, “TI” and “CI” denote the content simplifier,
metaphorical analyst, terminology interpreter and content integrator, respectively.

Methods SARI ↑ D-SARI ↑ BART-S ↓ FKGL ↓
Traditional Baselines

KIS 33.26 26.58 -2.92 9.32
BART-SWIPE 30.23 23.78 -3.16 8.58
PG 36.52 27.31 -3.18 7.85

LLMs Baselines
Llama-2 32.51 24.92 -3.85 9.77
Llama-2* 36.51 26.92 -3.13 6.77
Llama-3 33.45 23.24 -2.49 7.28
Mistral 33.73 26.76 -3.67 9.26
Mistral* 37.20 27.98 -2.84 5.29
Mixtral 35.29 24.50 -2.33 7.21
GPT-3.5 32.38 22.71 -2.45 7.81
GPT-4 33.61 22.67 -2.78 7.58

Ours —— Based on GPT-3.5
PL 38.46 25.44 -2.85 7.69
PL† 39.26 28.53 -3.31 8.21
SYNC 37.59 24.68 -3.47 7.58
SYNC† 37.68 25.17 -2.88 8.45

Ours —— Based on GPT-4
PL 40.37 28.85 -2.76 8.16
PL† 41.58 30.72 -2.53 8.42
SYNC 39.78 27.49 -2.68 8.83
SYNC† 40.53 28.22 -2.42 8.96

Table 2: Main Results on the Newsela dataset. “PL”
and “SYNC” denote the pipeline-style and the syn-
chronous communication strategies, respectively. * de-
notes the model is fine-tuned on the Newsela dataset.
In our approaches, † denotes the use of the iterative
combination strategy, while the absence of † signifies
the use of the direct combination strategy.

simplification dataset based on Wikipedia, con-
structs pairs of documents by gathering pages from
both English and Simple English Wikipedia [Laban
et al., 2023].

PG. A plan-guided (PG) system is implemented
where a planner predicts an operation for each
sentence and provides it as a control token to a
sentence-level simplification model [Cripwell et al.,
2023].

Furthermore, we select several most popular and

high-performing LLMs currently available. For
all the models mentioned below, we employ the
direct prompting strategy, which is referred to as
the single-agent strategy by [Chen et al., 2024],
in contrast to the multi-agent strategy. We use
the same prompt template and hyperparameters for
these models, details can be found in Appendix B.

LLAMA.2 We employ “Llama-3-70b” with
maximal 8,000 input tokens via Meta AI. For the
“Llama-2-7b” model [Touvron et al., 2023], we
employ the original model and fine-tune the model
with Newsela dataset.

MISTRAL.3 For the “Mistral-7b”
model [Jiang et al., 2023], we employ the
original model via Mistral AI and fine-tune the
model with Newsela dataset.

MIXTRAL. We employ “Mixtral-8x7B” with
maximal 32,000 input tokens via Mistral AI.

GPT-3.5.4 We employ “gpt-3.5-turbo-0125”
with maximal 16,385 input tokens via OpenAI
API [Ouyang et al., 2022].

GPT-4. We employ “gpt-4-0125-preview”
with maximal 128,000 input tokens via OpenAI
API [Achiam et al., 2023].

We instantiate AgentSimp using GPT-3.5 and
GPT-4 [Achiam et al., 2023]. The temperature
parameter is set to 0.6; more details are provided
in Appendix D.

4.3 Metrics

Based on factors such as simplicity, complete-
ness, fluency, and overall score, we select a total
of five evaluation metrics, including four computa-
tional metrics and one AI self-assessment metric.

2https://llama.meta.com/
3https://mistral.ai/
4https://platform.openai.com/docs/models

https://llama.meta.com/
https://mistral.ai/
https://platform.openai.com/docs/models
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SARI [Xu et al., 2016] is an evaluation metric
based on n-gram edit calculation used to assess the
simplification quality of generated text.

D-SARI is a modified indicator based on SARI
that penalizes the three components in SARI,
specifically suitable for simplified evaluation at the
document level [Sun et al., 2021].

BARTScore(BART-S) is employed to evaluate
the preservation of meaning and fluency in the gen-
erated text [Yuan et al., 2021].

Flesch-Kincaid grade level (FKGL) has been
identified as having the strongest correlation with
simplicity measures in human-written simplifica-
tions [Scialom et al., 2021].

5 Results and Analysis

5.1 Comparison of DS Methods

Using the Newsela dataset, which includes ref-
erence simplified documents, we conducted auto-
matic evaluation metric testing (Table 2). Key
findings include: (1) AgentSimp outperforms
traditional single-prompt LLMs, including fine-
tuned open-source LLMs, on most metrics; (2)
the pipeline-style communication strategy slightly
edges out the synchronous communication strategy
within AgentSimp, and the iterative combination
strategy slightly outperforms the direct combina-
tion; (3) fine-tuning open-source LLMs with paral-
lel data significantly improves their performance,
reaching levels comparable to larger closed-source
LLMs.

AgentSimp shows weaker performance on the
FKGL metric, likely due to the inclusion of more
details and context, which is meaningful for con-
tent understanding but increases FKGL scores. As
Tanprasert and Kauchak [2021] notes, FKGL is
not ideal for text simplification, so we use it as a
reference only.

We also analyzed the roles of terminology in-
terpreters and metaphorical analysts across differ-
ent article categories5. As shown in Figure 5,
specialized terminology is more common than
metaphors in most categories, except in Novels
where metaphors are more frequent. Technology
articles have high specialized terminology, while
world and sports articles have significant amounts
with fewer metaphors. Politics articles have moder-
ate terminology and metaphors, and entertainment

5We select the text classification model
from https://huggingface.co/elozano/
bert-base-cased-news-category.

articles are rich in metaphors but have fewer spe-
cialized terms.

5.2 Ablation Study

Methods SARI D-SARI BART-S FKGL
PL 40.37 28.85 -2.76 8.16

w/o PF 41.16 28.66 -2.84 8.25
w/o AA 41.35 29.42 -2.63 8.98
w/o TI 38.75 25.69 -3.17 9.34
w/o MA 36.43 22.67 -3.32 9.39

Table 3: Ablation study on AgentSimp with pipeline-
style communication strategy. PF, AA, TI, MA refer to
proofreader, article architect, terminology interpreter,
and metaphorical analyst, respectively.

Methods SARI D-SARI BART-S FKGL
SYNC 39.78 27.49 -2.68 8.83

w/o PF 39.66 27.53 -2.93 9.21
w/o AA 40.72 29.16 -3.48 9.57
w/o CI

w/ CS 36.65 23.42 -3.08 8.68
w/ TI 38.73 23.18 -2.62 9.74
w/ MA 37.35 22.87 -2.33 9.62

Table 4: Ablation study on AgentSimp with syn-
chronous communication strategy. CI, CS refer to
content simplifier and content integrator, respectively.

We conducted an ablation study by evaluating
intermediate results from our experiments. The
outcomes for AgentSimp (based on GPT-4) with
the pipeline-style communication strategy are in
Table 3, and with the synchronous communication
strategy are in Table 4. Key findings include: (1)
both strategies benefit from nearly all agents, with
the terminology interpreter and metaphorical ana-
lyst being crucial; (2) in the pipeline-style strategy,
simplification improves with each agent’s input,
while the synchronous strategy benefits from the
content integrator’s combination of features; (3)
AgentSimp based on GPT-3.5 has slightly worse
performance than the GPT-4 version but is more
cost-effective, making it a better choice when cost
is a concern; (4) the proofreader and article archi-
tect slightly lower automated metrics due to LLM
refinements that can counteract simplification but
ultimately improve text quality and coherence.

5.3 Human Evaluation
To better understand the strengths and weak-

nesses of AgentSimp (Based on GPT-4), we
conduct a human evaluation with six non-native
English-speaking graduate students using a 1-5 Lik-
ert scale. The case study is shown in Appendix C)

https://huggingface.co/elozano/bert-base-cased-news-category
https://huggingface.co/elozano/bert-base-cased-news-category
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Figure 5: Frequency of specialized terminology and metaphors across article categories in the Newsela dataset, with
the GuoFeng dataset represented as the Novel category.

Coh. Simp. Faith. Preferred
Mistral-7b* 3.52 3.68 3.13 2
GPT-4 3.48 3.55 3.34 3
PL 4.36 4.61 4.17 8
PL† 3.78 4.28 4.53 6
SYNC 4.21 4.25 3.82 7
SYNC† 3.85 4.39 4.36 4

Table 5: Results of human evaluation on 30 documents
randomly selected from Newsela and GuoFeng datasets
and corresponding model generations. “Preferred" de-
notes the frequency of being selected by evaluators as
the most preferred simplified version.

Ins. Over. Inc. Lan.
GPT-4 12.36% 7.58% 4.61% 2.24%
PL 0.83% 1.05% 1.33% 0.54%
SYNC 1.42% 1.39% 1.25% 0.68%

Table 6: Results of human error detection on 160 para-
graphs randomly selected from Newsela and GuoFeng
datasets and corresponding model generations.

Table 5 shows our assessment of document sim-
plification quality based on coherence, simplicity,
and faithfulness, with evaluators also selecting their
preferred version. AgentSimp exceeds traditional
methods, with the pipeline-style communication
and direct combination strategy yielding the most
simplified and coherent documents, favored by
evaluators. The synchronous communication with
direct combination also yields comparable results.

The iterative combination strategy, while less ef-
fective overall, improves faithfulness by retaining
more original information.

In Table 6, we identify common errors, includ-
ing insufficient simplification, over-complication,
inconsistency, and language errors. AgentSimp sig-
nificantly reduces these errors compared to direct
LLM outputs, with the pipeline-style communica-
tion strategy being slightly more accurate than the
synchronous communication.

6 Conclusions

In this study, we present a novel multi-agent sys-
tem named AgentSimp, which harnesses the power
of large language models for the purpose of docu-
ment simplification. By emulating the collabora-
tive dynamics of human teams, AgentSimp adeptly
addresses the intricate aspects of document simplifi-
cation. It achieves this by synthesizing a multitude
of nuanced processes, which work in concert to
preserve the fluidity and cohesiveness of the origi-
nal content. The outcomes of both automated and
human evaluations consistently demonstrate that
AgentSimp generates simplified documents of supe-
rior quality when contrasted with conventional tech-
niques. Furthermore, the system garners greater
preference from human assessors, underscoring its
effectiveness and user appeal.
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Limitations

Framework Limitations. Unlike the Agent-
Verse frame [Chen et al., 2024], our framework
is not a general-purpose task framework. After
testing numerous multi-agent frameworks for doc-
ument simplification tasks, we found they were
inadequate for this task, leading to the design of
AgentSimp. However, AgentSimp itself has limita-
tions and is only applicable to document simplifi-
cation tasks.

Dataset Insufficiency. There is a scarcity of
datasets with reference documents, and existing
datasets often exhibit a homogeneous writing style.
We categorized news articles into multiple classes
to analyze linguistic phenomena within our frame-
work’s operation. Future research could explore
creating more parallel document simplification
datasets to evaluate the performance of large lan-
guage models and for training and fine-tuning open-
source models.

Subjectivity in Human Evaluation. Rigorous
document simplification evaluation requires diverse
participant backgrounds and a substantial number
of evaluators and test datasets [Gooding, 2022].
However, due to high costs and time constraints,
our evaluation lacks in these aspects, which we aim
to improve in future work.
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A Subset

For the Newsela dataset, we randomly selected
200 documents and computed automatic evaluation
metrics by averaging the results from all four ref-
erence documents per document. Regarding the
GuoFeng dataset, we randomly sampled 100 docu-
ments from its training and testing sets. Due to the
lack of simplified reference documents in GuoFeng,
we did not perform automatic evaluation metrics
experiments but conducted manual evaluations in-
stead. In these evaluations, we provided the origi-
nal documents alongside their translated references
from the dataset to aid evaluators in assessing the
quality of the simplified documents.

B Baselines details

To mitigate the variability of prompting LLMs
directly, we employed three prompting templates,
averaging their outputs from Template 1, Template
2, and Template 3, as depicted in Figures 6, 7,
and 8. We set the temperature parameter to 0.6
for all models. For fine-tuning open-source LLMs,
we utilized the LLaMA-Factory framework [Zheng
et al., 2024], the detailed parameters used for fine-
tuning are shown in Table 8.

You are a professional simplified text writer, I need you to
simplify the language and structure of the raw text to make
it more accessible to pupils.
Replace complex words or phrases or technical terms with
simpler, more familiar words or terms, use more and shorter
clauses, and reorganize clauses to make them easier to read.
Raw text:
[Raw text]
Simplified text:

Figure 6: The prompting template 1. Basic document-
level simplification prompts without contextual exam-
ples.

C Case Study

In this section, we analyze the simplification
of text chunks from three categories (technology,
novel, sports) using the pipeline-style communica-
tion strategy (using AgentSimp based on GPT-4)
to highlight the importance of collaborative work
among multiple agents. As detailed in Table 7, the
content simplifier consistently performs basic sim-
plifications such as reordering sentences, splitting
and reorganizing sentences, and preliminary lexi-
cal substitution; the metaphorical analyst provides
extensive explanations for novel due to its literary

Algorithm 1 Synchronous Communication & Di-
rect Construction
Require: project director PD, article logic analyst

ALA, content simplifier CS, metaphorical an-
alyst MA, terminology interpreter TI, content
integrator CI, article architect AA, paragraph
nums M, paragraph list [P1, . . . , PM ]

Ensure: well-organized simplified document S
1: Initialize simplified paragraph list

[P ′
1, . . . , P

′
M ] as an empty list

2: Input [P1, . . . , PM ] to PD to get simplification
guideline G

3: Input [P1, . . . , PM ] to ALA to get structural
outline O

4: for each paragraph Pi in paragraph list do
5: Input Pi,G to CS to get simplified paragraph

PCS
i

6: Input Pi,G to MA to get simplified paragraph
PMA
i

7: Input Pi,G to TI to get simplified paragraph
P TI
i

8: Input [PCS
i , PMA

i , P TI
i ] to CI to get inte-

grated paragraph P ′
i

9: Append P ′
i to simplified paragraph list

10: end for
11: Combine simplified paragraph list

[P ′
1, . . . , P

′
M ] into a single document D

12: Prepend simplification guideline G and struc-
tural outline O to document D to form D’

13: Input D’ to agent AA to get well-organized
simplified document S

14: return S
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Table 7: An example of multi-agent collaborative simplification using the pipeline-style communication strategy
for text chunks of three different categories. The complex expressions in original text are marked in red and the
simplified expressions in processed text are marked in blue.

Technology. Information unlocked by analyzing the chemical makeup of each otolith layer has piqued the interest of archaeolo-
gists, geochemists and fish biologists alike.

w/ CS The study of the chemical details in each layer of otoliths has attracted archaeologists, geochemists, and fish
biologists.

w/ MA The study of the chemical details in each layer of otoliths has attracted archaeologists, geochemists, and fish
biologists.

w/ TI The study of the materials in each layer of ear bones from fish has attracted people who study ancient human
cultures, scientists who study the materials of the Earth, and scientists who study fish.

Novel. His palm lingered with a faint black light, as hard as stone, as if it could smash everything.
w/ CS His hand had a faint black light and felt as hard as a rock. It seemed like it could break anything.
w/ MA His hand had a faint black light and felt as hard as a rock (his hand was very hard). It seemed like it could break

anything (his hand was very strong).
w/ TI His hand had a weak black light and felt as hard as a rock (his hand was very hard). It seemed like it could break

anything (his hand was very strong).
Sports. So when the team for the 1950 World Cup was announced, it wasn’t exactly big news across the country.
w/ CS When they chose the team for the 1950 World Cup, it wasn’t a big news everywhere.
w/ MA When they chose the team for the 1950 World Cup, it wasn’t big news for everyone. (This means that most people

did not think it was very important.)
w/ TI When they chose the players for the 1950 World Cup, it wasn’t a big thing for everyone. (This means that most

people did not think it was very important.)

As a text simplification writer, your task is to simplify the
given text content: restate the original text in simpler and
easier to understand language without changing its meaning
as much as possible.
You can change paragraph or sentence structure, remove
some redundant information, and replace complex and un-
common expressions with simple and common ones.
It should be noted that the task of text simplification is com-
pletely different from the task of text summarization, so you
need to provide a simplified parallel version based on the
original text, rather than just providing a brief summary.
Raw text:
[Raw text]
Simplified text:

Figure 7: The prompting template 2. On the basis of
basic prompt as shown in Figure6, emphasize the dif-
ference between document simplification task and sum-
mary task, and guide the model to generate a parallel
simplified version to the original text without contextual
examples.

devices such as metaphors and exaggerations, of-
fers metaphor interpretations for sports, but rarely
interprets metaphors in technology texts; the ter-
minology interpreter elaborates on rare terms in
technology texts but seldom replaces or interprets
terms in novel and sports due to the infrequent oc-
currence of rare terms. Each agent focuses on its
specific task, contributing to a final text that is clear
and easy to understand.

D AgentSimp Implementation

Since our framework is entirely based on LLMs,
eliminating the need for supervised training data
or reinforcement learning processes, the critical

(A complex document - simple document example)
Now please study the example above and simplify the docu-
ment below. Please note that document simplification is not
a document summary. You cannot shorten the original text
to a very small length.
The operations you need mainly include paragraph order
reconstruction, redundant information removal, sentence
structure simplification, and replacing complex words or
phrases with simple expressions. In addition, simplified
documents require subheadings starting with ## to improve
readability.
Raw text:
[Raw text]
Simplified text:

Figure 8: The prompting template 3. On the basis of the
two prompting templates as shown in Figure6 and Fig-
ure7. Additionally, a pair of complete complex-simple
documents are added to drive the in-context learning
ability of the large language model.

aspects are twofold: first, the design of the over-
all process and interaction algorithm, and second,
the design of prompting templates for each role.
We present two combinations in the form of pseu-
docode: synchronous communication & direct
combination(Algorithm 1), and pipeline-style com-
munication & iterative combination(Algorithm 2).
We present the prompt templates for some agents:
project director (Figure 9), article logic analyst
(Figure 10), content simplifier (Figure 11), sim-
plify supervisor(Figure 12), metaphorical ana-
lyst (Figure 13), content integrator(Figure 14),
article architect using the iterative combination
strategy(Figure 15), terminology interpreter (Fig-
ure 16).
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Algorithm 2 Pipeline-style Communication & Iter-
ative Construction
Require: project director PD, article architect

AA, content simplifier CS, metaphorical ana-
lyst MA, terminology interpreter TI, paragraph
nums M, paragraph queue [P1, . . . , PM ],
chunk_size C

Ensure: well-organized simplified document S
1: Initialize S as an empty list
2: Initialize simplified paragraph queue

[P ′
1, . . . , P

′
M ] as an empty list

3: Input [P1, . . . , PM ] to PD to get simplification
guideline G

4: for each paragraph Pi in paragraph queue do
5: Input Pi,G to CS to get simplified paragraph

P ′
i

6: Input P ′
i ,G to MA to get metaphorically sim-

plified paragraph P ′′
i

7: Input P ′′
i ,G to TI to get terminology simpli-

fied paragraph P ′′′
i

8: Append P ′′′
i to simplified paragraph queue

9: end for
10: Dequeue the first C paragraphs from simplified

paragraph queue to form chunk L
11: Prepend simplification guideline G and chunk

L to form L’
12: while simplified paragraph queue is not empty

do
13: Input L’ to agent AA to get optimized para-

graphs R
14: Append R to S
15: Extract the last paragraph from R to form

Plast

16: if simplified paragraph queue is not empty
then

17: Dequeue the first C paragraphs from sim-
plified paragraph queue to form chunk L’

18: Form new chunk L’← Plast + L’
19: end if
20: end while
21: return S

Parameter Value
finetuning_type lora
lora_target all
per_device_train_batch_size 2
gradient_accumulation_steps 4
lr_scheduler_type cosine
logging_steps 10
warmup_ratio 0.1
learning_rate 5e-5
num_train_epochs 30.0
max_samples 500
max_grad_norm 1.0
loraplus_lr_ratio 16.0

Table 8: Fine-tuning parameters.

Please act as a project director for the task of simplifying
articles. The guidelines for simplifying an article, which are
crucial for guiding subsequent agents in the simplification
process, may contain the following information:
1. Executive Summary:
- A brief overview of the article’s main points, arguments,
and conclusions.
2. Style and Tone:
- A description of the article’s style (such as formal, infor-
mal, academic, creative writing, etc.) ,and domain(science,
history, sport, etc.), and overall tone (such as objective, sub-
jective, humorous, serious, etc.).
3. Target Audience:
- A clear identification of the intended readership for the
simplified article, including their age, educational level, cul-
tural background, and language proficiency(Please provide
a specific hypothesis to indicate that the reader’s reading
ability is not strong.).
4. Key Concepts and Terminology:
- A list of core concepts, specialized terms, and key words
used in the article, along with their definitions and contex-
tual meanings.
5. Main Arguments and Evidence:
- An outline of the article’s main arguments and the key
evidence or examples that support these arguments.
6. Cultural and Social Context:
- Information about the cultural, historical, or social context
mentioned in the article, to be appropriately addressed dur-
ing simplification.
7. Emotions and Attitudes:
- Identification of the emotions and attitudes expressed in the
article, ensuring that these nuances are preserved throughout
the simplification process.
Here is the article:
[article]
The content of the guidelines should be as concise and to
the point as possible.
Please list the guidelines I need in the format I specify (a
total of seven aspects), without any additional explanations:

Figure 9: Prompt template for the project director.
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Please act as a article logic analyst for the task of
simplifying articles. You need to analyze the logical
structure of the article and provide a title and multiple
subheadings for the article.
Please note that generating titles and subheadings plays
a crucial role in helping subsequent simplification staff
analyze the logical flow and coherence of the article. Please
ensure that both the title and subheadings are simple
and easy to understand, and try to avoid complex vocabulary.

Your output format must be in JSON format: "ti-
tle":"This is the title", "subheadings": ["This is subheading
1", "This is subheading 2", "This is subheading 3"].
Here is the article:
[articles]
Please provide the results according to my requirements and
output format, without any additional explanations:

Figure 10: Prompt template for the article logic analyst.

Please act as a content simplifier for the task of simplifying
articles. You are given a paragraph from the article (which
may also just be a sentence). Your task is to simplify this
section while trying to ensure that the original meaning
remains intact, making it more easily understandable.
The methods you may use include deleting sentences,
splitting and combining sentences, reordering sentences, and
replacing complex words with simpler terms. Additionally,
before simplifying, you need to read a set of guidelines and
try to follow the requirements outlined in them during the
simplification process.

Your output format must be in JSON format: "sim-
plified result":"This is the simplified content".
The guidelines:
[guidelines]
The paragraph need to be simplified:
[paragraph]
Please provide the results according to my requirements and
output format, without any additional explanations:

Figure 11: Prompt template for the content simplifier.

Please act as a simplify supervisor for the task of reviewing
and improving simplified articles. You will receive a
simplified paragraph from the content simplifier, which has
been altered to be more easily understandable. Your role
is to critically analyze this section and provide feedback
or suggestions that will enhance the simplification while
preserving the original meaning.
You may offer feedback on the deletion of sentences, the
splitting and combining of sentences, the reordering of
sentences, and the replacement of terms. Before providing
feedback, you should review a set of guidelines to ensure
that your suggestions align with the requirements outlined
in them.

Your output format must be in JSON format: "sug-
gestions":"These are the suggestions for improvement".
The guidelines:
[guidelines]
The simplified paragraph provided by the content simplifier:
[simplified_paragraph]
Please provide the results according to my requirements and
output format, without any additional explanations:

Figure 12: Prompt template for the simplify supervisor.

Please act as a metaphorical sentiment analyst for the task
of simplifying articles.
You are given a paragraph from the article (which may also
just be a sentence) that requires metaphorical sentiment anal-
ysis. You need to read a set of guidelines which could be
helpful for you to analyze the metaphorical sentiment.
Your output format must be in JSON format: "analyzed
result":"Here are sentences with metaphorical emotional
phenomena and corresponding explanations(Fill in "None",
if no metaphor and complex sentiment).", "simplified re-
sult":"This is a modification to the original text based on
metaphorical sentiment analysis. It is best to add paren-
theses in the original text to explain but do not require any
other changes. (If the analyzed result is "None", then the
simplified result is also "None")".
The guidelines:
[guidelines]
Here are several examples involving metaphors and com-
plex sentiment analysis: [1. Metaphor: - "She has a heart
of gold." (Used to describe someone’s kindness and com-
passion, not their literal heart) - "Time is money." (Used to
convey the value of time, not the literal exchange of time for
currency) 2. Simile: - "He runs like a cheetah." ( Comparing
someone’s running speed to that of a cheetah) - "She is as
brave as a lion." (Comparing someone’s bravery to that of
a lion) 3. Sarcasm: - "Well, that’s just what I needed, more
work piled on my desk." ( Expressing sarcasm to convey
frustration about an increased workload) - "Fantastic! I just
missed my train." (Using irony to express disappointment or
frustration) 4. Hidden logic: - Health advocates claim that
fast food chains exerted influence to exclude their products
from the classification of unhealthy options in the proposed
regulations.(Fast food chains hope that their products are
healthy and legal, but health advocates may hold the oppo-
site view.)]
The paragraph need to be analyzed:
[paragraph]
Please provide the results according to my requirements and
output format, without any additional explanations:

Figure 13: Prompt template for the metaphorical analyst,
using few-shot to better guide LLMs in understanding
the task.

Please act as an expert in simplification feature fusion
for the task of simplifying articles. You are given an
original paragraph from the article, along with several
different simplified versions of the same paragraph.
These simplification methods include basic simplification,
metaphorical sentiment interpretation, and complex
terminology explanation. What you need to do is fuse all
the simplification features from the original paragraph and
its corresponding three simplified versions to produce a
final, optimal simplified paragraph.
The guidelines:
[guidelines]
Original paragraph:
[original paragraph]
Basic Simplification:
[basic simplification paragraph]
Metaphorical Simplification:
[metaphorical simplification paragraph]
Terminology Simplification:
[terminology simplification paragraph]
Fusion Simplification:

Figure 14: Prompt template for the content integrator.
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Please act as an ‘Article Architect’ for the task of simplifying
articles.Please optimize the coherence of these paragraphs
provided to make the transition and logic between them
smoother.
Note that two paragraphs should be separated by two line
breaks.
Warning: Only minor coherence adjustments need to be
made based on existing paragraphs, and existing content
cannot be changed.
The paragraphs need to be optimized:
[paragraphs]
The combined well-structured article:

Figure 15: Prompt template for the article architect
using the iterative combination strategy.

Please act as a ‘Terminology Interpreter’ for the task of sim-
plifying articles. You are given a paragraph from the article
(which may also just be a sentence) that requires terminol-
ogy explanation.
Here are several examples for your reference: [deriva-
tives(financial contracts that get their value from other things
like stocks, bonds, commodities, or currencies. It’s like mak-
ing a bet on the price or performance of these things.);
resilience(means being able to quickly recover when faced
with tough times or challenges;
Cognitive flexibility: The capacity to adapt and switch be-
tween different thinking strategies or mental frameworks
when faced with changing situations or problems.]
You need to read a set of guidelines which could be help-
ful for you to analyze the terminology. Your output for-
mat must be in JSON format: "terminology": ["ter-
minology1","terminology2","terminology3"...], "parsed re-
sult":"Here, still place the original paragraph, with the only
difference being that every terminologies has been replaced
by an easy-to-understand explanation(Use simple words as
much as possible).".
The guidelines:
[guidelines]
The paragraph need to be parsed:
[paragraph]
Please provide the results according to my requirements and
output format, without any additional explanations:

Figure 16: Prompt template for the terminology inter-
preter, using few-shot examples to better guide LLMs
in understanding the task.
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