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Abstract

This study addresses the gap in the literature
concerning the comparative performance of
LLMs in interpreting different types of fig-
urative language across multiple languages.
By evaluating LLMs using two multilin-
gual datasets on simile and idiom interpreta-
tion, we explore the effectiveness of various
prompt engineering strategies, including chain-
of-thought, few-shot, and English translation
prompts. We extend the language of these
datasets to Persian as well by building two new
evaluation sets. Our comprehensive assessment
involves both closed-source (GPT-3.5, GPT-40
mini, Gemini 1.5), and open-source models
(Llama 3.1, Qwen?2), highlighting significant
differences in performance across languages
and figurative types. Our findings reveal that
while prompt engineering methods are gener-
ally effective, their success varies by figurative
type, language, and model. We also observe
that open-source models struggle particularly
with low-resource languages in similes. Ad-
ditionally, idiom interpretation is nearing satu-
ration for many languages, necessitating more
challenging evaluations.'

1 Introduction

Large language models (LLMs) have revolution-
ized NLP by demonstrating remarkable capabili-
ties in understanding and generating human lan-
guage. One of the most challenging aspects of
human language for LLMs to comprehend is fig-
urative language, which includes similes, idioms,
and metaphors. Figurative language significantly
enriches human communication by facilitating the
implicit expression of complex ideas and emotions
(Roberts and Kreuz, 1994; Fussell and Moss, 2014).
Unlike literal expressions, figurative language of-
ten involves rich cultural references and judgments
“Equal contribution, ordered alphabetically.

"Data and code: https://github.com/namazifard/Multilingual-
Idioms-Similes

that vary considerably across different cultures
(Shutova, 2011; Fussell and Moss, 2014). Con-
sequently, understanding and generating figurative
language is crucial for LLMs to interact naturally
and effectively with users. Therefore, studying how
these models handle figurative language is essential
for advancing their capabilities.

Recent studies have highlighted that LLMs, not
only struggle to generate but also frequently misin-
terpret figurative expressions (Huang et al., 2024),
underscoring the need for more sophisticated tech-
niques to bridge these gaps. The challenge be-
comes even more pronounced in multilingual con-
texts, where figurative language is intricately tied
to cultural nuances (Liu et al., 2024b).

There remains a gap in the literature regarding
the comparative performance of LLMs in inter-
preting different types of figurative language, in
English and multilingual contexts. This study fo-
cuses on two types of figurative language: similes
and idioms. A simile compares two entities, typi-
cally using “like” or “as” (e.g., “as busy as a bee”),
to create vivid descriptions. An idiom, by con-
trast, is a fixed phrase whose meaning cannot be
inferred from the meanings of its components (e.g.,
“kick the bucket”). These two are distinct in their
structure and usage, suggesting that LLMs might
perform differently on them, and require different
strategies to process them effectively.

We evaluate the performance of multiple LLMs
across various languages using two existing
datasets: MABL (Kabra et al., 2023), MAPS (Liu
et al., 2024b), and our newly developed Persian
datasets for simile and idiom interpretation. MABL
includes examples of figurative language interpre-
tation as an inference task, and mainly simile ex-
pressions. It covers eight languages in high and low
resource ranges. MAPS is a multilingual dataset
of proverb interpretation including six languages.
To further advance this research, we contribute by
extending the scope to Persian, the native language
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of the authors, by developing two additional eval-
uation sets. These new sets help us analyze the
datasets and model performance more deeply.

Evaluating LLMs requires interacting with them,
making prompt engineering a critical component
for optimizing performance. We examine various
prompting strategies, including chain-of-thought,
few-shot, and dialogue simulation. We extend our
evaluations to input being translated to English, as
it serves as a strong baseline for many multilin-
gual evaluations (Lin et al., 2022; Shi et al., 2023;
Liu et al., 2024b). To achieve a comprehensive
evaluation, we conduct an exhaustive assessment
using both closed-source—GPT-3.5, GPT-40 mini,
and Gemini 1.5 (Team et al., 2024)—and open-
source Llama 3.1 (Dubey et al., 2024, 8B, 70B)
and Qwen?2 (Yang et al., 2024, 7B, 72B).

Our findings reveal several novel insights: (i)
Prompt engineering methods show varying degrees
of success depending on the figurative type, lan-
guage, and model used. (ii) Open-source models
perform similarly to closed-source models in id-
ioms, but they generally lag behind in interpreting
similes. (iii) The interpretation of idioms in the
style of the MAPS dataset is nearing saturation for
many languages when strong LLMs are used, due
to the presence of idioms and their meanings in
their training data. (iv) The presentation of pre-
trained data, as well as the script used in different
languages, significantly impact model performance
(v) Chain-of-thought prompting proves particularly
effective for simile interpretation in smaller mod-
els.

2 Related work

2.1 Figurative language processing

Figurative expressions encapsulate complex human
experiences and cultural knowledge, making them
essential in tasks ranging from sentiment analysis
(Hercig and Lenc, 2017) to machine translation
(Wang et al., 2024a). Previous research efforts
have focused on various types of figurative lan-
guage, with several approaches dedicated to im-
proving simile detection and component extraction
(Qadir et al., 2015; Mpouli, 2017; Liu et al., 2018;
Zeng et al., 2019), as well as on generating similes
(Chakrabarty et al., 2020; Zhang et al., 2021; Lai
and Nissim, 2022).

In addition to similes, proverbs and idioms are
another type of figurative expression that has been
explored in various studies, focusing on identifying

whether a phrase is used idiomatically or prover-
bially, either within a specific context (token-level)
or in general (type-level) (Li and Sporleder, 2009;
Fazly et al., 2009; Verma and Vuppuluri, 2015;
Salton et al., 2016; Peng and Feldman, 2016). Be-
yond detection and generation, researchers have ex-
amined methods for interpreting and representing
these figurative expressions, including literal para-
phrasing, treating them as single tokens, or com-
posing them from characters rather than words (Liu
and Hwa, 2016; Zhou et al., 2021). Additionally,
significant research has been conducted on other
types of figurative language, such as metaphors, sar-
casm, and irony (Yu and Wan, 2019; Ghosh et al.,
2017; Chakrabarty et al., 2021).

While many studies have focused on multilin-
gual figurative language detection (Lai et al., 2023;
Tedeschi et al., 2022; Tayyar Madabushi et al.,
2022; Aghazadeh et al., 2022) and English multi-
figurative (multiple types of figurative) language
processing (Jhamtani et al., 2021; Chakrabarty
et al., 2022), our research centers on multilingual
multi-figurative language interpretation, which is a
highly understudied area.

Our work expands upon the foundation laid by
Liu et al. (2024b) by introducing both similes and
idioms across a wider range of languages, includ-
ing the creation of new Persian datasets for each
figurative type. While Liu et al. (2024b) focus ex-
clusively on proverbs and sayings, we extend the
analysis to similes, offering a broader evaluation of
LLMs’ figurative language comprehension, and a
comparative study of them.

2.2 Multilingual prompt engineering

While LLMs have achieved impressive success
in various NLP tasks (Brown et al., 2020), they
encounter significant challenges in tasks that re-
quire understanding culturally specific figurative
language (Li et al., 2024b). The high cost of collect-
ing multilingual cultural data further complicates
these tasks. As aresult, current methods to enhance
the cultural awareness of LLMs rely primarily on
two approaches: prompt engineering and culture-
specific pre-training (Li et al., 2024a).

One prominent strategy is Chain-of-Thought
(CoT) prompting, which has been demonstrated
to improve LLM performance on various reason-
ing tasks by breaking down complex problems into
more manageable steps (Wei et al., 2023). Shi
et al. (2023) highlight the effectiveness of multi-
lingual CoT prompting on reasoning benchmarks,
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though their evaluation does not include figura-
tive language interpretation, such as similes and id-
ioms, which is central to our work. We extend this
research by applying CoT prompting specifically
to simile interpretation, where cultural reasoning
is often required. Another promising technique
is Reasoning in Conversation (RiC), introduced
by Wang et al. (2024b), which simulates dialogue
to improve performance on subjective, culturally-
related tasks. In our study, we apply RiC specifi-
cally to simile tasks, leveraging the conversational
context to enhance model reasoning for these cul-
turally nuanced expressions.

In addition to prompt engineering, translate-
test methods are commonly employed to address
multilingual challenges. In this approach, evalua-
tion data is translated into English before process-
ing, using tools like Google Translate or LLMs
(Ahuja et al., 2023; Liu et al., 2024a; Shi et al.,
2023). This method has proven effective in reduc-
ing performance gaps across languages (Conneau
et al., 2018; Ponti et al., 2020; Artetxe et al., 2023).
Building on this, Huang et al. (2023) propose Cross-
Lingual-Thought (XLT) prompting, that translates
the question into English and solves the problem in
English before generating a response in the original
language. We study the impact of English trans-
lation on simile and idiom interpretation across
several languages, evaluating the consistency of
responses between original and translated inputs
under zero-shot and CoT settings.

3 Methodology

We focus on the task of figurative language inter-
pretation, specifically across two types of figurative
expressions: similes and idioms. Additionally, we
extend the evaluation to Persian by creating new
test sets for this language. Below, we describe the
datasets used in our study, followed by an overview
of the LLMs and prompting techniques applied.

3.1 Datasets

We employ two existing datasets: MABL
(Metaphors Across Borders and Languages) (Kabra
et al., 2023) for simile experiments, and MAPS
(Multicultural Proverbs and Sayings) (Liu et al.,
2024b) to assess idioms. Both datasets facilitate
the analysis of figurative language understanding
across multiple languages, providing a diverse mul-
tilingual resource. A description of the datasets can
be found in Appendix A; however, key points are

explained in the following.

MABL contains figurative expressions in eight
languages: English, Indonesian, Hindi, Swahili,
Yoruba, Kannada, Sundanese, and Javanese. This
dataset captures cultural and linguistic diversity in
figurative language, offering a valuable resource for
testing multilingual LLMs’ abilities. We randomly
select 200 simile samples (to be close to the number
of examples in the idiom dataset, ensuring balance
and comparability between the two datasets) from
each language for evaluation, as shown in Table 1.

‘ ending 1 ‘ label

The test is easy ‘ The test is hard ‘ 1

start phrase ‘ ending 0

The test is as easy
as rocket science

Table 1: An English example from MABL.

MAPS consists of proverbs and sayings, de-
signed to evaluate their interpretation within con-
versational contexts. The dataset provides binary la-
bels, indicating whether the proverb is used figura-
tively. It spans six languages: English, Indonesian,
Mandarin Chinese, Bengali, German, and Russian,
with sample counts of 214, 267, 143, 272, 183, and
226 respectively. We select idiomatic sentences for
evaluation, as detailed in Table 2.

proverb ‘ conversation ‘ answer A ‘ answer B label

fair exchange is | Person 1: “Can I | Person 1 will | Person 1 will A

no robbery borrow your pen?” | lend the note- | not lend the
Person 2: “Sure, | book to Person | notebook to

can I borrow your | 2. Person 2.
notebook?” Person
1: “Fair exchange is

no robbery”

Table 2: An English example from MAPS.

Persian datasets In addition to using the exist-
ing datasets, we created two new datasets specif-
ically for the Persian language, following the for-
mats of MABL and MAPS for similes and idioms
that provide resources for evaluating figurative lan-
guage understanding in Persian, which is underrep-
resented in current multilingual model researches.

(i) Persian simile We follow the methodology
used in the MABL dataset but utilize GPT-40 to
assist in generating examples. The model gener-
ates simile pairs by producing a start phrase with
two possible endings—one reflecting the correct
simile interpretation and the other conveying an
incorrect meaning. The Persian Simile dataset con-
sists of 200 samples. The prompts closely follow
the instructions from the MABL dataset, ensuring
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consistency with the format and objectives of the
original dataset (Appendix B). After generation,
three native Persian speakers manually evaluate
and correct the examples to ensure both accuracy
and cultural relevance.

(ii) Persian idiom We follow a methodology
inspired by the creation process of the original
MAPS dataset. First, we collect Persian idioms
from two online resources: Daneshchi 2, an edu-
cational portal, and Abadis 3, an online dictionary.
To create conversational contexts based on each
idiom’s explanation, we develop prompts using ex-
amples written by native Persian speakers to guide
the model in understanding how idioms are used in
everyday conversation. Using GPT-40, we generate
a conversational context for each idiom, ensuring
that the idiom is correctly situated in a natural dia-
logue. In the second round, we provide the model
with the idiom, explanation, and the generated con-
versational context. The model is then tasked with
generating two response choices—one correct and
one incorrect—based on the meaning of the idiom
in the conversation. The Persian Idiom dataset con-
tains 316 samples. Finally, native speakers review
the generated content to ensure its accuracy, cul-
tural appropriateness, and grammatical correctness.

For more details on the dataset construction and
verification process, see Appendix B.

3.2 Language Categorization

Based on our experiment results we propose a cat-
egorization of languages from two perspectives,
as shown in Figure 1. The script of a language
plays a significant role, as Latin-based languages
like English dominate the pretraining data of large
language models. Additionally, Joshi et al. (2020)
classify languages into six categories based on the
availability of labeled and unlabeled data on the
web. This classification, alongside the language
script, offers valuable insights for analyzing model
behavior.

non-Latin

Resource

4 l
3> [k o ) su [ Bn)
Figure 1: Our language categorization provides clearer

insights for analyzing the results.

“https://www.daneshchi.ir
3https://abadis.ir

3.3 Models

We evaluate the performance of several open-
source and closed-source LLMs to understand
their capabilities in processing figurative language
across multiple languages. The models under con-
sideration include GPT-3.5-Turbo-0125 (OpenAl,
2023), GPT-40 mini (OpenAl et al., 2024), and
Gemini 1.5 Flash (Team et al., 2024) which are
representative of closed-source commercial LLMs,
as well as open-source models: Llama 3.1 (Dubey
etal., 2024, 8B, 70B) and Qwen2 (Yang et al., 2024,
7B, 72B). These models are selected based on their
widespread use and the contrast they offer in terms
of accessibility, customization potential, and model
size variations. Note that although Llama 3.1 does
not cover all of our languages (Just En, De, and Ru
are covered), it performed quite well in our initial
experiments. The cost for running experiments is
given in Appendix C.

3.4 Prompting

We use several prompting techniques with exam-
ples in native or English translation or combined.
We explain the techniques and then mention which
ones we used in native, English, and native-English
setups. The instruction is consistently given in En-
glish across all settings, as shown in Table 3. The
full prompt templates used in the experiments are
available in Appendix D.

3.4.1 Techniques

We explore various prompt engineering techniques:
(i) Zero-shot: this setting assesses the model’s
basic understanding. (ii) One-shot: here, we ex-
plore how providing a single example can enhance
the model’s knowledge of the task and its cultural
context. (iii) Chain of Thought (CoT): this ap-
proach leverages the model’s reasoning capabilities
to break down and process figurative meanings step
by step (Wei et al., 2023), which is still effective
under multilingual scenarios (Shi et al., 2022). The
instructions guide the model through a thought pro-
cess to interpret idioms or similes. Additionally,
a one-shot example is provided in the native lan-
guage, accompanied by an explanation in the same
language. For idioms, the one-shot example only
explains the proverb’s meaning. However, for simi-
les, a reasoning pathway is provided that involves
(1) mentioning the target culture, (2) interpreting
the simile’s meaning, (3) clarifying the reason for
the similarity and its connection to the start phrase,
and (4) generating the final answer. Examples of
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CoT are shown in Table 3. (iv) Dialogue simu-
lation: since figurative expressions often deviate
from their literal meaning, understanding can be
improved by placing them in context (Liu et al.,
2024b). We use the RiC (Reasoning in Conversa-
tion) method (Wang et al., 2024b) in zero-shot set-
tings to prompt the model to generate dialogues or
conversations between two individuals, embedding
the figurative expression within these interactions.

Simile CoT example of Swahili
In this task, you are given a start phrase indicating a figurative
expression in Swabhili culture. Please select O if the start
phrase conveys the meaning of ending 0, and 1 if it conveys
the meaning of ending 1.
Start phrase: He felt his chest was frozen like ice
Ending 0: His heartbeat went too fast
Ending 1: His heartbeat went slowly
Answer: In Kiswahili culture, the expression "He felt his
chest was frozen like ice" is used to show that a person felt

fear, anxiety or uncertainty.

<Test Simile Example>

Idiom CoT example of German
Question: How would one interpret this proverb in Ger-
man culture, given the context? Please first think about the
proverb’s meaning, then write an explanation of the proverb’s
meaning, and finally choose between A and B.
Proverb: hope dies last
Context: Person 1: Do you think we’ll make it? Person 2: 1
don’t know, but hope dies last.
Choices: A: Person 2 hopes they’ll make it. B: Person 2 has
no hope they’ll make it.
Explanation: hope should be the last thing you give up
Answer: A

<Test Idiom Example>

Table 3: One-shot example of CoT prompts for simile
and idiom. Thought pathways are specified with colors.
blue: specify culture, cyan: analyzing expression mean-
ing, : connect it to StartPhrase, : specify the
final answer. purple: additional CoT trigger for idioms.

3.4.2 Inputlanguage

Native In this setting, the input examples are pre-
sented in their original language (e.g., Chinese,
Indonesian, etc.) along with instructions in English.
We evaluate our experiments across three different
configurations: zero-shot, one-shot, and CoT.

Translated-English We follow the trend of trans-
lating either the training or test data into English
(Shi et al., 2023; Conneau et al., 2018; Qin et al.,
2023), utilizing three translation systems that cover
all of our languages: the Google Translate API,

Meta’s No Language Left Behind (NLLB-200-
3.3B) model (Team et al., 2022), and GPT-3.5 (Ope-
nAl, 2023). We investigate zero-shot and one-shot
settings to explore the few-shot effect in this con-
text. For CoT, we ask the model to explain the
meanings of idioms or similes alongside a one-shot
example in English to activate CoT reasoning abili-
ties. For simile, we also experiment with dialogue
simulation prompting techniques. For idiom tasks,
as they are already presented in a dialogue format,
dialogue simulation is not applied.

Native and Translated-English In this approach,
we directly prompt the model to convert the input
from the native language to English and then per-
form the task (Etxaniz et al., 2024; Huang et al.,
2023). The input is provided in both native and
Translated-English simultaneously, leveraging the
model’s intrinsic translation capabilities. This tech-
nique is applied within a one-shot setting, as de-
tailed in Tables 11 and 12.

3.5 Evaluation Process

We utilize LLMs to evaluate simile and idiom tasks.
For each task, we select an LLM, apply the ap-
propriate prompt, and retrieve the model’s answer.
The answers are parsed using regular expressions
(regex) to extract the final binary result. In cases
where regex fails to correctly extract the answer
due to irregular formatting or model output vari-
ations, manual verification is employed to ensure
accuracy in the evaluation process.

4 Results

In this section, we present the performance of var-
ious large language models (LLMs) across two
datasets and multiple languages.

4.1 Native

We evaluate the performance of LLMs on input
provided in native languages. Results for closed-
and open-source models are shown in Table 4. The
results show that both types of models can compre-
hend similes and idioms to varying extents. Gener-
ally, performance on idioms is higher than similes.

For similes, open-source models with fewer pa-
rameters show lower accuracies, with Llama 3.1-
8B outperforming Qwen2-7B. Large open-source
models, i.e., Llama 3.1-70B and Qwen2-72B, out-
perform GPT-3.5. Among all models, however,
Gemini 1.5 demonstrates the best simile interpreta-
tion performance on average across our two prompt-
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Open Source

Closed Source

Laneuase Qwen2-7B Qwen2-72B Llama 3.1 8B Llama 3.1 70B GPT-3.5 Gemini 1.5 Flash GPT-40 mini

BU4EE | Zero-Shot CoT Zero-Shot CoT Zero-Shot CoT Zero-Shot CoT Zero-Shot CoT Zero-Shot CoT Zero-Shot CoT
SIMILE

En .651 010 830010 936,008 943 06 761 o30 770010 913 008 883 011 786 006 916,010 878 011 896,006 740 014 916,008
Id .590 031 621 035 .893 006 911 009 .643 go7 728 018 890010 895010 .683 023 805014 910 007 2925 04 11 010 911 g0
Hi 530018 583 018 635010 .638 009 533 048 566 004 655016 .691 010 531 013 615010 676 004 740 007 .606 020 685 008
Sw 508012 498013 | 618002 596,040 | 520017 523013 | .693.026 681031 533006 714007 | 745014 788012 | 556013 768011
Iv S50lgos 536014 | 573015 656022 | 501029 568019 | 669004 641020 490008 57120 | 698010 673009 | 606009 783004
Kn 491 093 493002 | 465014  S5ldg06 | 403023 488009 | 493035 610008 56102 530003 | 588004 619004 | 525020 .576.006
Su 435022 505020 | 548025 568006 | 456037 490008 | 593023 586048 485004 583004 | 746010 753009 | 590014 768012
Fa 576013 623009 | 855010 864008 | 658024 810020 | .85lpg1sa 926,015 600017 773006 | 915004 830018 | 680010 .898 002

Average 535 .586 .690 11 .559 618 719 139 H .583 .688 769 178 .627 788

IDIOM

En 925 003 915 004 981 02 2990 04 878 008 887 004 975 002 982 004 970 004 970,002 953 000 948 006 976 005 981 004
Id 853 008 831011 917 003 2920 004 11 o7 801 02 895015 914 o8 852 go7 789 009 .900 004 912 009 918 gos 894 oo7
Zh 878000  .871oos | 979003 986,003 | 815010 767008 | 942003  .953.009 874000 920014 | 979000 9S5loog | 92lgos  -9440m1
Bn 659006 643004 | 896002 91304 | 663010 649008 | 838016 -855014 510008 611009 | 861001  -849000 | 845010 -872007
Ru 845003 823004 | 933002 938006 | 778007 805012 | 9ldoia 917 go4 838005 8490090 | 914007 910007 | 877004 874004
De 862002 830006 | 939003 950004 | 759000 803006 | 943003 957004 877002 901g0a | 894009 .878005 | 901gp2 911006
Fa 84lg12 788010 | 943010 955007 | 756005 813009 | 924018 941012 828004 853010 | 964001 943002 | 940009  .936.009

Average | 837 814 | 941 950 | 765 789 | 918 931 || 821 841 | 923 913 | 911 916

Table 4: Results of open-source and closed-source LLMs with native input languages, averaged over three runs (std
is also shown). The best accuracy for each category of models is underlined, and the best overall accuracy is bold.

mm Native GPT-3.5
0.9 ver 'grjtr;slated-English
0.8 ’ -
go0.7 é g
3 0.6 % w5 0% %
W,
oo 04050717 /
0.3 ’ ’ ’ ’ ’
Id Hi  Sw Jv  Kn Su Fa
(a)
1.0 : 'E:a:r&]:ated-English GPT-3.5
; % % %
e T
g % % % % 4
L % % % % % 4
g 7 4 % % 0% Y
€ o6 4 % % % % %
e Wl L
11
o 0707070717

Id Zh Bn Ru De Fa

(b)

NNNNANNNNNN]

Gemini 1.5 Flash

NANNNNNNANNNANNNNN Y

NNNNNNNNNN

NANNNANNNANN Y
NANNNANNNNNNNNNNNNN

NANANNNNNNNNNNN

SNNNNNNNNNNN |
NANNNNANNNNAN]

Hi  Sw Jv Kn Su Fa

Simile

Gemini 1.5 Flash

NANNNNNNNNNNNNNN

NANANNNNNNANNNNNNN

NANNNNNANNNNNN N
SANNNNNANNNNNNNNNN

NANNNANNNNNNNNNN ]
NANNNNNNNNNNNNN

Zh Bn Ru De Fa

Idiom

Figure 2: Comparing results of inputs being in native, Translated-English, and both languages in one-shot setting.

ing strategies. Notably, Gemini 1.5 significantly
boosts zero-shot performance in Sundanese (a low-
resource language), achieving up to 73% accuracy,
while the second-best model remains below 60%.

For idioms, the open-source model Qwen2-72B
outperforms other models, even the closed-source
ones. Interestingly, Qwen2, with only 7B param-
eters, outperforms GPT-3.5 in zero-shot on aver-

age, especially in Bengali and Persian. Among
closed-source models, Gemini 1.5 remains the best.
Notably, Gemini 1.5 demonstrates significant per-
formance in Chinese and Persian, achieving ac-
curacy levels even higher than in English, which
highlights its strong capability in handling these
specific languages compared with other models.

Overall, the results reveal that model perfor-
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mance varies significantly depending on the type
of figurative language being evaluated. More-
over, they highlight that in understanding figurative
language, an open-source model can outperform
closed-source ones in specific languages. This sug-
gests that success in comprehending figurative ex-
pressions may depend more on specific language or
cultural knowledge encoded in the models, which
might need further exploration in future work.

Impact of model size and CoT Since we do not
have access to the size of closed-source models, we
consider only open-source models when analyzing
the effect of model size here. We observe that in
nearly all cases, increasing the model size improves
accuracy for both simile and idiom tasks. The ef-
fect is particularly pronounced in simile interpre-
tation, where performance improves by about 16%
absolute point on average. For specific languages
such as English and Indonesian, the improvement
reaches around 30%. In contrast, the improvement
for idiom tasks is less significant on average.

Our analysis reveals that the effectiveness of
CoT prompting varies by model size. For simi-
les, smaller models, such as Qwen2-7B and Llama
3.1 8B, exhibit greater error reduction with CoT
prompting, with reductions of approximately 11%
and 13%, respectively. In comparison, larger mod-
els like Qwen2-72B and Llama 3.1 70B show
smaller but still notable reductions, each around
7%. This suggests that CoT is particularly bene-
ficial for smaller models in simile interpretation,
likely by enhancing their reasoning capabilities.

For idioms, however, the pattern is different.
While Llama 3.1 8B achieves a modest error reduc-
tion of 10%, Qwen2-7B experiences a performance
drop of 14%, indicating that smaller models may
struggle with the complexity of idiom interpreta-
tion when CoT is applied. Conversely, larger mod-
els like Qwen2-72B and Llama 3.1 70B demon-
strate strong error reductions of over 15% each.
These findings suggest that while larger models
benefit from CoT across both tasks, their already
strong reasoning capabilities make CoT less im-
pactful for simile interpretation but more crucial
for idiomatic expressions. Similar trends have been
observed in other studies, such as Sprague et al.
(2024), where the impact of CoT was found to be
more pronounced in smaller open-source models
than in larger ones.

On the other hand for closed-source models, CoT
compared to zero-shot has improved efficiency for

GPT-40 mini and GPT-3.5, though this trend is not
consistently observed for Gemini 1.5. Additionally,
CoT tends to be more effective for similes.

Cross-lingual interference in smaller models
During our experiments, we observe that smaller
models, particularly Llama 3.1 8B, occasionally
exhibit cross-lingual interference. For instance,
while generating responses in Persian, the model
sometimes inserts Chinese characters or words in
the middle of the response, only to revert back to
Persian in the continuation of the text. This incon-
sistency suggests that smaller models may struggle
to maintain coherence in the intended language, po-
tentially due to confusion in multilingual settings.

4.2 English translation

Figure 2 represents our evaluations on GPT-3.5
as our base model and Gemini 1.5 Flash as the
strongest closed-source model. We experiment
with native and Translated-English inputs in the
one-shot setting. Google Translate is used for our
translation. Other translation methods are exam-
ined in Section 4.2.1

Comparing Native with Translated-English In
both figurative tasks, GPT-3.5 exhibits lower accu-
racy across all languages when compared to Gem-
ini 1.5, a trend also evident in native prompting.
The use of translation has made a significant im-
provement in the performance of GPT-3.5 for simi-
les. We can also see this trend with Gemini 1.5, but
it is not consistent for all languages. With Gemini
1.5, native prompting surpasses translation for In-
donesian, Persian, and Sundanese, which may show
the superiority of the Gemini model in understand-
ing these languages in their native format. When
it comes to idioms, Gemini 1.5 performs slightly
better in native prompts, though the improvement
is minor. GPT-3.5, however, shows varying results
depending on the language. For lower resource
and non-Latin languages like Bengali, Persian, and
Russian, GPT-3.5 tends to achieve better results
when using Translated-English rather than native
prompts, likely due to its weaknesses in handling
these languages. Generally, it can be concluded
that translation efficiency depends on the language,
LLM, and task. This observation aligns with the
conclusions drawn in the study by Zhang et al.
(2023), suggesting that translation’s effectiveness
depends on whether potential comprehension gains
outweigh translation errors, and it may not always
enhance performance.
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Input in Native and Translated-English The
results of using both native and English inputs
(as explained in Section 3.4.2) are shown in Fig-
ure 2 in the third column named “Both”. When
the GPT-3.5 model is used, using both native and
Translated-English is a more effective method in
most languages in both figurative types. There are
two exceptions in similes for Kannada and Persian,
where the Translated-English approach performs
better. This seems to be specific to certain lan-
guages and requires further investigation. When
using Gemini 1.5, a more capable model, the results
are similar to those obtained using the Translated-
English method for both figurative types. We also
observe that Gemini 1.5 generally doesn’t outper-
form native prompting in idioms. This indicates
the model’s strong understanding of idioms in na-
tive, and translating them may lead to errors in
interpretation.

4.2.1 Comparing translation methods

So far in the reported results, the translation is done
using only Google Translate. Here, we investigate
two additional methods (NLLB and GPT-3.5) to
translate our datasets, followed by evaluations in
zero-shot, one-shot, and CoT settings for GPT-3.5.
To streamline our conclusions, we report the av-
erage performance of these prompting techniques
across languages and figurative types in Figure 3.

For idioms, GPT-3.5 outperforms both Google
Translate and NLLB for most high-resource or
Latin languages (e.g., In, Zh, De, and Fa). How-
ever, for similes, Google and NLLB perform better
than GPT-3.5 in lowest-resource languages (Jv, Kn,
Su). This result aligns with our expectations, as
these models were trained to provide better trans-
lations for a wider range of languages, including
low-resource ones. This finding also mirrors the
results of Liu et al. (2024a), which highlight that
while NLLB shows strong performance, Google
Translate tends to outperform it in most scenarios
when handling multilingual tasks. Overall, trans-
lation with Google is the better choice for similes,
while GPT-3.5 excels with idioms. This distinc-
tion may arise from the fact that literal translations
by Google are more likely to alter the meaning of
idioms compared to similes.

5 Analysis

In this section, we present further analyses of our
observations to deepen our comparative study of
simile and idiom interpretation.

80
3 70
o
0 60
(9]
<
50
40
(a) Simile
90 !
i
80 1
> 1
9 1
© 70 1
5 i
g 60 i
< :
50 1
i
40 1
Id Zh De Fa Bn Ru
(b) Idiom

Figure 3: Comparing the translation methods using GPT-
3.5. The average accuracy of zero-shot, one-shot, and
CoT methods is reported for each translation method.

5.1 The thought pathway in CoT

We investigate the thought process and pathway
of the LLMs doing CoT in our experiments. We
analyze instances where models initially generate
incorrect answers in a zero-shot setting but provide
accurate responses when using CoT. We focus on
closed-source models here.

For idiom interpretation, we observe that models
predominantly generate responses and explanations
in English, even when the one-shot example is pre-
sented in a different native language. In contrast,
for simile interpretation, the behavior varies across
models: GPT-40 mini consistently responds in the
native language, while GPT-3.5 produces a mix of
English and native language responses, with the
ratio of English outputs varying depending on the
language. Gemini 1.5, however, tends to generate
explanations primarily in English, which can lead
to misinterpretations of culturally specific concepts.
Detailed results of language detection in CoT re-
sponses are provided in Table 16.

To further investigate the impact of language
in CoT responses on simile interpretation, we
conducted additional experiments. We explicitly
prompted Gemini 1.5 to generate responses in the
native language, and instructed GPT-40 mini to
respond in English (Appendix F). While GPT-40
mini showed no significant performance differ-
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Figure 4: Comparing consistency (%) of closed-source
models in zero-shot and CoT settings when input is in
native or Translated-English. Each number represents
the average on languages.

ences when responding in English (except Sw),
Gemini 1.5 displayed improved performance in
Fa, Su, and Jv when responding in their respective
native languages. Results from these new experi-
ments are presented in Table 17 in the Appendix.

5.2 Dialogue simulation

We evaluate the dialogue simulation technique for
simile interpretation, expecting context to improve
understanding (Liu et al., 2024b). However, results
show that CoT prompting outperforms dialogue
simulation across almost all languages (Table 5).
This shows that reasoning and then explicitly de-
riving the meaning of a simile (as in the one-shot
CoT setting) is a better approach than using it in a
context like a conversation.

lang. | d Hi Sw Jv Kn Su Fa
CoT | .864 .685 .818 .735 .705 678 .855
Dial. | .803 661 .751 .698 .538 .696 .806

Table 5: Comparison of GPT-3.5 performance using
CoT and dialogue simulation techniques in translated-
English prompts. *Dial. refers to dialogue simulation.

5.3 Consistency of results

We examine the reliability of some prompting meth-
ods in answering questions with consistency met-
ric, i.e. the proportion of samples where the model
gives the same answer across all three runs, regard-
less of whether the answer is correct or not.

We employ the consistency metric to show the
uncertainty and reliability of the models. By ex-
amining how consistency shifts from zero-shot to
CoT in idiom, we observe that models generally ex-
hibit increased uncertainty when they generate an

explanation before providing an answer. However,
the effect of CoT varies across different models
for simile. Specifically, we find that GPT-40 mini
demonstrates greater reliability after using CoT,
while GPT-3.5 in native prompting shows a de-
crease. In contrast, Gemini 1.5 maintains a steady
level of consistency throughout.

5.4 Making idiom examples more challenging

To better understand the limitations of the datasets
better, we conduct an analysis on the Persian idiom
dataset. We modify 60 samples by replacing one
of the answer choices with the literal meaning of
the idiom while retaining the correct non-literal
meaning. This approach tests the model’s ability to
distinguish between figurative and literal interpreta-
tions. For instance, as shown in Table 18, the idiom
0S5 S Cews 5l o which literally means “water
does not drip from someones hand”, is a figurative
expression meaning ‘“‘someone is very stingy”’. The
results indicate an 8% absolute decrease in accu-
racy for GPT-40 mini (i.e., a drop in 4 out of 60
examples), underscoring the model’s challenges in
accurately interpreting idiomatic expressions when
presented with plausible literal alternatives. This
finding emphasizes the inherent complexity of fig-
urative language understanding for LLMs.

6 Conclusion

This study examined how multilingual LLMs in-
terpret similes and idioms across languages, com-
paring open-source and closed-source models us-
ing MABL, MAPS, and newly developed Persian
datasets. We tested prompt engineering strategies
like one-shot, CoT, and dialogue simulation, find-
ing their effectiveness varied by figurative language
type, language, and model. While open-source
models like Llama 3.1 and Qwen?2 performed well
overall, they struggled with similes in low-resource
languages. Idiom interpretation, however, showed
near-saturation, highlighting the need for more
challenging datasets.

Our two new Persian datasets contribute valuable
resources for evaluating LLMs in this language. Ex-
panding the scope of figurative language types to
include metaphors, sarcasm, and irony could pro-
vide a more comprehensive evaluation of LLMs’
capabilities. Also, developing datasets that chal-
lenge LLMs with more context-dependent or am-
biguous figurative expressions will be crucial for
driving progress in this area.
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7 Limitation

While our study offers valuable insights into multi-
lingual figurative language understanding, several
limitations remain. First, we primarily focus on
similes and idioms, excluding other important figu-
rative types like metaphors, sarcasm, and irony due
to the scarcity of relevant datasets. Additionally,
the datasets used in this research cover different
languages, with only English and Indonesian being
common across both, complicating cross-language
comparisons. The dataset quality, especially for
low-resource languages, also could not be verified
by native speakers, potentially introducing inaccu-
racies in culturally specific expressions. Moreover,
many open-source models, including Llama 3.1
and Qwen?2, lack official support for low-resource
languages like Sundanese and Javanese, making
their performance in these contexts less reliable.
Lastly, the datasets may not be challenging enough
for advanced models, as GPT-40 mini and Gemini
1.5 Flash nearly achieve perfect accuracy in high-
resource languages, pointing to the need for more
complex and context-dependent figurative tasks to
fully test model capabilities.
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A Simile and Idiom Datasets

Here is a detailed explanation of the MABL and
MAPS datasets, designed to evaluate figurative lan-
guage understanding for similes and idioms, re-
spectively.

1.1 MABL for Simile

The MABL dataset is designed to assess figura-
tive language understanding, consists of similes.
Similes are rhetorical devices that compare two
different concepts, often using words like "as" or
"like", to highlight similarities. Understanding sim-
iles requires a nuanced grasp of both literal and
figurative meanings within a sentence, making this
a challenging task for language models.

The primary task in the MABL dataset is a binary
classification problem. Each instance, as shown in
Table 1, consists of: start phrase, a sentence con-
taining a simile, Two possible continuations, end-
ing 0 and ending 1, where one reflects the correct
figurative meaning and the other is often oppos-
ing or incorrect, and A binary label indicating the
correct ending. This task evaluates whether lan-
guage models can correctly interpret the intended
figurative meaning of similes.

1.2 MAPS for Idiom

The MAPS dataset is designed to evaluate the un-
derstanding and interpretation of proverbs and id-
ioms within conversational contexts. Proverbs and
idioms are commonly used expressions that con-
vey figurative meanings, which often differ sig-
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nificantly from their literal interpretations. Accu-
rate comprehension requires models to infer the
intended figurative meaning of these expressions
based on context.

The MAPS dataset also presents a binary clas-
sification problem. Each instance, as illustrated in
Table 2, consists of: proverb, a commonly used
saying or idiomatic expression, conversation, a
short dialogue where the proverb or idiom is used,
two possible interpretations of the given conver-
sation, one aligned with the figurative meaning
of the proverb, and the other aligned with a lit-
eral or incorrect interpretation, and binary label
(A or B) indicating the correct interpretation. This
task assesses whether language models can accu-
rately interpret the figurative meaning of idioms
and proverbs when presented within a conversa-
tional context.

B Dataset Construction

In this section, we provide additional details on
the construction of the Persian simile and idiom
datasets.

2.1 Persian Simile Dataset

To create the Persian Simile dataset, we task GPT-
40 with generating over 800 simile pairs, following
the structure used in the MABL dataset. Each sam-
ple consists of a start phrase with two possible end-
ings: one correctly reflecting the intended meaning
and the other presenting an incorrect or opposite
interpretation. Table 6 provides one example of
used prompts.

Sample Refinement. After generation, two na-
tive Persian speakers review all the samples, focus-
ing on grammatical accuracy, cultural relevance,
and the quality of the figurative language. From
the 800+ generated samples, the reviewers select
approximately 200 of the most relevant and high-
quality examples. They further analyze the selected
samples, refining those that require adjustments.
The refinement process includes correcting figura-
tive meanings and incorporating cultural references
and specific characters to enhance the dataset’s
complexity and relevance for Persian speakers. The
reviewers validate both the correctness of the simile
usage and the plausibility of the incorrect endings,
ensuring that they are clearly distinguishable yet
realistic.

The final Persian Simile dataset contains 200
samples, each validated for correctness and cultural

Your task is to generate pairs of sentences with op-
posite or very different meanings, both of which
contain Persian similes. You can feel free to incor-
porate creativity into the similes, but also make sure
that they’re something that could be understood by
the speakers of the language that you are generat-
ing similes for, e.g., “this is as classic as pancakes
for breakfast” to mean “this is classic” wouldn’t
make sense for a culture in which pancakes aren’t
traditionally eaten for breakfast. You can do this by
thinking of a simile that conveys a certain meaning,
and replacing the similative phrase with another
similative phrase of the same type that conveys the
opposite meaning. Here are some examples of sim-
iles to give you an idea of what we’re looking for:
Please write the simile and two correct and incorrect
meanings.

A 150w g (698 cbogl 0 sal Je lalacwws )
(Her hands are as strong and sturdy as the trunk of
an oak tree.)

Olgin 5 658 Rlacens [ aites Boyn 5 herd Glaluss
(Her hands are weak and frail / Her hands are strong
and powerful)

Sjacn LSS Oloo 53 &5 Sl (gond Jo (5513, ¥

(Her behavior is like a breeze blowing among the
flowers)

sl e g ] L8l 05 g Al Kl 5l

(Her behavior is aggressive and abrupt / His behav-
ior is calm and composed)

Table 6: An example of the prompt used in the construc-
tion of the Persian simile dataset.

appropriateness, making it a robust resource for
evaluating simile comprehension in Persian.

2.2 Persian Idiom Dataset

To create the Persian Idiom dataset, we first col-
lect over 400 idioms along with their meanings
from two online resources, Daneshchi and Abadis.
From these, we remove any idioms deemed inap-
propriate or unsuitable for our purposes. We then
use GPT-40 to generate conversational contexts for
the remaining idioms, ensuring that the idioms are
correctly integrated within natural dialogues.

Sample Refinement. Two native Persian speak-
ers review the generated conversational contexts,
refining them to ensure grammatical accuracy, cul-
tural relevance, and correct idiomatic usage. Dur-
ing this process, we incorporate cultural references,
including historical characters, cultural concepts,
and significant events—such as the great wars in
the history of Iran—to increase the dataset’s com-
plexity and make it more representative of Persian
culture, similar to the approach used in the MABL
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dataset.

Option Generation. In the second round, GPT-
40 generates two response options for each con-
versational context: one correct and one incorrect,
based on the meaning of the idiom within the di-
alogue. Once again, two native Persian speakers
review the generated responses, ensuring that the
grammar, idiom usage, and cultural aspects are
accurate and appropriate.

The final Persian Idiom dataset contains 316
samples, each with a conversational context and
two response options. It serves as a valuable re-
source for evaluating idiomatic comprehension in
Persian, emphasizing cultural and linguistic accu-
racy.

C Cost For Running Experiments

We access these models through the APIs provided
by OpenAl #, Gemini >, and OpenRouter ° for ac-
cessing open-source models. The total cost for
running the experiments is estimated to be under
$40, with approximately $30 spent on OpenAl and
$10 on OpenRouter.

D Prompt Templates

In this section, we provide the prompting tech-
niques templates used for different tasks, such as
zero-shot, one-shot, and dialogue simulation (RiC).

4.1 Zero-shot

This template is designed to assess the model’s ba-
sic understanding without providing any examples.
The instructions are in English, while the input
may be in the native language or English. The
prompt templates for MABL and MAPS samples
are shown in Tables 7 and 8.

In this task, you are given a start phrase indicating a
figurative expression in <language> culture. Please
select O if the start phrase conveys the meaning of
ending 0, and 1 if it conveys the meaning of ending 1.

Start Phrase: <start phrase>
Ending 0: <ending 0>
Ending 1: <ending 1>
Answer:

Table 7: Zero-shot prompt template for MABL samples.

“https://platform.openai.com
Shttps://ai.google.dev
®https://openrouter.ai

Question: How would one interpret this proverb
in <language> culture, given the context? Please
choose between A and B.

Proverb: <proverb>

Context: <context>

Choices: A: <answer A> B: <answer B>
Answer:

Table 8: Zero-shot prompt template for MAPS samples.

4.2 One-shot

In the one-shot template, a single example is pro-
vided to guide the model in understanding the task.
The instruction is given in English, while the input
language can vary between native and translated-
English (as shown in Tables 9 and 10), or a com-
bination of both native and translated-English (Ta-
bles 11 and 12).

In this task, you are given a start phrase indicating a
figurative expression in <language> culture. Please
select O if the start phrase conveys the meaning of
ending 0, and 1 if it conveys the meaning of ending 1.

Below is an example showing you how to do the task:
Start Phrase: <sample start phrase>

Ending 0: <sample ending 0>

Ending 1: <sample ending 1>

Answer: <0/1>

Now answer the following question:
Start Phrase: <start phrase>
Ending 0: <ending 0>

Ending 1: <ending 1>

Answer:

Table 9: One-shot prompt template for MABL samples
(Native or Translated-English).

4.3 Chain of Thought (CoT)

This template is designed to test the model’s abil-
ity to reason through the task step-by-step before
arriving at a final decision. The prompt includes an
example that demonstrates how the model should
generate both an answer and the reasoning behind
it. The CoT prompt structure for similes and idioms
are detailed in Table 13 and Table 14 respectively.

4.4 Dialogue Simulation (RiC)

This template is used in the RiC method, where
the model generates a conversation that includes
the figurative expression, helping it understand the
phrase in context. The prompt template for MABL
samples is shown in Table 15.
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Question: How would one interpret this proverb in
<language> culture, given the context? Please choose
between A and B.

Proverb: <sample proverb>

Context: <sample context>

Choices: A: <sample answer A> B: <sample answer B>
Answer: <A/B>

Question: How would one interpret this proverb in
<language> culture, given the context? Please choose
between A and B.

Proverb: <proverb>

Context: <context>

Choices: A: <answer A> B: <answer B>

Answer:

Table 10: One-shot prompt template for MAPS samples
(Native or Translated-English).

In this task, you are given a start phrase indicating a
figurative expression in <language> culture. Please first
translate the start phrase, ending 0, and ending 1 into
English. Then, select O if the translated start phrase
conveys the meaning of the translated Ending 0, and 1
if it conveys the meaning of the translated Ending 1.

Below is an example showing you how to do the task:
Start Phrase: <sample start phrase>

Ending 0: <sample ending 0>

Ending 1: <sample ending 1>

Translated into English:

Start Phrase: <sample start phrase English translation>
Ending 0: <sample ending 0 English translation>
Ending 1: <sample ending 1 English translation>
Answer: <0/1>

Now answer the following question:
Start Phrase: <start phrase>
Ending 0: <ending 0>

Ending 1: <ending 1>

Translated into English:

Answer:

Table 11: One-shot prompt template for MABL samples
(Native and Translated-English).

Question: How would one interpret this proverb in <lan-
guage> culture, given the context? Please first translate
the Proverb, Context, and Choices into English. Then,
choose between A and B.

Proverb: <sample proverb>

Context: <sample context>

Choices: A: <sample answer A> B: <sample answer B>

The English translation is:

Proverb: <sample proverb English translation>
Context: <sample context English translation>
Choices: A: <sample answer A English translation> B:
<sample answer B English translation>

Final Answer: <A/B>

Question: How would one interpret this proverb in <lan-
guage> culture, given the context? Please first translate
the Proverb, Context, and Choices into English. Then,
choose between A and B.

Proverb: <proverb>

Context: <context>

Choices: A: <answer A> B: <answer B>

The English translation is:
Final Answer:

Table 12: One-shot prompt template for MAPS samples
(Native and Translated-English).

E Language detection of CoT responses
of closed-source models

We use the Google Translate Python library for
language detection of CoT responses in the native
prompting setting for closed-source models in both
simile and idiom. Results are in Table 16.

F Examine the influence of CoT responses
language

As the Gemini 1.5 and GPT-40 mini exhibit differ-
ent behaviors in the language used for generating re-

In this task, you are given a start phrase indicating a
figurative expression in <language> culture. Please
select O if the start phrase conveys the meaning of
ending 0, and 1 if it conveys the meaning of ending 1.

Below is an example showing you how to do the task:
Start Phrase: <sample start phrase>

Ending 0: <sample ending 0>

Ending 1: <sample ending 1>

Answer: <sample answer with reasoning>

Now answer the following question:
Start Phrase: <start phrase>
Ending 0: <ending 0>

Ending 1: <ending 1>

Answer:

Table 13: CoT prompt template for MABL samples.
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Question: How would one interpret this proverb in <lan-
guage> culture, given the context? Please first think about
the proverb’s meaning, then write an explanation of the
proverb’s meaning, and finally choose between A and B.
Proverb: <sample proverb>

Context: <sample context>

Choices: A: <sample answer A> B: <sample answer B>
Explanation: <sample explanation>

Answer: <A/B>

Question: How would one interpret this proverb in <lan-
guage> culture, given the context? Please first think about
the proverb’s meaning, then write an explanation of the
proverb’s meaning, and finally choose between A and B.
Proverb: <proverb>

Context: <context>

Choices: A: <answer A> B: <answer B>

Explanation:

Answer:

Table 14: CoT prompt template for MAPS samples.

Figurative Language Interpretation: In this task,
you are given a start phrase indicating a figurative
expression in <language> culture. Please select 0
if the start phrase conveys the meaning of ending O,
and 1 if it conveys the meaning of ending 1.

Start Phrase: <start phrase>
Ending 0: <ending 0>
Ending 1: <ending 1>

First, extract keywords from the question.

Then, according to the keywords, construct a sce-
nario for the question in the form of dialogue.
Finally, according to the question and conversation,
reason and give the final answer. Select from O or 1.

Table 15: Dialogue simulation (RiC) prompt template
for MABL samples.

sponses for CoT, two additional experiments were
conducted to examine the influence of language
used in the responses. In the new experiments, the
phrase "Give the Answer in <language> language"
was appended to the end of the prompts. For Gem-
ini, the model was asked to respond in its native
language of example, while GPT-40 was instructed
to respond in English. The accuracy results for the
new prompts are presented in Table 17.

G Distinguish Between Figurative and
Literal Meaning of Idioms

Here is an example of the prompt structure in Ta-
ble 18.

| | S | GPT-4omini GPT3.5 GeminilJ5 |

] ‘ | Simile ‘
En | 200 100 100 100
Hi | 200 0 3.5 914
Id | 200 0 10 45.5
Sw | 200 0 4.5 98.9
Jv | 200 5.5 46.5 93.2
Kn | 200 2 35.7 92.1
Su | 200 0 0.5 88.9
Fa | 200 0 13 514

’ ‘ | Idiom
En | 206 100 100 100
Zh | 139 96.5 95.1 100
Bn | 262 93.7 24.7 95
Ru | 213 99.6 65.5 98.6
De | 172 95.1 99.5 100
Id | 248 93.6 45.3 99.6
Fa | 299 74.1 13 88.3

Table 16: Ratio (%) of CoT examples in which their
languages are detected as English. Examples of native
prompting in the CoT setting are considered. S refers to
the number of samples of each language.

Lang. Gemini 1.5 GPT-40 mini
Default New Default New
(English) (Native) | (Native) (English)

En .887 .900 916 925
Id 924 910 911 913
Hi 744 .695 .685 .696
Sw .804 175 768 .803
Jv .670 .760 783 794
Kn .622 .585 .576 .580
Su 745 .790 768 766
Fa .825 925 .898 .896
Avg 177 792 788 197

Table 17: Performance (%) of Gemini 1.5 when
prompted to respond in native, and GPT-40 minie when
prompted to respond in English. Experiments are on the
simile dataset for native prompting and CoT setting.
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Question: What is the meaning of the following
phrase in Persian, given the context? Please choose
between A and B.

Phrase: ;o568 cuss 5l Ol

(Water does not drip from someone’s hand)
Context: 53 ;o 4 J%._;)\m g Q?I S et
1S ood s ) T mlitign |y gl ¥ e cans
(Person 1: I asked them to lend me some money.
Person 2: I know them. Water does not drip from
their hand!)

Choices:

Al 509 I S5 g (e 5055

(Being stingy and narrow-minded)

B: o5 o sl (95 Lilne

(Being a good guardian of water)

Answer:

Table 18: Prompt structure used for analyzing the
model’s ability to distinguish between figurative and
literal meanings. Choice A indicates figurative meaning,
while Choice B provides a plausible literal interpreta-
tion. Note: English translations, provided in parentheses
below the original Persian phrases, are not part of the
prompt presented to the model.
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