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Abstract

Text style transfer is a challenging research
task which modifies the linguistic style of a
given text to meet pre-set objectives such as
making the text simpler or more accessible. Al-
though large language models have been found
to give promising results, text rewriting to im-
prove audience engagement of social media
content is vastly unexplored. Our research in-
vestigates the performance of various prompt-
ing strategies in the task of rewriting Dutch
news tweets in specific linguistic styles (formal,
casual, and factual). Apart from zero-shot and
few-shot prompting variants, wit h and without
personas, we also explore prompting with feed-
back on predicted engagement. We perform
an extensive analysis of 18 different combi-
nations of Large Language Models (GPT-3.5,
GPT-4o, Mistral-7B) and prompting strategies
on three different metrics: ROUGE-L, seman-
tic similarity, and predicted engagement. We
find that GPT-4o with feedback and persona
prompting performs the best in terms of pre-
dicted engagement for all three language styles.
Our results motivate further exploration of ap-
plying prompting techniques to rewrite news
headlines on Twitter to align with specific style
guidelines.

1 Introduction

Rewriting text to match specific guidelines or con-
ventions has garnered research interest due to its
potential in diverse applications such as content
optimization, text simplification, or social media
content creation (Lample et al., 2019) (Shu et al.,
2024). Specifically, text style transfer is defined as
the task of rewriting an original sentence to match
a prescribed stylistic norm, while maintaining the
semantic intent (Toshevska and Gievska, 2021).
Pre-trained language models such as BERT and
GPT have shown superior performance in the style
transfer task for text data from various domains
(Shu et al., 2024; Oh et al., 2024) .

It is a key concern for journalists to garner reader
interactions or engagement in the form of likes,
quotes, retweets, comments, etc. for tweets shared
on social media outlets. People increasingly con-
sume journalistic news via a link posted to social
media rather than from the app or web site of the
media organization (Newman et al., 2023). This
prompts media companies to prioritize social media
in their dissemination strategy (Welbers and Opgen-
haffen, 2019). Rewriting news headlines to incor-
porate social media-specific stylistic norms when
posted on social media outlets has been shown to
increase user engagement in case of international
(Park et al., 2021) and Dutch (Lamot et al., 2022)
news outlets. Despite the emergence of Large Lan-
guage Models as a promising technique for various
text rewriting tasks, their potential in news tweet
rewriting has, to our knowledge, not been explored
so far.
In the backdrop of this research gap, we investigate
ways in which prompt-driven LLMs can be used
to rewrite news tweets in specified language styles.
In addition, we pose and address the following re-
search question:
RQ1: How does style transfer impact the predicted
engagement of news tweets?

To address these, we collected tweets authored
by national and regional news media organizations
in the Netherlands. Firstly, we extensively augment
the dataset with several hand-crafted textual fea-
tures to comparatively understand the characteris-
tics of tweets authored by national and regional me-
dia. For the purpose of this research, we consider
three different language styles: formal with sophis-
ticated vocabulary, factual which present matter-of-
fact updates, and casual which are conversational
and informal with simpler vocabulary. We use GPT-
3.5, GPT-4o, and Mistral-7B as language models
to rewrite the given tweets according to the defined
language styles. We use combinations of the zero-
shot and few-shot prompting strategies with and
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without personas using these LLMs to generate
stylistic retweets. In addition, we also experiment
with providing a feedback of predicted engagement
on the rewrites to the LLM and prompting it to
perform the rewrite the tweets again considering
the feedback information. We report and discuss
the performance of the combinations of models
and techniques with metrics such as ROUGE-L, se-
mantic similarity, and predicted engagement of the
rewritten tweets. We find that casual style rewriting
results in higher predicted engagement. Feedback
prompting with persona has superior performance
compared to the other prompting techniques in
terms of the predicted engagement metric. We also
report the human evaluation of a sample of rewrit-
ten tweets, in terms of adherence to the specified
style and preservation of the content (meaning).
Our contributions are the following:
1. A dataset of tweets from five major national
and regional newspapers in the Netherlands, over a
period of three years.
2. Implementation and evaluation of a pipeline to
rewrite news tweets with persona prompting using
Large Language Models.1

The rest of the paper is organized as follows. Sec-
tion 2 describes the related work in relevant areas
that provide the background to our present work.
The data set, experimental setup, and evaluation
metrics are presented in detail in Section 3. Sec-
tion 4 reports the results, and Section 5 discusses
the analysis of the results, limitations of the current
study, and potential future work directions. Sec-
tion 6 concludes the paper.

2 Related Work

2.1 Feature Analysis of News Tweets
Using Twitter as a news sharing outlet has resulted
in an evolution of journalistic norms to incorporate
certain social-media-specific norms such as per-
sonalization and virality. The stylistic types (e.g.
brief updates, opinionated) of the news headlines
on Twitter can alter whether the audience perceives
the tweet to be news or not (Moon and Hadley,
2014; Araujo and van der Meer, 2020; Kwak et al.,
2010). The features of news tweets have been
characterized in the context of fake news detec-
tion (Nyow and Chua, 2019; Verma et al., 2021),
crisis (e.g. COVID-19) news propagation (Son
et al., 2019), and event detection (Hossny et al.,
2020). The topics and themes inherent in tweets

1data and code available at request to the authors

have been widely explored, whereas those specif-
ically originating from news media organizations
are not. Previous studies that analyze the topics in
tweets by news media often focus on specific events
or issues such as COVID-19 (Han et al., 2021), cli-
mate change (Dahal et al., 2019) or the Black Lives
Matter movement (Giorgi et al., 2022). Analysis of
broader-range social media news articles, though
relatively rare, has also shown insightful findings
(Aldous et al., 2019).

2.2 Engagement of News Tweets

Factors influencing twitter engagement have been
explored in various domains such as Canadian pub-
lic health (Slavik et al., 2021) consumer brands
(Han et al., 2019) and scholarly articles (Fang et al.,
2022), with varying results.

In addition to structural elements, the semantic
features of tweets have previously been explored
in research with respect to engagement, such as
conversation toxicity (Salehabadi et al., 2022), ve-
racity and offensive labels (Papakyriakopoulos and
Goodman, 2022), and readability metrics (Gkikas
et al., 2022).

Though digital journalism through online news
portals and social media has been steadily growing
in the last few decades, research interest in factors
determining the online engagement received by
these articles is relatively recent.

An early experimental study on online news en-
gagement focused on users’ perceptions of aes-
thetic and structural presentation of portals together
with their emotional reactions to the content of the
report (O’Brien, 2011). Such studies relied on sub-
jective assessment by the users, collected often
through semi-structured interviews. In contrast, re-
cent studies consider the reaction tools (e.g. likes,
comments) on social media and online news arti-
cles as a quantitative metric to gauge engagement.

Media companies specifically target social net-
works by posting (short) texts to maximize the
‘newsworthiness’ or ‘shareworthiness’ of their con-
tent (Trilling et al., 2017). To gauge what is interest-
ing to the audience, a number of ’news values’, or
predictors of newsworthiness in social media head-
lines, have been proposed and tested, including
emotionality, negativity, proximity, the presence of
elites and celebrities (Eilders, 2006; Harcup and
O’neill, 2017), formatting style (Janét et al., 2022)
and humor forms (Brugman et al., 2022).
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2.3 Rewriting Tweets

Text rewriting has been explored in recent research
both as a standalone task with a distinct goal and
as a pipeline step in downstream NLP tasks such as
parsing and machine translation. Rewriting could
have different goals like simplification (Maddela
et al., 2020) or inclusivity. An example of the latter
is to rewrite a gendered sentence in English with its
gender-neutral variant (Sun et al., 2021). Another
purpose of rewriting could be to prevent the leakage
of sensitive information about privacy (Xu et al.,
2020).

Text style transfer is a challenging variant of text
rewriting, in which additional/alternative stylistic
elements are incorporated while maintaining fac-
tual and semantic correctness. Rewriting text with
style transfer has recently garnered increased atten-
tion with the promising results from using LLMs.
Augmented zero-shot learning has been proposed
as an approach to rewrite with non-standard styles
(e.g. scary) (Shu et al., 2024).

2.4 Personas as a Prompting Tool for LLMs

Persona prompting has emerged as a strategy to
guide the responses from an LLM by specifying
characteristics aligned with an identity. Along
with other prompt engineering tools such as pattern
catalog and chain-of-thought, persona prompting
enhances the capabilities of LLMs and has been
evaluated in several tasks such as question answer-
ing (Olea et al., 2024), dialogue generation (Pu
et al., 2023), and translation (He, 2024). Role play
prompting has been found to improve LLM zero-
shot reasoning capability across 12 different bench-
marks (Kim et al., 2024). In addition to generating
text, personas have been used in rendering LLMs
as judges / assessors for language tasks such as
summarization (Dong et al., 2024).

Although our research draws motivation from
these preceding studies on social media engage-
ment and text rewriting, we identify and address
the research gap in terms of these specific factors:
1) prompting large language models has, to our
knowledge, not been evaluated for social media
text rewriting tasks so far. 2) we incorporate in-
formation of predicted engagement class of the
rewritten tweets in the prompt to guide the LLMs.

3 Methodology

3.1 Dataset Collection

We collected a dataset of tweets from the official
Twitter accounts of selected Dutch newspapers dur-
ing a period of three years, from 01.01.2020 to
01.01.2023 (using snscrape2). We chose ten news-
papers for this study, five regional newspapers and
five national ones, based on the number of Twitter
followers, as mentioned in their official accounts.

Overall, the data set consists of 5,43,927 tweets
(3,07,005 tweets from regional newspapers and
2,36,922 tweets from national newspapers).

The collected data consisted of the following:
Tweet ID, date and time of publication of the tweet,
indicators of engagement (number of retweets,
number of likes, number of quotes, number of
replies) and the tweet text. We create a new fea-
ture ’totalEngagement’ which is the sum of the
engagement indicators (likes, retweets, quotes, and
replies). We also add a feature ’normalizedEngage-
ment’ by dividing the totalEngagement by the cor-
responding newspapers’ followers count in 100k,
to account for the possible increase of interactions
by the sheer number of people reading it. We fur-
ther defined a binary variable (with values ’high’ or
’low’) to indicate whether or not the normalizedEn-
gagement value of the given tweet is in the fourth
quartile. This is a heuristic to indicate whether the
engagement received by the tweet, after adjustment
to the size of the newspaper audience on Twitter,
can be considered ’high.’

In order to explore the dataset, we further did ex-
tensive feature engineering and augmented it with
new textual features. Although these features are
not directly used in the current research, we de-
scribe them below to provide a complete descrip-
tion of our dataset.

We identified hashtags and URLs in tweets us-
ing regular expressions. Duplicate tweets and the
tweets that were found to be empty after remov-
ing hashtags, URLs, and mentions were excluded
from the dataset. Twenty-two additional features
were created in four distinct feature groups from
the available data.
1) Engagement ’totalEngagement’ which is the
sum of the engagement indicators (likes, retweets,
quotes and replies), ’normalizedEngagement’ by
dividing the totalEngagement by the corresponding
newspapers’ followers count in 100k, to account

2https://github.com/JustAnotherArchivist/snscrape
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FeatureGroup Higher for High Engagement Higher for Low Engagement
NER places,persons (p<0.001) organizations p<0.05
Emotions fear, positive words, negative words anger, anticipation (p<0.001)

fear, sadness, surprise, joy (p<0.001)
Text Complexity Question Words, pronouns (p<0.001) characters per word

Table 1: Statistical analysis of text-based features in high and low engagement corpus collected from Twitter
handles of national and regional news media in the Netherlands

for the possible increase of interactions by the sheer
number of people reading it, ’boolEngagement’ a
binary variable (with values ’high’ or ’low’) to in-
dicate whether or not the normalizedEngagement
value of the given tweet is in the fourth quartile.
2) Named Entities using the Dutch Spacy Named
Entity Recognition module (number of places, per-
sons and organizations in a tweet, each divided by
the number of words),
3) Emotion and Polarity Words using LiLah emo-
tion lexicon (Ljubešić et al., 2020) (number of pos-
itive, negative polarity words and anger, joy, fear,
sadness, disgust, anticipation, and surprise emotion
words in a tweet, each divided by the number of
words),
4) Text Style and Complexity using PyPI read-
ability module (number of word types, question
words, pronouns, characters per word, Gunning
complexity score).

We analyzed, using Mann-Whitney U test,
whether there is a statistically significant differ-
ence between the text-based features in the tweets
belonging to the first and fourth quartile of normal-
ized engagement. The key results are summarized
in Table 1. As seen in the Table 1, we found statisti-
cally significant differences in feature values from
the features: Named Entity (NER), Polarity and
Emotion, and Text Style and Complexity between
the corpus of tweets which received high and low
engagement.

3.2 Engagement Prediction Model
The objective of our experimental setup is to
rewrite the given tweet in specific styles. The
rewritten tweets are evaluated on the basis of spe-
cific metrics: one being predicted engagement as
a boolean variable (indicating whether or not the
tweet is predicted to have high engagement). Here,
we define ’high’ as being in the fourth quartile
of the normalized engagement, calculated in the
dataset described in Section 3.1.

For the purpose of this evaluation, we use a pre-
trained BERT model, and fine-tune it to the task of

engagement prediction of tweets. Specifically, we
use TwHIN-BERT (twhin-bert-base) which is a pre-
trained language model trained on 7 billion tweets
from 100+ languages. We choose TwHIN-BERT
for the engagement prediction because 1) it is a mul-
tilingual model and hence is suitable for our dataset
of Dutch tweets and 2) it is shown to have superior
performance over generic BERT-based models in
the downstream task of engagement prediction of
tweets in several languages including Dutch.

To train the twhin-bert-base model, we first con-
struct a subset of 10,000 tweets from the dataset de-
scribed in Section 3.1, with roughly equal number
of high engagement and low engagement tweets,
to make sure the training set is balanced with both
classes.

This trained model (with F1-score 0.821) is used
for the prediction tasks mentioned Sections 3.3
and 3.4.

3.3 Pipeline
The key objective of this methodological pipeline
is to rewrite the given news tweets so as to increase
engagement on a social media platform. We focus
on rewriting tweets in the following styles: ’For-
mal’, ’Factual’, or ’Casual’. We limit the scope of
our experiments to these styles.

For the context of this research, we define these
three language styles of interest as follows:

Formal : formal style maintains a structured
tone, features possibly higher text complexity
and uses a more advanced vocabulary, avoids
contractions, and adheres strictly to grammatical
rules.
Example in Dutch: De bosbranden die het westen
van de Verenigde Staten al gedurende drie weken
teisteren, hebben woensdag een ernstige escalatie
doorgemaakt.
Translated to English: The wildfires that persis-
tently ravaged the western United States for a
period of three weeks have, as of Wednesday,
experienced a marked escalation in intensity.
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Factual : objective and neutral reporting of
facts; without opinions, perspectives or descriptive
words, focusing solely on conveying the core
information in a possibly concise manner.
Example in Dutch: Het aantal mensen in de
Chinese stad Lanzhou dat besmet is met de
dierziekte brucellose is opgelopen tot 6620
Translated to English : The number of people in the
Chinese city of Lanzhou infected with the animal
disease brucellosis has risen to 6,620

Casual : maintains an informal tone, might
use colloquial expressions, contractions or conver-
sational language, aiming to relate to the audience
Example in Dutch: Hoe versla je Nils van der
Poel? Die vraag is na de 10 kilometer in Stavanger
dit weekend alleen maar prangender geworden.
Translated to English: How do you beat Nils van
der Poel? That question has only gotten more
urgent after the 10 kilometers in Stavanger this
weekend.

For the task of rewriting tweets, we experiment
with multiple combinations of LLMs and prompt-
ing techniques. We use zero-shot, few-shot prompt-
ing with and without personas. Specifically, we
generate rewritten versions in formal, factual and
casual linguistic styles, with the following prompt
versions:
ZeroShotNoPersona The LLM is given the task of
rewriting the given tweet in three specified styles,
with the common goal of receiving high engage-
ment on Twitter. The definition of each style is
provided in the prompt.
FewShotNoPersona The LLM is given the task of
rewriting the given tweet in three different styles.
The definition of each style is provided in the
prompt. In addition, 5 examples of tweets in each
style, which received high engagement on Twitter
is also provided for few-shot learning.
FeedbackNoPersona This version consists of two
sequential stages. In the first step, the LLM is pro-
vided few-shot prompting, where five examples for
each language style are given as input. The LLM
then generates three rewritten tweets, one each in
formal, factual and casual style. In the second
stage, a BERT-based model described in Section
3.2 is employed to predict the engagement level
of the generated tweets, categorizing them into
"high" or "low" engagement classes. This engage-
ment feedback is included as additional context in

a follow-up prompt, and the LLM is instructed to
rewrite the tweets, leveraging the engagement clas-
sification to refine its output. This iterative process
aims to optimize tweet generation by incorporating
task-specific feedback into the prompt engineering
cycle.

Further, we also apply each of these prompt-
ing strategies to generate the rewritten tweets,
but with a persona included in the prompt-
ing (ZeroShotPersona, FewShotPersona, Feed-
backPersona).
The persona used for this purpose is given below:
You are a journalist at a news media organization
in the Netherlands. You have a degree in journalism
and several years experience in digital media, with
Dutch language content. Your goal is to rewrite
the give tweet {Tweet} in the specified style {Style}.
The objective of this rewrite is to connect with news
audiences and increase engagement metrics in the
form of likes, retweets, quotes and replies in Twitter,
while maintaining factual integrity. You are adapt-
able and able to shift in language styles, factual,
formal or casual, based on the requirement.

Thus, we apply 6 different prompting strategies
using 3 LLMs to rewrite tweets in 3 specified lan-
guage styles. We evaluate these strategies accord-
ing to the performance metrics explained in the
Section 3.5. We use three LLMs GPT-3.5-turbo-
0125 (mentioned as GPT-3.5 elsewhere in the pa-
per), GPT-4o, and Mistral 7B. The GPT-3.5 and
GPT-4o were chosen as candidate models because
of the superior performance in text rewriting tasks
(Norberg et al., 2023; Shu et al., 2024). We also
acknowledge the relevance of smaller, open-source
models considering the limited resources of news-
rooms, especially regional and local newsrooms,
which are the potential users of such tweet rewrit-
ing systems. We decided to use Mistral-7B as such
a model.

A summary of the various techniques used for
rewriting is shown in Figure 1.

3.4 Evaluation metrics
We evaluate the generated stylistic rewrites for each
language style and evaluate them using the follow-
ing metrics.

Lexical similarity: To evaluate the generated
tweet rewrites in the formal, casual, and factual
styles, we utilize the ROUGE (Recall-Oriented Un-
derstudy for Gisting Evaluation) score. ROUGE
scores have been used extensively in the assess-
ment of text rewriting/summarization tasks (Shu
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RewriteStyle Model prompting technique ROUGE-L Similarity predEngagement
Formal GPT-3.5 fewshotPersona 0.63 0.77 0.54

GPT-4o feedbackPersona 0.56 0.86 0.57
Mistral-7B feedbackPersona 0.87 0.34 0.54

Casual GPT-3.5 feedbackNoPersona 0.33 0.73 0.63
GPT-4o feedbackPersona 0.32 0.76 0.67
Mistral-7B feedbackPersona 0.34 0.72 0.64

Factual GPT-3.5 feedbackPersona 0.52 0.81 0.52
GPT-4o feedbackPersona 0.52 0.84 0.56
Mistral-7B feedbackPersona 0.51 0.82 0.53

Table 2: Performance comparison of the different LLMs and prompting strategies in the task of rewriting tweets.
The rewrites are compared in terms of ROUGE-L, semantic similarity and percentage of increase in the predicted
engagement

Figure 1: Summary of the methodological setup: combi-
nation of different LLMs, prompting strategies are used
to rewrite the given tweet in specified text style

et al., 2024; Barbella and Tortora, 2022). ROUGE
measures n-gram overlaps, and focuses on recall,
measuring how many n-grams in the reference (in
our context, the original tweet), are present in the
rewritten tweet. We use ROUGE-L (Longest Com-
mon Subsequence) as the metric. We consider the
ROUGE-L to provide insights into the rewrites
generated by the different techniques and style
options, and as a metric to what extent the gen-
erated rewrites adhere to the content of the original
tweet. However, a stylistic rewrite might use dif-
ferent words while preserving the intent; hence we
require different metrics to perform the evaluation.

Meaning preservation: To evaluate meaning
preservation in the rewritten tweets across different
styles (formal, casual, factual), we use Sentence-
BERT (SBERT), which was designed to generate
sentence embeddings which capture semantic in-
tent. We find this a suitable metric for the perfor-
mance of the rewriting techniques, so as to allow
for the surface-level changes in vocabulary, while
preserving the intended meaning. Specifically, we
use the model distiluse-base-multilingual-cased,
which is suitable for Dutch language datasets. The
embeddings for the original tweet and the rewrite
are compared using cosine similarity, with higher
scores indicate better meaning preservation.

Predicted engagement: The objective of rewrit-
ing the tweets is garnering better audience engage-
ment in the form of likes, retweets, quotes and com-
ments. Hence, in addition to evaluating meaning
preservation, we also incorporate an engagement
prediction model to assess the potential engage-
ment on Twitter (through likes, retweets, comments
and quotes). For simplicity, we predict an overall
score for the overall engagement and not specif-
ically for each of the engagement indicators. As
explained in Section 3.2, our prediction model is
based on TwHIN-BERT (twhin-bert-base) (Zhang
et al., 2023) and trained on 10,000 Dutch language
tweets and the engagement they received. We pro-
vide each of the retweets as an input to the BERT-
based model and predict the engagement as ’high’
or ’low’. We evaluate the performance of a model
as the percentage of rewritten tweets which were
’low’ engagement originally and predicted as ’high’
in the rewritten form.
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3.5 Human Evaluation

A randomly chosen sample of 150 pairs of orig-
inal and rewritten tweets were annotated by two
native Dutch speakers for two paramaters: style
adherence and content preservation. The evalua-
tion was done on a likert scale of 1-5, with 1 being
the lowest score and 5 being the highest. The key
instructions given to the annotators were: 1) Style
Adherence : Does the rewritten tweet adhere to the
specified style ? 2) Content Preservation : Does
the rewritten tweet preserve the content(meaning)
of the original tweet? The annotation scores and
comments are analysed to further understand the
performance and possible limitations of the rewrit-
ing methods. The detailed instructions given to the
annotators are provided in Appendix A.

4 Results

4.1 Comparison of Rewriting Techniques

The results of our experiments are presented in Ta-
ble 2, where we evaluate the rewrites of a given
tweet in three distinct styles: casual, formal, and
factual. As described in Section 3.3, for each of
the three language models (GPT-3.5, GPT-4o, and
Mistral-7B), we applied six prompting techniques :
zero-shot, few-shot, and feedback approaches, with
or without persona integration in the prompt. We
assessed the performance of the generated rewrites
using three metrics described in Section 3.4: n-
gram overlap, as represented by ROUGE-L; seman-
tic similarity, as measured by S-BERT to evalu-
ate meaning preservation; and the potential social
media engagement, predicted by a BERT-based
engagement prediction model (predEngagement).
Each metric provided unique insights into the per-
formance of the style rewriting techniques. For the
sake of brevity, we are only showing the scores by
the best performing prompting technique for each
LLM and text style.

The results show that GPT-4o outperformed
GPT-3.5 and Mistral-7B across all metrics. In
particular, GPT-4o outperformed the other models
in semantic similarity especially in the factual
and formal styles, demonstrating its capacity
to preserve meaning while altering the tone.
On the other hand, the engagement prediction
model shows interesting insights: casual rewrites
consistently received higher predicted engagement
scores across all models and prompting techniques,
with the few-shot with persona method yielding the
highest engagement predictions. This suggests that

integrating user personas and few-shot learning
significantly enhances the engagement potential,
particularly in the casual style.

4.2 Results of Human Evaluation

The human coders scored the rewritten tweets on
a scale of 1(the lowest) to 5 (the highest) in terms
of style adherence and content preservation (anno-
tators’ agreement Krippendorff’s alpha 0.618 for
style adherence and 0.640 for content preservation).
The average score received for style adherence was
4.135 and that for content preservation was 4.335.
The coders’ average scores for the three language
styles are given in Appendix A.
From the average scores in 150 tweets, casual style
rewrites appeared to score lower in style adherence
compared to other styles, and formal style tended
to score higher in terms of content preservation. As
a further step to analyze the differences in style
adherence and content preservation in the three dif-
ferent language styles, statistical significance tests
were performed. ANOVA test revealed overall sig-
nificant differences between language styles for
style adherence (p = 0.0006) and content preserva-
tion (p = 0.023). As a follow-up test for pairwise
differences, Tukey’s HSD test indicated that casual
style had significantly lower style adherence scores
compared to formal and factual styles. For content
preservation, pairwise comparisons (Tukey’s HSD
test) did not identify any significant differences be-
tween specific style pairs. This suggests that style
adherence is significantly more challenging in ca-
sual style rewrites compared to other two styles,
whereas the pairwise differences between langauge
styles for content preservation were not statistically
significant.
The coders’ observations also provide qualitative
insights about the rewrites. The coders observed
that the rewriting focused on vocabulary and much
less on structural changes (e.g. sentence structure,
passive/active voice). The casual style rewriting
also often included a small phrase at the end (e.g.
"how cool is that?, "what a mess!"), which could
be repetitive for usage in news tweets. Rewriting in
factual style was also found to shorten the original
text, in comparison to rewrites in other styles.

5 Discussion

The results provide insights into rewriting a given
tweet according to the specified language styles.
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We see that ROUGE-L score is lowest when rewrit-
ing tweet into casual style. At the same time,
rewriting into casual style reported higher in the
predictive engagement score. We also observe that
while comparing the semantic similarity of the orig-
inal tweets with the rewritten tweets (results from
GPT-4o with feedbackPersona), the formal and fac-
tual style rewrites score higher than casual style
rewrites. This indicates the need to further check
to what extent the intended meaning could be lost
while rewriting into a specified language style.

In this section, we present a critical reflection
of our research. We use pre-trained large lan-
guage models for the rewriting of the tweets with
the objective of increasing audience engagement.
The GPT models were chosen given their supe-
rior performance in text-based tasks. However, us-
age of such proprietary and closed source models
may not be feasible for mid- or small-sized news-
rooms. Considering the practical challenges and
constraints of implementing a tweet rewriting sys-
tem for a newsroom, it would be beneficial to also
include more smaller sized, open-source models
and evaluate their performance in the same task.

Another limitation lies in the evaluation metrics
chosen. ROUGE-L and S-BERT based semantic
similarity provide useful insights into structural
and semantic preservation between the original and
rewritten text, there could be several stylistic nu-
ances which might not have been captured. Ad-
ditionally, while the twHIN-BERT based models
have proven performance in tweet engagement pre-
diction, the prediction of potential engagement is
still speculative. While the prediction using this
model might be a reasonable approximation, the
measurement of engagement could still be vali-
dated involving real-life audience.

The manual analysis of the rewritten tweets also
point to certain limitations of using automated
methods for tweet rewriting. As mentioned in Sec-
tion 4, the coders noted that the rewrites often in-
cluded removing or replacing certain words : thus
the changes were vocabulary-based, rather than
structural. For rewrites in the casual style, mod-
ifications frequently involved appending a brief
phrase at the end of the text. For example, the
tweet, Terwijl de oorlog in Oekraïne voortduurt,
opent een Russische prijsvechter zijn deuren in
België (English : While the war in Ukraine con-
tinues, a Russian prize fighter opens its doors in
Belgium) is rewritten in casual style to Terwijl de
oorlog in Oekraïne doorgaat, opent een Russische

budgetwinkel gewoon zijn deuren in België. Apart
toch? (English : While the war in Ukraine con-
tinues, a Russian budget store opens its doors in
Belgium. Strange, right?)
Despite the high scores for style adherence and
meaning preservation, such patterns, if occurring
frequently, might render the rewrites repetitive,
especially considering its applicability for news
tweets.
Ethical concerns should also be carefully examined
in this research. We find that rewriting tweets in a
casual format increases the predicted engagement
- but such a model might inadvertently prioritize
sensationalism at the expense of journalistic val-
ues. A casual tone might not be suitable for certain
topics, irrespective of the predicted engagement.
For some topics, maintaining the neutrality and
briefness of the tone is of importance. As observed
by the human coders, an automated system might
repeatedly use the same pattern (such as adding a
conversational tag at the end in the case of casual
rewrites), which might not be ideal for usage in
news headlines. This system has been designed to
provide helpful information to the journalist and is
not meant as a replacement for human expertise;
whether to use the rewritten tweets is completely
up to the discretion of the journalist.

6 Conclusion

This research explored the research gap of rewriting
news text on social media to align with specified
language styles. We carried out experiments to
evaluate to what extent the potential engagement
received by a tweet can be changed using different
prompting strategies and LLMs. In our evaluation,
we considered three language styles of news tweets:
formal, casual and factual, three LLMs: GPT-3.5-
turbo-0125, GPT-4o, Mistral-7B and six different
prompting strategies: zero-shot/few-shot/feedback,
persona/no persona, for the evaluation of the rewrit-
ten tweets. We evaluated the performance of the
techniques using semantic similarity calculated us-
ing S-BERT embeddings and potential engagement
class predicted by a twHIN-BERT based model.
Our research indicates superior performance of
GPT-4o models in all linguistic styles, especially
when combined with persona prompting and feed-
back on engagement (feedbackPersona technique
in Table 2). Human evaluation of the rewritten
tweets overall indicates the high adherence to the
specified style and preservation of content in the
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rewritten tweets; however, it also identifies specific
patterns in rewriting (such as including a conver-
sational phrase at the end for casual rewrites or
making the text shorter for factual rewrites), which
indicates scope for future improvement.
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RewriteStyle Style Adherence Content Preservation
coder-1 coder-2 coder-1 coder-2

formal 4.85 3.90 4.46 4.81
factual 4.79 3.79 4.08 4.38
casual 4.10 3.58 4.02 4.55

Table 3: Average scores of human annotation of the rewritten tweets in a scale of 1 to 5, for style adherence and
content preservation

Thank you for participating in this annotation
task. Your role is to evaluate rewritten tweets
based on their adherence to a specified language
style and their ability to preserve the meaning
of the original tweet. The data provided to you
consists of three inputs:
Original Tweet: The tweet in its original form.
Language Style: The style in which the tweet has
been rewritten (Formal, Casual, or Factual).
Rewritten Tweet: The tweet rewritten in the
specified language style.
For each rewritten tweet, you will evaluate two
aspects on a scale of 1 (lowest) to 5 (highest):
1. Style Adherence This measure evaluates how
well the rewritten tweet adheres to the specified
language style. Below are explanations for each
style:
Formal: The language should be formal, featuring
possibly higher complexity and a more advanced
vocabulary. There should be no use of informal or
conversational language.
Casual: The language should be casual and
conversational, aiming to relate to the audience.
Informal expressions and a friendly tone are
acceptable.
Factual: The language should be factual, objective,
and concise. The rewritten tweet should avoid
opinions, perspectives, or unnecessary details,
focusing solely on conveying the core information
in a brief manner.
Rating Guidelines for Style Adherence:
5: The rewritten tweet fully adheres to the specified
style with no deviations.
4: The rewritten tweet mostly adheres to the
specified style, with minor deviations.
3: The rewritten tweet somewhat adheres to the
specified style, with some deviations.
2: The rewritten tweet poorly adheres to the
specified style, with several deviations.
1: The rewritten tweet does not adhere to the
specified style at all.
2. Content Preservation This measure evaluates

how well the rewritten tweet preserves the meaning
(content) of the original tweet. The rewritten
tweet should retain the message and details of
the original tweet, even if the language style has
changed.
Rating Guidelines for Content Preservation:
5: The rewritten tweet completely preserves the
meaning of the original tweet with no loss of
content.
4: The rewritten tweet mostly preserves the
meaning of the original tweet, with only minor
omissions or alterations.
3: The rewritten tweet preserves the meaning of
the original tweet to some extent, but there are
noticeable omissions or alterations.
2: The rewritten tweet poorly preserves the
meaning of the original tweet, with significant
omissions or alterations.
1: The rewritten tweet does not preserve the
meaning of the original tweet at all.

Steps for Annotations
Read the Inputs: Carefully read the Original Tweet,
the specified Language Style, and the Rewritten
Tweet.
Assess Style Adherence: Based on the specified
style (Formal, Casual, or Factual), rate the
rewritten tweet on a scale of 1 to 5 for style
adherence.
Assess Content Preservation: Compare the
rewritten tweet to the original tweet and rate the
rewritten tweet on a scale of 1 to 5 for content
preservation.

Annotation Scores The annotation scores given
by the human coders for the rewritten tweets is
given in Table 3.
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