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Abstract

Existing deepfake detection algorithm fre-
quently fail to successfully identify fabricated
materials. These algorithms primarily focus
on technical analysis of video and audio, often
neglecting the meaning of content itself. In this
paper, we introduce a novel approach that em-
phasizes the analysis of text-based transcripts,
particularly those from AI-generated deepfake
advertisements, placing the text content at the
center of attention. Our method combines lin-
guistic features, evaluation of grammatical mis-
takes, and the identification of social engineer-
ing techniques commonly used in fraudulent
content. By examining stylistic inconsisten-
cies and manipulative language patterns, we en-
hance the accuracy of distinguishing between
real and deepfake materials. To ensure in-
terpretability, we employed classical machine
learning models, allowing us to provide explain-
able insights into decision-making processes.
Additionally, zero-shot evaluations were con-
ducted using three large language model based
solutions to assess their performance in detect-
ing deepfake content. The experimental re-
sults show that these factors yield a 90% accu-
racy in distinguishing between deepfake-based
fraudulent advertisements and real ones. This
demonstrates the effectiveness of incorporat-
ing content-based analysis into deepfake detec-
tion, offering a complementary layer to existing
audio-visual techniques.

1 Introduction

Disinformation is one of the biggest plagues of 21st
century. With the rise of deep learning technolo-
gies, false narratives can take more sophisticated
forms such as deepfakes and can spread faster, caus-
ing more damage. According to the report (Digital,
2024), incidents using deepfake technology have
seen a dramatic rise, with a threefold increase in
video deepfakes and an eight-fold growth in voice
deepfakes between 2022 and 2023. This surge re-

sulted in an estimated 500,000 deepfakes shared on
social media platforms in 2023 alone.

Deepfake technology is used in a variety of ways,
particularly in financial scams. These schemes
often target vulnerable groups, including young
internet users and seniors, who may be lured by
unrealistically attractive offers. Especially for the
latter group, the desire for financial independence
from relatives can lead to risky decisions, making
them prime targets for scams.

The scripts used in deepfake scams tend to fol-
low a specific and well-structured pattern. These
scams typically start with convincing deepfake
videos or voice recordings of high-profile celebri-
ties promoting financial opportunities, then tempt
victims with promises of quick and easy wealth.
This well-planned scenario exploits psychological
factors such as fear of missing out (FOMO) or the
urgent need to act quickly before the opportunity
disappears. Alongside financial frauds, fake ad-
vertisements of medical treatments and procedures
are prevalent in the deepfake landscape. These ads
often promote unproven or unsafe treatment, using
fake recommendations from alleged medical pro-
fessionals or celebrities to manipulate vulnerable
individuals into trusting the fraudulent claims.

Disinformation is spreading faster than ever, and
language analysis plays a key role in detecting ma-
nipulation. One way to strengthen the impact of
a message is to pair it with imagery. As a conse-
quence, manipulated audiovisual materials are in-
creasingly used to spread disinformation, in which
authorities are presented as sources of false content.
As Sander van der Linden points out in his book
Fake News (van der Linden, 2024), even when false
information is repeatedly corrected, it can still in-
fluence the beliefs of the recipient. This trend is
due to the fact that disinformation is more likely
to perpetuate itself when it fits the existing expec-
tations and vision of the world in the minds of the
recipient (Biela, 2016). In detecting deepfakes and
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fake advertisements, language analysis serves not
only as a technical tool but also as a psychological
one, aiding in understanding and identifying ma-
nipulative audiovisual content by focusing on the
text and context of the message.

Fake advertisements often exhibit numerous au-
diovisual errors like mismatched lip movements
and spoken content, blurring around the mouth,
visible processing gaps, unnatural shadows around
the contours of the face, body inconsistencies, lan-
guage changes, mismatches between the emotional
tone of the voice and the content or gestures, audio
cuts, abnormal pauses, crackling noises (so-called
digital artifacts), voice tones that differ from the
original identity, audible and unusual breathing,
accent issues, robotic-sounding voices, a speech
tempo that feels like reading, and pitch changes. It
is important to note that cybercriminals often use
various techniques to mask these distortions, such
as adding background music, noise, image blurring,
or using texture noise in the video. However, in
this article, we focus not on the technical aspects of
audiovisual analysis, but rather on sentence struc-
ture, grammatical and logical errors, as well as
social engineering techniques used by fraudsters,
which allow us to identify patterns commonly used
in these fraudulent schemes.

While technical text analysis has been widely
explored, linguistic analysis of deepfake content
remains under-researched. To the best of our knowl-
edge, no significant research has been conducted
to differentiate fake advertisements from real ones
based on linguistic analysis. While most of papers
focus on spam/ham classification or general fake
news detection, our research explores:
• nuances of stylometric features and their bound

to classes of data,
• categorization and examples of social engineer-

ing techniques prevalent in deepfake materials,
• the role of linguistic patterns, such as grammar

mistakes, sentiment, and part-of-speech tagging, in
distinguishing deepfake advertisements from legiti-
mate content.

In addition to these linguistic-focused ap-
proaches, we have incorporated explainable classi-
cal machine learning models to ensure interpretabil-
ity and transparency in decision-making. These
models allow for deeper insights into the reasoning
behind classification results, which is critical in
the context of sensitive applications like deepfake
detection. Furthermore, to evaluate the potential of
advanced techniques, we conducted zero-shot test-

ing using three solutions based on large language
models. This dual approach enables us to lever-
age the strengths of both traditional explainable
methods and deep neural architectures.

2 Related work

Deepfakes rely on artificial intelligence and deep
learning algorithms to create highly realistic syn-
thetic audiovisual materials, such as images, videos,
and voices, depicting events that never happened.
In the context of fake advertisements, deepfakes
can be used to manipulate the images of public
figures or celebrities who unknowingly promote
products or services they have no connection with.
An example could be fake videos featuring well-
known individuals encouraging viewers to invest in
fraudulent financial schemes, buy unverified prod-
ucts, or support controversial campaigns. This can
mislead audiences and damage trust in the asso-
ciated brand (Di Domenico and Ding, 2023). Al-
though fake news lack the advanced multimedia
technologies used in deepfakes, its influence on
consumer trust can be equally damaging (Botha
and Pieterse, 2020).

Social engineering techniques are critical to
the success of both deepfake and fake advertise-
ments, exploiting human psychology to manipu-
late individuals into specific actions. Common
tactics include urgency (the need to act quickly),
scarcity (limited-time offers), and appeals to au-
thority (celebrity endorsements), all of which are
amplified by the realism of deepfake content. Ac-
cording to Cialdini’s principles of persuasion (Cial-
dini, 2007), methods such as reciprocity, scarcity,
authority, consistency, liking, and consensus play a
central role in influencing consumer behavior, with
deepfakes adding a layer of realism that enhances
the psychological impact.

Research highlights the frequent use of linguistic
manipulation in scams, fake news, and fraudulent
advertisements, employing exaggerated promises,
emotional appeals, and fabricated testimonials to
deceive consumers (Biela, 2016; Ferreira et al.,
2015). Studies show that fake ads often feature
linguistic markers like incorrect grammar, illogi-
cal sentence structures, and inconsistent narratives,
which can be detected through automated analy-
sis (Prelipceanu, 2013). Scam communications,
including deepfake-generated ads, use persuasive
language, urgency, and social proof to tempt vic-
tims with promises of financial rewards, making
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linguistic features key indicators of fraudulent and
disinformative content (Anafo and Ngula, 2020;
Modzelewski et al., 2024).

To the best of our knowledge, no significant re-
search has been conducted specifically on detecting
fake advertisements through text analysis. While
a substantial amount of work has been done in the
field of fake news detection, existing studies gen-
erally focus on the analysis of articles, headlines,
or social media posts, rather than commercial or
advertising content. Fake news detection methods
generally utilize a combination of linguistic, statis-
tical, and semantic features to distinguish between
real and fake content.

Linguistic analysis plays a crucial role in detect-
ing fraudulent content. For example part-of-speech
tagging (POS) (Hassan et al., 2015), Named Entity
Recognition (NER) (Boididou et al., 2018), and
stylometric features (Okulska et al., 2023; Wood,
2024) have been widely used to identify key gram-
matical patterns and sentence schemes that differ-
entiate fake from real text. These features allow
system to capture syntactic and stylistic anomalies,
which are often presented in AI-generated content.

Sentiment analysis has been another valuable
tool in fake news detection. Fake news often con-
tain provocative or emotionally charged language
designed to manipulate readers. Studies such as
those by Sun (Sun et al., 2013) and Wu (Wu et al.,
2015) have used tools like Linguistic Inquiry and
Word Count (LIWC) (Kwon et al., 2013; Pérez-
Rosas et al., 2018) and sentiment lexicons (Ma
et al., 2015) to extract features related to the emo-
tional tone of the text. These approaches detect
sentiment-based cues, such as the frequency of neg-
ative or extreme adjectives, which are typically
used in misleading advertisements.

The use of language models to calculate perplex-
ity has also shown a promise in identifying whether
a text follows a predictable or natural linguistic
structure. Fake news, particularly those generated
using AI, often exhibit higher perplexity due to
their artificial construction. These differences in
predictability can be exploited to flag potentially
fake content (Lee et al., 2020).

Text vectorization techniques, such as Term
Frequency-Inverse Document Frequency (TF-IDF),
have been widely used in binary classification tasks
like spam-ham detection (Shahariar et al., 2019;
Gilda, 2017; Ahmed et al., 2017). By quantifying
the relevance of worlds in a document compared to
the entire corpus, TF-IDF helps identify words or

phrases that are common in fake news. Such tech-
niques are effective when combined with machine
learning classifiers to automatically differentiate
between fake news and real ones.

In the context of binary classification, previous
research has shown the effectiveness of applying
supervised machine learning models to distinguish
between real and fake content. Techniques such as
logistic regression (Patel and Meehan, 2021; Lai
et al., 2022), support vector machines (SVM) (Hus-
sain et al., 2020; Baarir and Djeffal, 2021), and
more recently deep learning models like LSTMs
and RNNs, have been applied to classify fake news
based on text features (Chen et al., 2018; Rashkin
et al., 2017; Wang et al., 2018; Volkova et al., 2017;
Popat et al., 2018; Kumari et al., 2021). However,
their application domain of false advertisement re-
mains under-explored.

3 Experimental dataset

Dataset for this study comes from two main sources.
The first is the UKNF (Polish Financial Supervision
Authority), which monitors the Internet for fraud-
ulent financial activity, providing a rich source of
data for identifying deepfake scams. The second
source involves internal searches for deepfake ma-
terials across the Internet.

Internal searches targeted controversial topics
such as alternative medicine and government sub-
sidies, as well as content from specific influ-
encers. Legitimate advertisements, primarily from
YouTube and centered around the financial sector,
were gathered and filtered to include only those
with spoken language. Over 70 keywords com-
monly associated with deceptive ads (e.g. “guaran-
teed income”, “quick profit”) were used to identify
deepfake scams that often make false promises. Ad-
ditionally, major social media platforms like Face-
book, Instagram, X, YouTube, and TikTok were
monitored to collect deepfake videos flagged as
fraudulent or disinformative.

The collected video data underwent audio pro-
cessing, with transcripts generated using Whisper
by OpenAI (OpenAI, 2022; Radford et al., 2022).
Despite transcription errors, especially with cloned
voices, the data was manually corrected. In total,
the dataset contains 5966 fake and 858 real sen-
tences across 252 and 114 transcripts, respectively.
Extensive metadata labeling helped categorize the
materials based on topics such as financial instru-
ments, medicine, disinformation, and fraud, provid-
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topic count fakes count real count

investing 152 135 17
medicine 92 72 20

other 36 7 29
help 30 15 15

gambling 10 10 0

Table 1: Five most popular topics of ads in the dataset.

ing insights into which areas are most vulnerable
to manipulation, as shown in Table ??. Before an-
notation, a detailed manual review of all collected
data was conducted to ensure that only relevant
materials were included in the dataset. This step
reflects a data-centric approach, highlighting the
importance of thorough analysis and understand-
ing of the dataset. Clear and detailed instructions
were provided to annotators, outlining how to ad-
dress transcription errors, label metadata, and cat-
egorize topics. A detailed set of instructions was
prepared for annotators, specifying how to handle
transcription errors, label metadata, and categorize
topics. For instance, topics were assigned based on
clear criteria, such as explicit mentions of financial
schemes or references to medical treatments.

A subset of the dataset (35%) was annotated
independently by multiple annotators to measure
inter-annotator agreement. The resulting Cohen’s
kappa score of 0.88 indicates a high level of con-
sistency in the annotations. After automated tran-
scription, all transcripts were manually reviewed to
correct errors and verify alignment with the audio
content. Particular attention was paid to cloned
voices, where errors were more prevalent, and sen-
tences containing grammatical inconsistencies or
logical errors were carefully documented.

To our best knowledge, there are no open
datasets containing transcripts of deepfake materi-
als, not to mention deepfake fraudulent advertise-
ments. We believe that our data set, even tough in
Polish, is still valuable and unique.

3.1 Most common mistakes

In our study, we identified several common errors
in fake ads. Each of these errors reveals shortcom-
ings in the methods used by cybercriminals and
can help detect fake content. These errors fall into
four main categories: logical inconsistencies, gen-
der misalignment, lack of declension, mishaps with
numbers and dates. Examples of these mistakes
can be found in Appendix B.

Analysis of these common mistakes allows to
draw conclusion that cyberattackers distributing

these fake ads are likely operating from multiple
countries and often lack the necessary cultural and
linguistic background of the regions they are at-
tacking. This is a common problem, with criminals
from different parts of the world distributing fake
content in multiple countries, often without a deep
understanding of the local context. As a result, their
content may seem effective on a broad scale, but it
often contains errors that reveal their ignorance of
the specific cultural and linguistic environment of
the target area.

3.2 Manipulation and social engineering

Deepfakes appearing in social media, especially as
advertisements, follow all guidelines for successful
marketing manipulation. In our study, based on
collected dataset, we categorized the manipulation
techniques in four general groups: tension-building,
language-style layer, motivational and sociological.
These include: time pressure - such technique re-
quires person to act fast on the advertisement while
reducing the time to stop and deeply think about
undertaken actions; evoking certain emotions - ac-
tion designed to purposely force people into strong
emotions, often extreme like fright, shock or hap-
piness or inducing them to take specific actions;
revealing conspiracy - exposing fraud, plotting,
disclosing secrets, hiding the truth, concealing facts
and statistics; stunts - emotionally charged mes-
sages that are exaggerated, shocking, or dramatic,
intended to surprise or confuse the recipient; repe-
titions - multiple mentions of the same statements
in order to amplify the message; superlatives -
presenting something in a good light, praising, in-
flating its advantages, giving positive statements
without a proof; discrediting others - negatively
presenting the competition, creating an exaggerated
false picture; competitiveness - referring to the
advances in technology, automation and methodol-
ogy of advertised product, presenting own solution
as superior to others; transparency - describing
self as trustworthy, reliable and giving statements
of positive intentions - such behavior is aimed to
reduce alertness; ease of reaching the goal - in
most cases ease of earning money, presenting own
product as user friendly and the process of getting
desired output as an instant one; offer’s luxury
and limitation - giving the illusion of restricted
availability makes people want something more;
risk minimization - ensuring about safety, suc-
cess rate and presenting success stories of other
people; giving a promise - providing assurance
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about the effectiveness and validity of the actions
taken, which end with certain reward; call to ac-
tion - persuading into taking certain steps, gives
very simple instructions which are easy to follow,
hence the chance of completing them increases;
altruism - assurance of selfless and good inten-
tions, early and extensive testing of solutions, com-
bating global social problems; targeting normal
people’s needs - creating the illusion of idyllic life
in which everyone can fulfil their dreams without
work as well as addressing and presenting solu-
tions to everyday life problems and worries; direct
talk - straightforward questions, shortening the in-
terpersonal distance, identifying with the recipient,
pretending to be equals; social endorsement - con-
firmation by other people about the effectiveness of
the methods, reviews and recommendations, often
false testimonies and personal stories, reference to
other users or famous people; addressing possible
concerns - challenging stereotypes, anticipating
the recipient’s possible fears and doubts and ad-
dressing them before they become serious. Figure
1 shows the frequency of techniques in the dataset,
expressed as the count of a given technique divided
by number of sentences in a transcript. This pro-
vides average density of social engineering among
transcripts for both classes, real and deepfake ads.

4 Methodology

4.1 Explainable approaches

The primary focus of our data processing was on
linguistic and stylistic analysis, which required
clean and structured text data. After obtaining the
initial transcripts, further processing steps were
applied to prepare the data for analysis. We em-
ployed the SpaCy library, which provides open-
source tools for text processing across multiple lan-
guages, including Polish. The pl_core_news_lg
model was used for lemmatization and Part-Of-
Speech (POS) tagging to standardize word forms
and identify syntactic roles within sentences.

Furthermore, the analysis involved measur-
ing the sentiment associated with each tran-
script. This calculation was conducted using
the eevvgg/bert-polish-sentiment-politics
model, available on Hugging Face (Gajewska and
Konat, 2023). This model is trained specifically
to predict sentiment in Polish, with special atten-
tion drawn to political topics. Such model makes a
perfect fit for data in given study as the substantial
share of deepfakes is related to politics. There were

cases where length of transcript exceeded computa-
tional possibilities of models. In order to mitigate
this issue, transcripts were chunked into bits that
included around 300 tokens (with respect to the sen-
tence level, hence it was not always exactly 300).
Results describing whole transcript were derived
as an average result of all chunks.

Perplexity of text is another metric that can
be used to describe characteristics of a transcript.
LM-PPL library (Asahi417 GitHub user, 2023) im-
plements such calculations with variety of mod-
els. Among others, recurrent language model
facebook/opt-30b was selected for computations.
Perplexity can be seen as the inverse of the geomet-
ric mean of the probability of each word P (W ).

Perplexity(W ) = P (W )−
1
N (1)

Analysis of style and unique features associ-
ated with it can be a source of meaningful features.
Stylometrix library (Okulska et al., 2023) builds
text embedding reflecting the author’s style in Pol-
ish, calculating over 170 features. Principal Com-
ponent Analysis helps visualize the separability of
real and deepfake data based on style.

The next step included calculating TF-IDF, a
text vectorization method that assigns values to
words (terms) in a document based on the formula:

TF -IDF (t, d,D) = TF (t, d)∗IDF (t,D), (2)

where t denotes term, d a document and D means
collection of documents (corpora). TF measures
term frequency in a document, while IDF penal-
izes terms common across all documents.

TF-IDF results, from the lemmatized corpus
were used for classification. Logistic Regression
(LR) was used in order to decide if given docu-
ment (transcript) represents a real advertisement or
a fake one. Classification was run on three different
sets of features, each time adding new information.
The simplest classifier was built only with average
sentence density values for social engineering tech-
niques (SE). More advanced data included TF-IDF
vectors describing each transcript. Last set of fea-
tures - linguistic was further extended to also cover
perplexity, sentiment and percentages of POS tags.

Keeping in mind narrow applicability and gen-
eralization of such analysis, it was decided to
run same set of calculations on translated tran-
scripts. Translation was completed with the use
of gpt-4o-mini. We are aware that translat-
ing polish-specific transcripts may lose some nu-
ances and details of unique style. However, we
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Figure 1: Social engineering techniques - average occurrences per sentence in real and deepfake materials.

made efforts to ensure that the translations pre-
served the original context and style, allowing for
a direct comparison of the results in both Polish
and English. Models used for consecutive pro-
cessing steps were replaced with those dedicated
to English. As a result en_core_news_lg and
distilbert-base-uncased-finetuned-sst-2-
english were used for POS tagging, lemmatiza-
tion and for sentiment analysis correspondingly.

Last step of processing pipeline, which was
unique only to Polish transcripts, utilized large lan-
guage model to perform analysis of social engineer-
ing techniques. OpenAI’s gpt-4o-mini was pro-
vided with a single transcript at a time and prompt
describing the context in details. Further informa-
tion about the prompting phase can be found in
Section A within Supplementary Materials.

4.2 LLMs-based experiments

In this part of the study, we explored two
approaches leveraging LLMs to classify adver-
tisements as real or fake based on their content:
a zero-shot classification using LLMs and a
fine-tuned BERT-based classifier.

Zero-shot classification using LLMs -
the first approach used 2 advanced LLMs,
OpenAI’s GPT-4o-mini and Mistral’s
Ministral-8B-Instruct, to classify adver-
tisement transcripts as real or fake without
requiring any task-specific training.

The prompt used for interaction with both
models was as follows: You are analyzing
transcripts from ads found on the
Internet. Answer with one word: ’REAL’
if you think that the transcript comes
from a real ad or with word ’FAKE’ if the

transcript comes from a scam.

Each transcript was processed individually
using GPT-4o-mini and Mistral models. Both
models returned classifications that were com-
pared with ground truth labels to measure accuracy.

BERT-based feature extraction with Logistic Re-
gression - the second approach combined a pre-
trained BERT model for feature extraction with a
Logistic Regression classifier for final classifica-
tion. This hybrid method leveraged BERT’s ability
to capture contextual embeddings, the simplicity
and interpretability of logistic regression.

5 Experimental results

The experiments conducted in this research focused
on identifying characteristic data features that can
differentiate between transcripts of two classes:
real advertisements and fake advertisements gener-
ated using deepfake techniques.

In the first step of analysis, perplexity scores
were calculated for both classes. Real advertise-
ments had a mean perplexity of 57.18 ± 73.72,
while for fake advertisements was around 20.84 ±
13.98. Perplexity measures text predictablility, with
lower scores indicating more structured patterns.
Real ads show a wider range of predictability, as ev-
idenced by the broader distribution of perplexity. In
contrast, fake transcripts exhibit a narrower distri-
bution, with a clear peak, suggesting that deepfake
scripts tend to be more predictable and repetitive.
This distinction highlights the repetitive nature of
deepfake scripts and suggests that perplexity, com-
bined with other linguistic features, can effectively
aid in early detection of deepfake content.

The next set of features refers to the grammatical
structure of sentences. Figure 2 shows average dis-
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Figure 2: Part-of-Speech tagging in Polish, showing
the average share of each token type per advertisement.
Data is sorted by values of the real data class.

tributions of POS tags across tokens within a tran-
script, with regards to the dataset labels. The most
noticeable disproportion between classes is observ-
able in case of PROPN tag (proper noun), where in
real advertisements its share is over 6%, whereas
for deepfakes its below 2.5%. This discrepancy
likely stems from the fact that real advertisements
often reference specific products, brands, or people,
necessitating a higher frequency of proper nouns.
In contrast, deepfake ads may avoid such speci-
ficity to maintain a broader, more generalized ap-
peal.There are also significant difference in the use
of PUNCT (punctuation) and VERB (verb) tags.
The higher share of verbs in false ads might be
attributed to the frequent use of call to action tech-
nique, where the audience is encouraged to perform
specific actions, such as clicking a link, making a
purchase, or signing up for a service. This tactic
typically requires a more action-oriented language,
which explains the elevated presence of verbs.

A more advanced analysis of the linguistic and
stylometric characteristic of the text was performed
with use of StyloMetrix library. The resulting fea-
ture vectors were subsequently processed through
the Principal Component Analysis algorithm. The
visualizations of two most significant components
is present in Figure 3. The arrangement of the
green dots resembling real ads, suggests that these
texts are more diverse in nature, whereas blue dots
(representing fake ads) are creating a cluster-like
structure on the plot. This indicates that fake adver-
tisements share more similar linguistic and stylo-
metric traits, potentially due to their repetitive or
templated nature. However, it is important to note
that, in this setting, the two classes are not linearly
separable. This suggests that while there are ob-
servable differences in the stylometric properties
of real and fake ads, these distinctions may require

Figure 3: Visualization of Principal Component Analy-
sis based on the StyloMetrix output for Polish corpora.

Figure 4: Average sentiment analysis for transcripts in
the Polish language.

more sophisticated or nonlinear methods to achieve
a clear separation between the two classes.

The sentiment of transcriptions was another key
measure under evaluation in this research. The sen-
timent analysis model built for the Polish language
categorized into three groups: negative, neutral
and positive. Figure 4 presents some intuitive ob-
servations - false advertisements have much more
negative tone due to their nature. Fake ads often
employ slander and divisive language to polarize
the audience. On the other hand, legitimate adver-
tisements exhibit a higher positive sentiment, as
they typically avoid negative marketing strategies
and focus on promoting products or services in a
more constructive manner.

During the exploration stage of with LLM, Chat-
GPT was tasked with generating two specific statis-
tics at the transcript level. This decision stemmed
from key observations made during in-depth re-
view of deepfake transcripts. It was noticed that,
along with numerous grammatical errors, there
were frequent references to nationality, specifically
related to Poland in our case, throughout the texts.
"Poland," "Poles," and "citizens of Poland" were
frequently used throughout the fake advertisements.
This pattern suggests an intentional targeting of the
national audience, leveraging national identity in an
effort to manipulate and appeal to Polish viewers.
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Figure 5: Distribution of grammatical errors in Polish
transcripts, including issues with verb conjugations, de-
clensions, and inflections.

Grammatical errors often involved incorrect verb
conjugations, declensions, and misused inflections,
which are particularly challenging in Polish due to
its complex grammar. Results of this countings are
depicted in Figure 5.

Having extracted various features and embed-
dings that describe the dataset, a simple classifier
was built to explore their potential in distinguishing
between transcripts of false and real advertisements.
Logistic Regression was chosen for this task due to
its simplicity, interpretability, and effectiveness as
a baseline model in binary classification problems.

Since the problem at hand is binary (false vs.
real), Logistic Regression was applied with three
different sets of features: SE embeddings, SE em-
beddings combined with TF-IDF features, and
SE embeddings combined with both TF-IDF
and linguistic features including POS tag counts,
average perplexity and sentiment. These sets were
selected to explore whether traditional linguistic
indicators or more advanced embeddings perform
better in identifying deepfake content. Table 2 sum-
marizes achieved performance and displays confu-
sion matrices for each classifier.

Table 2 presents the accuracy and standard de-
viation results for various methods tested on both
Polish and English datasets, comparing classical
feature-based classifiers with zero-shot LLM-based
approaches in detecting deepfake advertisements.

The classical methods utilized Logistic Regres-
sion as the final classifier, employing three different
sets of features: SE embeddings, SE + TF-IDF em-
beddings, and SE + TF-IDF + linguistic features.

Social Engineering (SE) features alone served
as a baseline, achieving 80.91% accuracy for Pol-
ish and 79.36% for English. While this approach
demonstrated solid performance, its limited scope
highlighted the need for additional feature sets

Polish English

Model Acc Std Acc Std

SE 80.91 5.54 79.36 2.76
SE + TF-IDF 89.91 3.21 89.36 2.76

SE + TF-IDF + Linguistic 90.55 2.88 90.82 1.93

GPT-4o-mini 94.86 6.89 95.40 5.68
Ministral-8B-Instruct 80.54 9.57 84.59 19.78

BERT + Logistic Regression 80.11 7.50 87.08 4.80

Table 2: Accuracy and standard deviations for LLM-
based and feature-based methods on Polish and English
datasets, averaged over 10-fold cross-validation.

to improve classification accuracy. Adding TF-
IDF vectors to SE embeddings significantly en-
hanced performance. The accuracy increased to
89.91% for Polish and 89.36% for English, indi-
cating that combining SE features with TF-IDF
provides deeper insight into the structure and con-
tent of the transcripts. Further enrichment with
linguistic features, yielded the best results among
feature-based approaches. The accuracy reached
90.55% for Polish and 90.82% for English, with
reduced variability (standard deviations of 2.88 and
1.93, respectively). These results underscore the
value of combining multiple feature sets to capture
the nuanced patterns of deepfake content while
maintaining interpretability.

GPT-4o-mini, a zero-shot LLM, achieved the
highest accuracy on both Polish (94.40%) and En-
glish (94.67%) transcripts. Its low standard de-
viation values (4.00 for Polish and 4.59 for En-
glish) indicate consistent and robust performance
across different data folds. These results demon-
strate the model’s strong generalization capability,
even without task-specific fine-tuning, making it
highly effective at detecting nuanced manipulations
and stylistic inconsistencies in the advertisements.
However, despite its performance, the model op-
erates as a "black box," offering no explainability
for its decision-making process. This lack of in-
terpretability poses challenges for understanding
why certain advertisements are classified as fake or
real, which could be problematic for high-stakes
applications or when transparency is required.

Ministral-8B-Instruct, another LLM tested in a
zero-shot setting, showed moderate accuracy, with
80.54% for Polish and 84.59% for English. How-
ever, its relatively high standard deviations (9.57
and 19.78, respectively) suggest variability in its
ability to generalize across different data folds.

BERT with Logistic Regression demonstrated
strong performance, particularly on the English
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dataset, achieving an accuracy of 87.08%. On the
Polish dataset, the model achieved 80.11% accu-
racy. Unlike LLMs, this approach offers greater
interpretability by leveraging task-specific features.
This transparency allows for better understanding
and debugging of the model’s classifications, mak-
ing it a preferred option in contexts requiring ex-
plainable decisions.

5.1 Contrasting results after translation

To further evaluate the robustness of the model and
the features used, an additional experiment was
conducted by translating the original Polish tran-
scripts into English while maintaining the context
and style of the statements. The goal was to de-
termine whether the results obtained from the Pol-
ish dataset would hold after translation, given that
certain linguistic nuances and cultural references
might not translate seamlessly between languages.

The results showed minimal variation in accu-
racy, with the classifier performing similarly across
all feature sets in both languages. The SE + TF-
IDF feature set, accuracy for the Polish data was
89.91%, while for the English-translated dataset it
reached 89.36%. This indicates that the distinguish-
ing characteristics of false and real advertisements
are language independent to a large extent. The
similarities between the Polish and English results
suggest that the models and features developed in
this study can be applied across different languages,
enhancing their generalizability and potential for
broader use in detecting fake ads globally.

6 Conclusions

This study presents a novel approach to detecting
deepfake advertisements by combining linguistic,
social engineering, and stylometric features. The
results demonstrate the effectiveness of these fea-
tures in distinguishing real from false ads in both in
the original Polish and in English-translated dataset.
Social engineering features alone provide a strong
baseline, with 80% accuracy. Addition of TF-IDF
vectors significantly improves the model’s perfor-
mance, raising the accuracy to 89.91%. Further
enrichment with linguistic features, including POS
tags, perplexity, and sentiment analysis, boosts ac-
curacy to 90.55%, underscoring the importance of
combining multiple feature sets to capture the com-
plexity of deepfake content and improve detection.

It is important to highlight that a comprehensive
approach to deepfake detection is essential. While

technical analysis of audiovisual materials is criti-
cal for spotting manipulations in deepfake videos
and audio, textual analysis of transcripts offers a
crucial additional layer of verification. By focus-
ing on language, sentence structure, and textual
inconsistencies, this study demonstrates how text-
based methods can enhance the overall deepfake
detection process, uncovering common mistakes,
linguistic anomalies, and manipulative tactics that
might not be immediately apparent through techni-
cal analysis alone.

The results highlight the potential of LLMs for
detecting deepfake advertisements, with models
like GPT-4o-mini achieving the highest accuracy
across both Polish and English datasets, exceed-
ing 94% in a zero-shot setting. However, their
lack of explainability limits their practical appli-
cation in scenarios demanding transparency. In
contrast, feature-based approaches like the combi-
nation of SE features, TF-IDF vectors, and linguis-
tic attributes, provide a more interpretable solution.
Achieves high accuracy (over 90.5%), this method
offers valuable insights into decision-making pro-
cesses, making it a robust alternative for use cases
where explainability and are crucial.

Importantly, this study highlights the cross-
linguistic effectiveness of the proposed approaches.
The results from English-translated transcripts
showed minimal variation in performance com-
pared to the original Polish dataset, indicating that
many of the characteristics that distinguish fake
from real advertisements are language-independent.
This suggests that the proposed methodology de-
veloped can be successfully extended to other lan-
guages, broadening its applicability and making it
a valuable tool in global efforts to detect and miti-
gate the spread of deepfake ads. Common mistakes
in deepfake ads, such as grammatical inconsisten-
cies, gender mismatches, and logical errors, fur-
ther demonstrates that cybercriminals often operate
without a thorough understanding of the linguistic
and cultural nuances of their target regions. These
mistakes can serve as critical indicators in the de-
tection of fake content, providing another layer of
defense against the spread of disinformation.

In conclusion, the results of this study empha-
size the importance of a multifaceted approach to
deepfake detection. Beyond technical analysis of
the manipulated audiovisual content, the investi-
gation of textual features such as grammar, style,
and linguistic manipulations plays a crucial role in
enhancing the content verification process.



8441

7 Limitations

The biggest limitation of this study is the language
barrier, as the dataset is primarily in Polish. How-
ever, translating the sentences into English does not
alter the core results or findings of the analysis, as
the manipulation techniques and structures remain
consistent across languages.

Another limitation is the dataset size. While we
have collected a significant amount of both fake and
real sentences, the dataset is still limited in compar-
ison to larger, global studies. This constraint may
affect the generalizability of the findings, especially
across different cultural contexts or languages be-
yond Polish. Further research with larger and more
diverse datasets would be necessary to validate the
conclusions on a broader scale.
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and definitions. The full prompt is structured as
follows:
You are analyzing the transcript of

real/fake advertisement found on the
Internet. Analyze it sentence by sentence
and display results of your analysis
in a table. It should have following
columns: filename, sentence, technique,
justification. The possible manipulation
techniques are listed below. In brackets
you will see examples and definitions
of these techniques. Do not come up
with new techniques. In case when no
technique was used write ’none’. (...)
Now, analyze the whole transcript as one
entity. In second table that has columns:
filename, topic, grammar mistakes, polish
- present aggregated data for the whole
transcript. Possible values for column
topic are: gambling, cryptocurrencies,
currency exchange, investing, medicine,
help, institutions, subsidies. In case
when no category matches the topic, assign
a new label. In column ’grammar mistakes’
count each occurrence of an error. Column
’polish’ should include number of words
that stem from word Poland/Polish that
were apparent in the text.

B Examples of common mistakes

In Appendix B, we present examples of common
mistakes found in deepfake-generated content. The
table below provides specific examples of such
errors, grouped by type, with accompanying expla-
nations. The errors include logical inconsistencies,
gender misalignment, grammatical issues like lack
of declension, and mishaps involving numbers and
dates.

C Examples of techniques

Appendix C presents examples of sentences that
illustrate various manipulation techniques found
in deepfake content. These examples are catego-
rized into four distinct groups based on the nature
of the manipulation. The sentences serve as clear
examples of how different linguistic and psycholog-
ical strategies are employed to influence or deceive
the audience. The tables below provide represen-
tative sentences for each group of manipulation
techniques.
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type of error examples explanation

logical inconsistencies I couldn’t walk with my
grandchildren*, go shopping,
or climb stairs properly.

* It is spoken by a well-known Pol-
ish clergyman, who according to the
law, cannot have children, let alone
grandchildren.

gender misalignment My name is Kazimierz Nycz*
and I have had knee prob-
lems for twenty years. I have
seen** many massage thera-
pists and chiropractors, but
none of them were able to
cure my aching joints.

* Deepfake features celebrity
(woman, around 40 years old) but
the text refers to the identity of a
well-known Polish priest. ** Usage
of the masculine form of the verb,
while the voice belongs to a female.

lack of declension The project is intended for
only one first* hundred thou-
sand participants.

* The numeral one hundred should
be changed in order agree with the
rest of the sentence, which is a com-
mon rule in Polish grammar.

mishaps with numbers, dates Ninety-nineties* percent of
people lose money during a
crisis.

* Phrase contains a pronunciation
error, which cannot be transcribed
correctly.

Table B.1: Examples of common mistakes in deepfakes.
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technique examples

time pressure If you are watching this video now, we still have a few spots available.
Hurry up with submitting your application online. The number of
available spots is limited. Change your life today.
But there’s a catch. The project is designed for only one hundred
thousand participants.
If you hesitate, you’ll likely end up like ninety-nine percent of other
people.
Read it before it gets removed.

evoking certain emotions I didn’t know what home was. I lived in an orphanage until I was
sixteen, then in barracks or with friends, and now I finally bought my
own apartment. It was my dream.
Save yourself and your loved ones before it’s too late.
Doctors kill thousands of men every day.
My life changed radically after getting to know the program from
Whatsapp.
The most famous Polish goalkeeper has serious health problems, and
continuing his football career threatens his life.

revealing conspiracy The government prematurely terminated the contract for Russian gas
supplies from Russia.
I’m not sure how long this film will be available, as pressure from the
pharmaceutical mafia is increasing and it will likely be removed soon.
A drug that destroys diabetes at the cellular level within a few weeks
has been concealed by deceitful pharmaceutical companies.
I hope this film will open everyone’s eyes to the truth and show that
we’ve all been deceived for years.
Don’t let the government rob you and your children.

sensations Today, before your eyes, I’m starting a financial revolution.
You’ll be shocked; it’s possible now.
But be careful, many people start crying tears of joy when they hear
this.
The absurdity. The absurdity of this situation.
Scandal of the month. What’s happening in our country?

Table C.1: Example sentences for manipulation techniques from tension-building group.
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technique examples

repetitions Just think. Thousands today, a thousand tomorrow, and a thousand
every day.
It can help people. Actually help people.
Do we need it? Yes. Is it a worthwhile investment? Yes. Is it worth
it? Yes. Is it worth spending a lot of money on it? Yes.
Stop suffering. Stop suffering and waiting for complications.
Again, I win money every day.

superlatives A brilliant app on my phone automatically resells stocks on exchanges,
and I receive all the profits.
The Tesla X is now available in Poland and can provide every Polish
citizen with a passive income of up to three hundred euros per day.
This software trades stocks and does it so well that it wins trades with
a ninety-eight percent success rate.
Just one cup a day is enough to boost your metabolism, lose weight
five times faster, and visibly transform yourself.

discrediting others It has nothing to do with the other nonsense you see everywhere.
Most doctors don’t care about it.
To them, you’re just a person who brings them money.
It would be a lie to promise millions without any work, as others do.
I’m utterly exhausted from watching ordinary people struggle, save,
and restrict themselves while officials stuff their pockets with our
money, indulge in expensive treats at our expense, and take their fat
behinds to the best resorts, while we hunch over under the weight of
taxes.

competitiveness It’s something completely different from Forex.
What is the difference between these scammers and me?
It’s different from all other games, it won’t force you to watch an ad.
We have developed a powerful software. This is the world’s first
software.
This powerful computing device is nothing like a regular home com-
puter.

transparency I respect you, my reputation is impeccable, and I want to earn your
trust.
This isn’t another video where someone tries to scam you out of
money, because I respect you and want to earn your trust.
I’m not promising hundreds of millions of dollars; that’s unrealistic.
However, I assure you that this has been the plan from the very
beginning.
Our remedy has successfully passed all clinical trials and has been
recognized as the most effective treatment for joints.

Table C.2: Example sentences for manipulation techniques from language style related group.
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technique examples

ease of reaching the goal Click Start and earn 500 euros every day.
Anyone with a smartphone can earn money passively.
In reality, my team will do everything instead of you.
It really is that simple.
You don’t need any computer or programming skills.

offer’s luxury and limitation Spaces are limited. Only one hundred and fifty lucky individuals.
Out of 100 invited people, only the 50 fastest and most ambitious will
make it through the competition.
You’re one of the few who will get a chance to change your life.
The number of spots on the platform is limited, so act quickly.
I’ve sent this invitation to exactly 100 people.

risk minimization Many people have already tried this method, and it is 100% safe.
The method is completely legal and ethical.
There is a possibility of recovering lost funds.
It’s the safest way to invest in Poland.
It’s a simple game with a high probability of winning.

giving a promise I guarantee that if you join me today, you’ll earn at least 4000 zlotys
within the next 24 hours.
Now every Pole will be able not only to supply their home with gas
but also to earn from four hundred euros a day through the company’s
shares.
By the end of the week, you’ll have over 3000 euros in your account.
You won’t regret coming across this video today.
From this moment on, your new, happy life will become a reality.

call to action Submit an official application for financial independence and start
earning today.
You urgently need to click on the link below to get the real cure.
Press the "Read More" button.
To do this right now, click the "Learn More" button under the video,
read the article about this product, and get the remedy that will truly
heal all your aching joints, get rid of back and knee pain, and give
you a second youth.
To take advantage of it, simply register on the project’s website by
providing your details.

Table C.3: Example sentences for manipulation techniques from motivational group.
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technique examples

altruism It can help people. Really help people.
Because the project is of a social nature and aims to help the residents
of Poland improve their well-being during times of rising global
inflation.
Buddha is a well-known philanthropist. His goal is to give Poles a
chance to win ten million zlotys in his online casino.
In this way, Elon plans to start a global fight against poverty...
I don’t want anyone to experience knee or back pain like I do. I want
everyone to be healthy and live a happy life.

targeting normal people’s needs Think about your new home, a new car, your dream trip, the thousands
of opportunities that these money could open up for you.
If, like me, you’re a mom and you’d like to add to the household
budget while staying at home, I invite you to collaborate.
This isn’t just an investment; it’s a step towards financial indepen-
dence.
If you’re unemployed and at a last-chance crossroads, this offer is for
you.
Regardless of your personal situation, if you want to earn a million
zlotys and leave the rat race behind, this offer is for you.

direct talk I’m just an ordinary guy, like you.
You, just like me, can get a real medication.
If you’re watching this video, it means you’ve noticed it yourself.
I openly admit it, and that’s why I’m challenging you.
She’s just like you, so if it worked for her, it will work for you too.

social endorsement My mom is living proof of its effectiveness.
Join those who have already experienced its power and forget about
blood pressure problems forever.
Each of them earned over 16,000 zlotys.
So far, 85,000 Poles have received payments from our program.
Yes, indeed. For several months now, my acquaintances and I have
been earning directly on our mobile phones thanks to this app.

addressing possible concerns It’s best to confirm it with numbers.
Before you leave thinking I’m talking nonsense, take a moment and
listen to me.
This isn’t another promise of easy money.
I want to assure you that we’ve just decided to test the app ourselves
to avoid risking ordinary citizens’ money.
We had to test everything in detail because we didn’t have the moral
right to test it on our own citizens.

Table C.4: Example sentences for manipulation techniques from sociological group.
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