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Abstract

Although large language models have signifi-
cantly advanced natural language generation,
their potential in low-resource machine transla-
tion has not yet been fully explored, especially
for languages that translation models have not
been trained on. In this study, we provide a
detailed demonstration of how to efficiently
expand low-resource languages for large lan-
guage models and significantly enhance the
model’s translation ability, using Uyghur as an
example. The process involves four stages: col-
lecting and pre-processing monolingual data,
conducting continuous pre-training with exten-
sive monolingual data, fine-tuning with less
parallel corpora using translation supervision,
and proposing a direct preference optimization
based on translation self-evolution (DPOSE)
on this basis. Extensive experiments have
shown that our strategy effectively expands the
low-resource languages supported by large lan-
guage models and significantly enhances the
model’s translation ability in Uyghur with less
parallel data. Our research provides detailed
insights for expanding other low-resource lan-
guages into large language models.

1 Introduction

The emergence of large language models(LLMs)
has brought a new paradigm to the field of natural
language processing(NLP) (Achiam et al., 2023;
Touvron et al., 2023a; Chowdhery et al., 2023; Tou-
vron et al., 2023b; Anil et al., 2023; Xu et al., 2024).
LLMs have gained remarkable understanding and
the extraordinary ability to generate human-like
text due to their enormous parameter size and mas-
sive training data. From the initial Transformer to
the later BERT series(Kenton and Toutanova, 2019;
Zhang et al., 2019; Liu et al., 2020), and GPT se-
ries(Radford, 2018; Radford et al., 2019; Brown,
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Figure 1: An example of visualizing the distribution of
training data languages in the BLOOM. This example
provides statistics on the byte size of each language in
the 1.61TB of training data used by BLOOM, with the
unit of measurement being billions.

2020; Ouyang et al., 2022; Achiam et al., 2023),
the models’ parameters have become increasingly
larger, and their understanding and generation ca-
pabilities have also become stronger. Until today,
representative LLMs such as BLOOM(and: et al.,
2023) and GPT4(OpenAI et al., 2024) have be-
come well-known in the field of NLP. These LLMs
have demonstrated outstanding performance across
a range of benchmark tests and exhibit transla-
tion capabilities that are comparable to the best
machine translation models in scenarios involving
high-resource languages.(Hendy et al., 2023; Zhu
et al., 2024a). Compared to rich languages, LLMs
are not sufficiently trained on low-resource lan-
guages. Limited by the initial training corpus of
the model itself, LLMs often only perform well
in some resource-rich languages, while they per-
form poorly or even fail to understand most low-
resource languages(Mao and Yu, 2024; Merx et al.,
2024). This is mainly reflected in the fact that
these low-resource languages have a tiny propor-
tion of the model’s training data and a sparse vocab-
ulary(Ebrahimi and Kann, 2021). As illustrated in
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Figure 1, the nine most prevalent languages within
the BLOOM training dataset constitute 95.75% of
the dataset’s total volume, whereas the remaining
38 languages collectively account for only 4.25%,
with the least represented language comprising a
mere 0.16MB. This inherent limitation of big mod-
els in supporting low-resource languages severely
hinders the development of these languages.

The purpose of this paper is to study the lan-
guage expansion and enhancement of translation
capabilities for low-resource languages on LLM.
We use Uyghur as an example, which is an agglu-
tinative language primarily used in the Xinjiang
Uyghur Autonomous Region of China, with about
13 million speakers. Although there are many
speakers, recent research on the language has been
scarce, and the corpus available for collection is
very limited. Based on our limited exploration
and testing (see section 5.2), there is currently no
LLM that can effectively understand and translate
Uyghur, which severely hinders the development
of the language.

Building upon an LLM that has been enhanced
with Chinese capabilities, Chinese-LLaMA2-
7B(Cui et al., 2024), which is an upgrade from
LLaMA2(Touvron et al., 2023b), we have com-
prehensively realized the expansion of the LLM’s
Uyghur capabilities and enhanced their translation
abilities. This was achieved through a series of
steps, including data collection and processing, pre-
training, translation instruction fine-tuning, and di-
rect preference optimization(Rafailov et al., 2023)
based on translation self-evolution (DPOSE). The
proposed method has been validated on the CCMT-
UC(CCMT, 2024)1 benchmark machine translation
test set for Uyghur. The contributions of this paper
can be summarized as follows:

• We propose an effective data collection and
pre-processing method for low-resource lan-
guages and have published our training data
distribution, which is currently rarely men-
tioned in related work. Subsequent experi-
ments validate our strategy.

• We introduce a DPOSE, a simple yet effective
training strategy that significantly enhances
the translation capability of low-resource lan-
guages and alleviates the translation off-target
issue in LLM.

1The corpus is the most extensive publicly accessible
Uyghur translation resource, comprising a parallel dataset
of 170,000 Uyghur-Chinese text pairs.

• We have been instrumental in expanding the
LLM to include Uyghur and enhancing its
translation capabilities, thereby offering valu-
able insights for extending similar improve-
ments to other low-resource languages within
the LLMs.

2 Related Work

2.1 LLMs for Low-resource Language

For languages underrepresented in LLMs, perfor-
mance can be effectively enhanced through fine-
tuning and the application of prompting methods.
(Huang et al., 2023) introduced a universal tem-
plate prompt designed to systematically stimulate
cross-language and logical reasoning skills, thereby
enhancing the multilingual capabilities of LLMs.
This approach is referred to as Cross-linguistic
Thought Prompts (XLT). (Lai et al., 2023) eval-
uated ChatGPT comprehensively across seven dis-
tinct tasks, spanning 37 languages, with a spectrum
of resources ranging from high to extremely low.
The assessment revealed that ChatGPT’s perfor-
mance was notably subpar for low-resource lan-
guages. (Guo et al., 2024) constructed a textbook-
like corpus for LLMs by referencing the way hu-
mans learn, and improved the models’ understand-
ing of low-resource languages through learning
from textbooks. (Yamaguchi et al., 2024) systemati-
cally investigated existing cross-lingual vocabulary
adaptation methods and demonstrated that models
pre-trained on more balanced multilingual data can
achieve comparable downstream performance to
the original models.

The other extreme case is how LLMs can un-
derstand languages never trained. To equip LLMs
with the capability to process unseen languages,
the most straightforward strategy is to expand the
vocabulary and augment the training data for such
languages. (Cui et al., 2024) improved the coding
efficiency of LLaMA and its semantic understand-
ing of Chinese by expanding the existing vocab-
ulary to additional Chinese tokens. (Kim et al.,
2024) proposed an efficient vocabulary expansion
method, encompassing parameter freezing and sub-
word initialization. (Fujii et al., 2024) extended
the vocabulary of LLaMA2 to include Japanese
characters and conducted continual pre-training on
a large Japanese web corpus. (Gao et al., 2024)
proposed XConST, a cross-linguistic consistency
regularization technique, to reduce the represen-
tation disparity among various languages and to
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Language Code Family Script Size
Uyghur uy Turkic Arabic 14487M
Kazakh kk Turkic Arabic 228M
Tajik tg Turkic Slavic 579M
Turkish tr Turkic Latin 2052M
English en Germanic Latin 3099M
Arabic ar Arabic Arabic 2916M
Chinese zh Chinese Chinese 6639M

Table 1: Statistical distribution of pre-processed pre-
trained data. This table counts the number of tokens for
each language, using a unit of millions.

improve the zero-shot translation capabilities of
LLMs.

2.2 LLMs for Machine Translation

The advent of LLMs has concurrently introduced
novel opportunities for machine translation. (Zhu
et al., 2024b) proposed cross-lingual examples
that offer enhanced task guidance for low-resource
translation. (Mao and Yu, 2024) enhances the per-
formance of LLMs in zero-shot translation by con-
structing translation instructions and cross-lingual
alignment instructions. (Zhang et al., 2023b) com-
pared the performance of three methods: zero-shot
prompting, few-shot learning, and fine-tuning, vali-
dating them on both sentence-level and document-
level translation tasks. (Zhang et al., 2023a) trans-
ferred language generation and instruction track-
ing abilities from English to other languages by
employing interactive translation tasks and has de-
veloped a model translation LLM named BayLing.
(Yin et al., 2024a) proposed a straightforward yet
effective methodology for data collection, which
employs bilingual dictionaries to generate a dataset.
Following the fine-tuning of the collected data,
the LLM demonstrated significant performance im-
provements, particularly in tasks involving word
sense disambiguation and specialized terminology
translation.

3 Datasets Collection and Pre-processing

Our Uyghur data is sourced directly from Uyghur
websites and the CC-100 dataset2. We have imple-
mented a set of heuristic pre-processing techniques
for all data, which include rule-based filtering, and
data deduplication. (1) Rule-based Filtering: in-
cludes keyword filtering, abnormal character fil-
tering, and ad filtering. (2) Data Deduplication:

2https://data.statmt.org/cc-100/

Name Perplexity↓
w/o pre-processing 343.75
basic pre-processing 11.53
+ high-quality data 10.03
+ comprehensive pre-processing 8.46

Table 2: Statistical distribution of pre-processed pre-
trained data. This table counts the number of tokens for
each language, using a unit of millions.

employed the xorbits3 tool, which leverages the
MinHash-LSH(Zhu et al., 2016) algorithm for effi-
cient corpus deduplication promptly.

The data we have collected totals 30B, with a
language distribution as shown in Table 1. This
table reveals that, alongside Uyghur, six additional
languages have been incorporated into the dataset.
Empirically, this approach serves two key objec-
tives: firstly, to preserve the model’s initial un-
derstanding of other languages as effectively as
possible, thereby mitigating the risk of catastrophic
forgetting; and secondly, to enrich the model’s rep-
resentation, given that the data provided by Uyghur
is not sufficiently comprehensive. By including lan-
guages similar to Uyghur, the model’s capacity for
knowledge transfer is significantly enhanced. Sub-
sequently, we segmented the data into high-quality
and low-quality categories. High-quality data com-
prises sentences that are reliable in origin, coherent,
and rich in knowledge, due to its resource limita-
tions, this part of data accounts for about 0.4389%
of the total data. The remaining data is considered
low-quality data.

To validate the effectiveness of our data process-
ing strategy, we pre-trained models in four differ-
ent scenarios to verify our strategy, namely (1) no
pre-processing at all, (2) only basic pre-processing
(keyword filtering and abnormal character filter-
ing), (3) adding high-quality data to the basic pre-
processing, and (4) adding high-quality data to
comprehensive pre-processing. We used perplexity
to evaluate the models’ outputs, and the calculation
of perplexity(jel, 1977), specifically, we calculate
the cross-entropy loss by comparing the model out-
put with real samples and then take the base-10
exponential function of the result to represent per-
plexity. As detailed in Table 2, the model’s perfor-
mance clearly shows the advantages of employing
effective data pre-processing techniques and ensur-
ing high data quality. To illustrate the differences

3https://github.com/xorbitsai/xorbits
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Instruction pool
Uy2Zh_Uy:"Instruction":.تۆۋەندكى ئۇيغۇرچە جۈملىنى دۆلەت تىلىغا تەرجىمە قىلىڭ

Uy2Zh_Zh:"Instruction":请将以下维吾尔语句子翻译成汉语。

Zh2Uy_Zh:"Instruction":请将以下汉语句子翻译成维吾尔语。

Zh2Uy_Uy:"Instruction":.تۆۋەندكى دۆلەت تىلى جۈملىىنى ئۇيغۇرچىغا تەرجىمە قىلىڭ

Zh2Uy_Zh: "input":

Zh2Uy_Uy: "input":

Uy2Zh_Uy: "output":

Uy2Zh_Zh: "output":
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  {

 "instruction": "请将以下维吾尔语句子翻译成汉语。",

 "input": ".ېكىنمىچىلىك قىلىپ دۆلەتنى قۇدرەت تاپقۇزغىلى بولمايدۇ ",

  "output": "闭关自守是无法使国家富强的。"

  },

Example for Uy2Zh_Zh
{

  "instruction": "请将下面的维吾尔语句子翻译成汉语。"

  "input": ".ېكىنمىچىلىك قىلىپ دۆلەتنى قۇدرەت تاپقۇزغىلى بولمايدۇ "

  "chosen": "闭关自守是无法使国家富强的。",

  "rejected": "蛮横不可一世，国不强民不稳。"

},

Example for Uy2Zh_Zh

Uyghur SFT

LLaMA

Uyghur SFT

LLaMA

Original Module

New Module

Frozen Parameters

Trainable Parameters

Original Module

New Module

Frozen Parameters

Trainable Parameters

T T T T

Figure 2: Illustrates of training process flowchart. Blue arrows denote sequential relationships, blue plus signs
represent concatenation and combination, and red arrows signify assignment.

intuitively, we present examples of Strategy 1 and
4 in Appendix A.

4 Method

In this section, we first briefly introduce our
methodology for pre-training and the supervised
fine-tuning of translation. We then present our
method DPOSE. Our training process is shown in
Figure 2.

4.1 Pre-training
Pre-training is the foundational and critical step
that determines a model’s ability to fluently out-
put a language, consuming the most resources and
time. We continued the pre-training of the Chinese
LLaMA2 model on a standard causal language
modeling (CLM) task. Given an input token se-
quence x = (x0, x1, x2, . . .), we trained the model
to predict the next token xi in a self-regressive man-
ner. Mathematically, the objective is to minimize
the negative log-likelihood:

LPT (Θ) = E

[
−
∑
i

log p(xi|x0, x1, . . . , xi−1|Θ)

]
, (1)

where, Θ represents the model parameters, xi is
the token to be predicted, and x0, x1, . . . , xi−1 con-
stitute the context.

As illustrated in Figure 2(A), like many language
expansion efforts, our pre-training strategy is char-
acterized by three primary aspects. Initially, we
leveraged Byte Pair Encoding (BPE)(Gage, 1994)
to retrain a specialized tokenizer, which was in-
formed by the six languages detailed in Table 1.

The second key detail is that we set the total number
of tokens for the tokenizer to 30K. Subsequently,
after applying the tokenizer, we obtained a new
vocabulary. After comparing and de-duplicating
this with the original vocabulary, we obtained a
new vocabulary of 26.5K tokens. Finally, we con-
catenated and merged the two vocabularies. The
third critical aspect involves retraining the model
using the LoRA approach. Specifically, we fully
trained the model’s embedding layer and LM head.
The model’s attention layers and MLP layers were
maintained in a frozen state, with only a minimal
additional set of parameters trained for this part.
Detailed parameter settings are described in Sec-
tion 5.1.

4.2 Translations Instruction Fine-tuning

Fine-tuning of language models has become a stan-
dard practice in the field of LLM-based translation
(Jiao et al., 2023; Xu et al., 2024; Yin et al., 2024b).
This process involves adapting a pre-trained lan-
guage model to a specific task or domain by train-
ing it on a smaller, more specialized dataset. The
goal is to improve the model’s performance on the
target task by enhancing its understanding of the
domain-specific vocabulary, syntax, and context.
Through fine-tuning, LLM-based translation sys-
tems can achieve higher accuracy and better con-
textual understanding, making them more effective
for practical applications.

The instruction-following data is constructed
from the set (S = Sr ∪ Sc). Generally, each in-
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stance consists of an "instruction" i describing the
task the model should perform (e.g., "Translate
the sentences from Uyghur to Chinese."), an "in-
put" x indicating the source sentence, and a cor-
responding output y indicating the answer to the
instruction, i.e., the target sentence. The language
models are optimized by minimizing the negative
log-likelihood of the output y:

LTIF (Θ) = −
∑

(x,y)∈S

1

|y|
∑
i

|y| log p(yi|c, x; Θ), (2)

where Θ represents the trainable model parameters.
It is important to note that to ensure the transla-
tion capability of our model is as robust as possible
across various prompting scenarios, we have im-
plemented four distinct modes in the design of our
instructions, as illustrated in Figure 2(B). Specifi-
cally, we have used two languages as prompts in
each direction, A sample of the final data for trans-
lation instructions is shown in Appendix B.1.

4.3 DPOSE
Although LLMs can acquire the ability to fluently
output language through extensive unsupervised
learning, the challenge of precisely controlling
their behavior persists due to the completely un-
supervised nature of their training. To address this
issue, reinforcement learning from human feed-
back (RLHF) is commonly utilized. However, this
process is complex and frequently unstable. Con-
sequently, we have adopted a direct preference op-
timization (DPO) method as a benchmark in this
paper, which is simpler to implement and more
effective than RLHF, while requiring fewer compu-
tational resources.

DPO is commonly used in the training of
question-answering and security domains to gener-
ate more useful and secure answers. The standard
DPO data format includes a question and two or
more alternative answers, which are classified into
"chosen" and "rejected" categories. During train-
ing, the model is trained to favor "chosen" answers,
thereby aligning its preferences with those of hu-
mans (Rafailov et al., 2023). Motivated by this, we
have explored applying DPO to the field of machine
translation. As illustrated in Figure 2(C), we have
treated the "instruction" and "input" (source lan-
guage) from the SFT phase as the "instruction" and
"input" for DPO, with the corresponding Ground
Truth (target language) of the "input" serving as the
"chosen" for DPO. Subsequently, we have used the

responses of the SFT-trained model to questions as
"rejected" to complete the construction of the DPO
data for self-evolution in translation (DPOSE). It
is important to note that upon examining the trans-
lation outputs of the SFT model, we observed that
certain responses were of a higher quality than the
reference translation. Consequently, we computed
the SacreBLEU(Post, 2018) scores for all responses
and designated the lowest 70% of samples as "re-
jected" for subsequent refinement. Meanwhile, the
top 30% of high-quality responses were excluded
from further participation in the DPOSE process.
The optimization goal is as follows:

LDPOSE (πθ;πref) = −E(s,tc,tr) [log σ (logR)] , (3)

where, π represents the parameter distribution
of the language model, πθ represents the current
model distribution, which is initialized as πSFT ,
πref represents the model distribution under an
ideal state, s represents the source language to be
translated, tc represents the chosen answer, tr rep-
resents the rejected answer, σ is a logical function,
and the representation of R is as follows:

R = β
πθ (tc | x)
πref (tc | x)

− β log
πθ (tr | x)
πref (tr | x)

, (4)

where β is a parameter controlling the deviation,
which is set to 0.1. Applying DPOSE transforms
our optimization objective into encouraging the
model to generate answers that are congruent with
the preferences of human translators. A sample of
the final DPOSE data is shown in Appendix B.2.

5 Experiments

5.1 Basic Details

Baseline Settings We have constructed our model
on the foundation of Chinese-LLaMA2-7B(Cui
et al., 2024), a model that was derived by contin-
uously pre-training and fine-tuning the LLaMA2-
7B base model with supplementary Chinese data.
To enhance training efficiency, we conduct full-
scale training on the model’s embedding layer and
LM-head layer, employing the low-rank adapta-
tion (LoRA)(Hu et al., 2022) fine-tuning for the
remainder of the components.
Parameter Settings The parameter settings are de-
tailed in Table 4. For the continuous pre-training
and translation supervision fine-tuning phases, we
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Model
Uy→Zh Zh→Uy

BLEU COMET BLEU COMET

LLaMA2-7B (Touvron et al., 2023b) 0.1 -138.7 0 -179.9
ChatGLM3-6B (Du et al., 2022) 0.3 -135.5 0 -168.7
Chinese LLaMA2-7B (Cui et al., 2024) 0.4 -133.3 0 -167.9
Qwen-7B (Bai et al., 2023) 0.6 -113.0 0 -155.0
Qwen1.5-14B (Team, 2024) 4.5 -50.7 0.1 -120.8
Baichuan2-13B (Yang et al., 2023) 6.0 -30.3 0.1 -142.0
GPT-3.5 (Ouyang et al., 2022) 10.9 -14.6 0.9 -84.2
GPT-4 (OpenAI et al., 2024) 19.5 23.2 1.9 -49.7

Table 3: Statistics on the performance of LLMs for translation between Uyghur and Chinese.

Settings Pre-training SFT DPOSE
Training data 30B 29M 67M
Batch size 1,024 512 128
Peak learning rate 1e-4 1e-4 5e-5
Max sequence length 512 512 1024
LoRA rank 8 8 8
LoRA alpha 32 32 16
Trainable params 6.06% 6.22% 3.14%
Accuracy fp16 fp16 bf16

Table 4: Parameter settings for the continuous pre-
training and fine-tuning of translation instructions.

adopted the parameter configurations from the Chi-
nese LLaMA2. Given the sensitivity of the DPOSE
phase parameters, we opted for the values pre-
sented above after a series of limited tests. The
training above was all conducted under the Llama-
Factory4 framework.
Training costs All of our experiments were con-
ducted on Nvidia A100 (80G) GPUs. During the
pre-training phase, we used 16 cards and completed
this phase in 20 days. For the instruction fine-
tuning phase, we used 8 cards and finished the
training in 1 day. In the DPOSE phase, we also
used 8 cards and completed the training in 7 days.
Evaluation Metrics We employ BLEU and
COMET(Rei et al., 2020) as evaluation metrics
to evaluate the performance of our models. For
BLEU, we utilize the SacreBLEU implementation,
which standardizes tokenization and enhances re-
producibility. Unlike the BLEU metric, which re-
lies on the overlap of n-grams between a machine-
generated translation and a reference translation,
COMET models are trained on a comprehensive
dataset that includes human translations and assess-
ments of their quality. This dataset is leveraged

4https://github.com/hiyouga/LLaMA-Factory

to predict translation quality, and the source text
is also considered. This method allows COMET
to offer a more comprehensive evaluation that
encompasses fluency, adequacy, and the preser-
vation of meaning. We utilize the latest model,
Unbabel/wmt22-cometda5, for our evaluation.

5.2 Uyghur Translation Testing for LLMs

A natural question to ask is whether existing
LLMs with representative capabilities can effec-
tively translate the Uyghur. Consequently, we eval-
uated these models using the CCMT-UC test set
in both Uyghur→Chinese and Chinese→Uyghur
translation scenarios. The models tested include:
(1) GPT-4 (OpenAI et al., 2024) (2) GPT-3.5
(Ouyang et al., 2022) (3) Baichuan2-13B (Yang
et al., 2023) (4) Qwen 1.5-14B (Team, 2024) (5)
Qwen-7B (Bai et al., 2023) (6) Chinese LLaMA2-
7B (Cui et al., 2024) (7) ChatGLM3-6B (Du et al.,
2022) (8) LLaMA 2-7B (Touvron et al., 2023b).
The results of the testing are shown in Table 3.
The majority of existing LLMs are incapable of
generating Uyghur texts (Zh→Uy) and exhibit lim-
ited comprehension of Uyghur texts (Uy→Zh).
Notably, GPT-4, GPT-3.5, and Baichuan-2 have
demonstrated relatively strong performance in the
Uy→Zh direction, yet there remains room for en-
hancement in the Zh→Uy direction. This sug-
gests that these models can grasp the semantics
of Uyghur texts but are unable to produce reliable
Uyghur texts. This observation underscores the im-
portance of our investigation into the Uyghur lan-
guage. Additionally, we have conducted a detailed
test of the Uy→Zh results, shown in Appendix C.1.



8366

Model
Uy→Zh_Zh Uy→Zh_Uy Zh→Uy_Uy Zh→Uy_Zh

BLEU COMET BLEU COMET BLEU COMET BLEU COMET
LLaMA2-7B (Touvron et al., 2023b) 0.1 -138.7 0 -165.4 0 -179.9 0 -179.8
ChatGLM3-6B (Du et al., 2022) 0.3 -135.5 0 -157.8 0 -168.7 0 -169.7
Chinese LLaMA2-7B (Cui et al., 2024) 0.4 -133.3 0 -164.8 0 -167.9 0 -169.9
Qwen-7B (Bai et al., 2023) 0.6 -113 0 -175.8 0 -155 0 -155.0
Qwen1.5-14B (Team, 2024) 4.5 -50.7 0.3 -158.6 0.1 -120.8 0.1 -120.7
Baichuan2-13B (Yang et al., 2023) 6 -30.3 3.9 -72.7 0.1 -142 0.1 -142.0
GPT-3.5 (Ouyang et al., 2022) 10.9 -14.6 8.2 -26.9 0.9 -84.2 0.4 -129.8
GPT-4 (OpenAI et al., 2024) 19.5 23.2 12.3 3.22 1.9 -49.7 0.8 -92.13
Uyghur LLaMA PT 23.6 27.7 19.5 21.5 7.2 23.8 5.1 0.7
Uyghur LLaMA SFT 33.2 41.8 31.6 34.5 11.1 39.2 9.1 34.7
Uyghur LLaMA DPOSE 33.7 43.6 32.1 39.3 12.1 45.0 10.3 36.7

Table 5: The statistical results of the test on the impact of the language of the prompt on the translation between
Chinese and Uyghur. The notation Uy→Zh Zh indicates that Uyghur is translated into Chinese, with Chinese
prompt, and so on.

Model
Uy→Zh Zh→Uy

BLEU COMET BLEU COMET

Chinese LLaMA2 0.4 -133.3 0 -167.9

Uyghur LLaMA PT 23.6 27.7 7.2 23.8
Uyghur LLaMA SFT 33.2 41.8 11.1 39.2
Uyghur LLaMA DPOSE 33.7 43.6 12.1 45.0

Table 6: Uyghur LLaMA training strategy effectiveness
validation score statistics.

5.3 Uyghur LLaMA

To validate the effectiveness of our language ex-
pansion strategy and translation capability enhance-
ment method, we evaluated our pre-trained model,
SFT model, and DPOSE model on the Uy⇔ Zh two
translation directions, as illustrated in Table 6. Our
approach significantly enhanced the model’s com-
prehension and translation proficiency in Uyghur.
Specifically, the DPOSE method, compared to our
baseline, saw improvements in BLEU scores of
33.3 and 11.1 in the two translation directions,
with COMET improving by 176.9 and 205.1 re-
spectively.

5.4 Efficacy of Prompt

Unlike the paradigm of traditional generative tasks,
the output of LLMs is significantly influenced by
the design of prompts. Effective prompts can
markedly enhance the model’s performance (Gao
et al., 2024). Furthermore, for translation mod-
els that can generate output in multiple languages,
the language of the prompt also has a notable im-

5https://huggingface.co/Unbabel/wmt22-comet-da

pact. Consequently, we compared the language of
the prompt for Uyghur LLaMA, as illustrated in
Table 5. Prompts can have varying effects, with
those that align with the target language proving
more effective for translation. Current LLMs rely
on an auto-regressive mechanism that generates
output token by token. This reliance on previous
outputs means that using prompts that match the
target language can offer the model more accurate
supervision signals to guide the output, thereby
enhancing the likelihood of producing the correct
word order in the target language. We also found
that the BLEU score of Uyghur are relatively lower,
this is because Uyghur is a agglutinative language,
which consists of a word stem and affixes, meaning
that if the model outputs the correct word stem but
the affix is wrong, it will still be judged as a wrong
token.

5.5 Evaluation of Off-Target Translations

Off-target translation, i.e., translating into the in-
correct target language, is a major factor contribut-
ing to the poor quality of LLMs translations. To
assess the accuracy of our model in the transla-
tion between Chinese and Uyghur, we employed
Fasttext(Bojanowski et al., 2017) to analyze the
model’s output. Subsequently, we used the transla-
tion language hit rate Phr to evaluate the model’s
capability of accurately translating into the correct
target language. The definition of Phr is as follows:

Phr = (1− non−target/nsentences), (5)

where non−target refer to total number of on-target
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Model Uy→Zh_Zh Uy→Zh_Uy Zh→Uy_Uy Zh→Uy_Zh
LLaMA2-7B (Touvron et al., 2023b) 40.5 0.2 5.6 3.7
ChatGLM3-6B (Du et al., 2022) 71.5 0.6 0 0
Chinese LLaMA2-7B (Cui et al., 2024) 68.7 6.1 0.5 1.8
Qwen-7B (Bai et al., 2023) 91.2 0.6 12.4 25.8
Qwen1.5-14B (Team, 2024) 98.2 3.8 64.4 15.3
Baichuan2-13B (Yang et al., 2023) 94.5 35.9 77.7 20.6
GPT-3.5 (Ouyang et al., 2022) 95.2 84.2 88.3 64.1
GPT-4 (OpenAI et al., 2024) 97.9 95.3 84.7 75.3
Uyghur LLaMA PT 97.5 95.4 99.9 99.8
Uyghur LLaMA SFT 98 96.5 100 100
Uyghur LLaMA DPOSE 98.5 98.3 100 100

Table 7: Language hit rate(%) in four translation scenarios.
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Figure 3: Learning curves of training in three stages for
four types of translation scenarios.

sentences and nsentences means total number of
sentences. The outcomes are presented in Table 7.

5.6 Learning Curves
As seen in Figure 3, a higher language hit rate sig-
nifies greater translation capability. Our three-stage
model demonstrates a commendable performance
in this regard. In addition, we have found that dif-
ferent prompts significantly impact the language
hit rate of the model in the same translation direc-
tion, as exemplified by models other than our own
and GPT. This phenomenon can be attributed to
the models can partially understand the meaning
of Uyghur content but their inability to produce
output in Uyghur.

To illustrate the learning curves in our three

stages across four translation scenarios, we have
sampled an average of five checkpoints at each
stage of the training process as examples. We eval-
uate the model’s performance at each checkpoint
by computing the BLEU scores for the four sce-
narios. The learning curves are depicted in Fig-
ure 3. It is evident that the model’s performance has
significantly improved in the PT and SFT stages.
Conversely, the DPOSE stage exhibits its main im-
provements in the two scenarios where Uyghur is
the target language. Furthermore, the training sta-
bility of DPOSE also displays some fluctuations,
which are attributed to the instability of the DPO
algorithm.

6 Conclusion

In this paper, we provide a detailed account of
how to effectively expand the language varieties
of LLM with less data, including data collection
and pre-processing, data distribution, continuous
pre-training, and SFT. On this basis, we propose
the DPOSE method, and our multiple experiments
show that our method effectively enhances the low-
resource language translation ability of the model.
In our experimental analysis, we observed that: (1)
the application of effective pre-processing strate-
gies and the utilization of high-quality data sig-
nificantly enhance the pre-training process, partic-
ularly for languages with limited resources; (2)
prompts that are aligned with the target language
prove to be more effective in the context of LLMs
for translation tasks; and (3) improvements made
for low-resource languages can bring more im-
provements than those for high-resource languages.

In future work, we are interested in exploring
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that how to enhance cross-linguistic knowledge
transfer within LLMs. We believe that continuous
pre-training is sufficient to enable models to ac-
quire the ability to fluently output language, and
that LLMs possess well generalization capabilities.

Limitations

Despite notable contributions, this study has cer-
tain limitations. Firstly, while we conducted tests
of Uyghur language capabilities on eight represen-
tative LLMs, this is still not comprehensive. Sec-
ondly, the phenomenon of hallucination in trans-
lation was observed in LLMs, but it was not ex-
tensively explored. Future research should delve
deeper into how to mitigate the occurrence of this
phenomenon. Lastly, this paper mainly focuses
on the performance of Uyghur machine transla-
tion. Still, there is also an opportunity to explore
performance under different tasks, such as the ap-
plicability of our methods in areas like question
answering and literary creation. Due to compu-
tational resource constraints, we will comprehen-
sively explore these areas in the future.
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A Pre-processing strategies comparison

As illustrated in Figure 4, our pre-processing strat-
egy significantly enhanced performance, underscor-
ing the critical role of an effective pre-processing
strategy in establishing the model’s foundational
capabilities.

B Data Example

In this section, we demonstrate the data format we
used during the SFT and DPOSE training.

B.1 SFT Data Example

As shown in Figure 5, we utilized parallel corpora
of Uyghur and Chinese to construct four types of
SFT data. The figure illustrates the four ways in
which we processed a pair of parallel sample.

B.2 DPOSE Data Example

As shown in Figure 6, we first constructed question-
answer pairs using parallel corpora of Uyghur and
Chinese, and then used two prompting methods in
each translation direction to have the SFT model
answer the questions. After that, we calculated
the BLEU score for the answers. The 70% with
the lowest scores were used as ”rejected”, and
the corresponding ”instructions” and ”inputs”
were retained. The reference answers were kept as
”chosen”.

C Supplement to Experimental Results

In this section, we have provided a comprehensive
supplement and explanation of the experimental
results in the article.
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 قىلىڭ تەۋسىيە رومان بىر ماڭا :

-1 ، كۆرسىتىلگەندەك رەسىمدە ، كۆرسىتىلگەندەك رەسىمدە  رەسىمدە 2-
، كۆرسىتىلگەندەك .كۆرسىتىلگەندەك رەسىمدە 3-

Strategy 1

:

(Recommend me a novel, please.)

( As shown in Figure 1 As shown in Figure 1 As shown 

in Figure 2 As shown in Figure 3 )

قىلىڭ تەۋسىيە رومان بىر ماڭا :

ى“يالغۇزلۇق يىللىق يۈز ”مەن قىلىمەن تەۋسىيە ن 

Strategy 4

:

(Recommend me a novel, please.)

( I recommend "One Hundred Years of Solitude". )

Case 1 Case 1

 :قىلىڭ تەۋسىيە كىنو داڭلىق ماڭا  

ى ئۆكتەبىردە يىلى  ئۆكتەبىردە يىلى-2016 بايقالغان جۇڭگودا قېتىم تۇنج 
ى -2016بايقالغان جۇڭگودا قېتىم تۇنج 

Strategy 1

:

(Recommend me a famous movie, please.)

( First Discovery in China October 2016 First Discovery 

in China October 2016 )

ى شوشىنكنىڭ ”مەن  ى“قۋۇتقۇزۋىش  قىلىمەن تەۋسىيە ن 

Strategy 4

:

( I recommend "Shawshank Redemption". )

Case 2 Case 2

 :قىلىڭ تەۋسىيە كىنو داڭلىق ماڭا  

(Recommend me a famous movie, please.)

Figure 4: A graphical representation comparing the effectiveness of various data pre-processing strategies reveals
that Strategy 1 corresponds to the performance of models that undergo pre-training without any preliminary data
manipulation. Conversely, Strategy 4 denotes the performance of models that are pre-trained following meticulous
data refinement and the incorporation of high-quality datasets.

SFT Data 1 Uy→Zh_Zh

Zh→Uy_Uy

SFT Data 2

SFT Data 3 SFT Data 4

{ 

"instruction": ".تۆۋەندكى ئۇيغۇرچە جۈملىنى دۆلەت تىلىغا تەرجىمە قىلىڭ",

"input": ".ېكىنمىچىلىك قىلىپ دۆلەتنى قۇدرەت تاپقۇزغىلى بولمايدۇ ",

"output": "闭关自守是无法使国家富强的。"  

},

{ 

"instruction": "请将以下维吾尔语句子翻译成汉语。",

"input": ".ېكىنمىچىلىك قىلىپ دۆلەتنى قۇدرەت تاپقۇزغىلى بولمايدۇ ",

"output": "闭关自守是无法使国家富强的。"  

},

{ 

"instruction": ".تۆۋەندكى دۆلەت تىلى جۈملىىنى ئۇيغۇرچىغا تەرجىمە قىلىڭ",

"input": "闭关自守是无法使国家富强的。 ",

"output": ".ېكىنمىچىلىك قىلىپ دۆلەتنى قۇدرەت تاپقۇزغىلى بولمايدۇ"  

},

{ 

"instruction": "请将以下汉语句子翻译成维吾尔语。",

"input": "闭关自守是无法使国家富强的。 ",

"output": ".ېكىنمىچىلىك قىلىپ دۆلەتنى قۇدرەت تاپقۇزغىلى بولمايدۇ"  

},

Uy→Zh_Uy

Zh→Uy_Zh

Figure 5: The example demonstration of the SFT dataset construction, with four sub-figures representing the SFT
datasets used in four translation scenarios.

C.1 Uyghur Translation Testing for LLMs

The supplementary results of the Uyghur test for
large models are shown in Table 8. According to
our supplementary analysis of multiple indicators,
it can be seen that, besides the GPT series and
Baichuan, which can perform simple Uyghur to
Chinese translations, other representative models
do not have reasonable Uyghur to Chinese transla-
tion capabilities.

C.2 Efficacy of Prompt
As shown in Table 9, we present a supplementary
experiment on the effect of prompts in two sce-
narios of Uy→Zh, indicating that prompts that are
consistent with the target language can bring about
greater improvements across multiple metrics.
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Model BLEU5-SBP BLEU5 BLEU6 NIST6 NIST7 GTM mWER mPER ICT METEOR TER
LLaMA2-7B (Touvron et al., 2023b) 0.0005 0.0006 0 0.4517 0.4517 0.0809 1.0463 1.0085 0.01 0.0265 1.5612
ChatGLM3-6B (Du et al., 2022) 0.0009 0.001 0 0.5301 0.5301 0.0946 1.0018 0.9662 0.0081 0.0368 1.6787
Chinese LLaMA2-7B (Cui et al., 2024) 0.0012 0.0014 0 0.6049 0.6049 0.0954 1.07 1.0252 0.0128 0.0349 1.4801
Qwen-7B (Bai et al., 2023) 0.0028 0.0029 0.0014 0.746 0.746 0.1336 0.9588 0.9132 0.0126 0.0589 1.8182
Qwen1.5-14B (Team, 2024) 0.0301 0.0305 0.0211 2.1876 2.1877 0.2779 0.8874 0.77 0.0313 0.1577 1.1459
Baichuan2-13B (Yang et al., 2023) 0.0724 0.0757 0.057 3.3945 3.3948 0.376 0.8373 0.7059 0.0515 0.2591 1.1302
GPT-3.5 (Ouyang et al., 2022) 0.0763 0.0794 0.0589 3.748 3.7482 0.3903 0.8326 0.6675 0.0755 0.2528 0.8847
GPT-4 (OpenAI et al., 2024) 0.1483 0.1527 0.1217 5.4048 5.4059 0.5102 0.7113 0.5449 0.1168 0.3741 0.7301

Table 8: Supplement on the Uy→Zh LLMs translation results.

Model
Uy→Zh_Uy

BLEU5-SBP BLEU5 BLEU6 NIST6 NIST7 GTM mWER mPER ICT METEOR TER
Qwen-7B (Bai et al., 2023) 0.0000 0.0000 0.0000 0.0188 0.0188 0.0090 1.0201 1.0173 0.0605 0.0009 2.9663
LLaMA2-7B (Touvron et al., 2023b) 0.0000 0.0000 0.0000 0.0278 0.0278 0.0092 1.0846 1.0814 0.0210 0.0026 2.1072
Chinese LLaMA2-7B (Cui et al., 2024) 0.0000 0.0000 0.0000 0.0305 0.0305 0.0181 1.0679 1.0621 0.0219 0.0032 2.0492
ChatGLM3-6B (Du et al., 2022) 0.0000 0.0000 0.0000 0.0913 0.0913 0.0181 1.0991 1.0945 0.0278 0.0015 1.6434
Qwen1.5-14B (Team, 2024) 0.0015 0.0018 0.0011 0.2223 0.2223 0.0389 1.0570 1.0436 0.0251 0.0073 2.7451
Baichuan2-13B (Yang et al., 2023) 0.0301 0.0440 0.0328 2.0098 2.0102 0.1975 1.1596 1.0753 0.0239 0.0959 2.0171
GPT-3.5 (Ouyang et al., 2022) 0.0589 0.0612 0.0407 3.628 3.6283 0.3814 0.8609 0.6983 0.0723 0.2296 0.8981
GPT-4 (OpenAI et al., 2024) 0.1159 0.1243 0.0973 5.1298 5.1305 0.4809 0.8263 0.6349 0.0942 0.3171 0.7623
Uyghur LLaMA PT 0.1627 0.1799 0.1554 4.7234 4.7251 0.4158 0.7950 0.6886 0.1722 0.3333 0.8670
Uyghur LLaMA SFT 0.2334 0.2574 0.2210 6.8389 6.8417 0.5784 0.6747 0.5275 0.2353 0.4724 0.6739
Uyghur LLaMA DPOSE 0.2691 0.2896 0.2495 7.7731 7.7760 0.6200 0.6143 0.4529 0.2403 0.4949 0.5513

Model
Uy→Zh_Zh

BLEU5-SBP BLEU5 BLEU6 NIST6 NIST7 GTM mWER mPER ICT METEOR TER
LLaMA2-7B (Touvron et al., 2023b) 0.0005 0.0006 0.0000 0.4517 0.4517 0.0809 1.0463 1.0085 0.01 0.0265 1.5612
ChatGLM3-6B (Du et al., 2022) 0.0009 0.001 0.0000 0.5301 0.5301 0.0946 1.0018 0.9662 0.0081 0.0368 1.6787
Chinese LLaMA2-7B (Cui et al., 2024) 0.0012 0.0014 0.0000 0.6049 0.6049 0.0954 1.07 1.0252 0.0128 0.0349 1.4801
Qwen-7B (Bai et al., 2023) 0.0028 0.0029 0.0014 0.746 0.746 0.1336 0.9588 0.9132 0.0126 0.0589 1.8182
Qwen1.5-14B (Team, 2024) 0.0301 0.0305 0.0211 2.1876 2.1877 0.2779 0.8874 0.77 0.0313 0.1577 1.1459
Baichuan2-13B (Yang et al., 2023) 0.0724 0.0757 0.057 3.3945 3.3948 0.376 0.8373 0.7059 0.0515 0.2591 1.1302
GPT-3.5 (Ouyang et al., 2022) 0.0763 0.0794 0.0589 3.748 3.7482 0.3903 0.8326 0.6675 0.0755 0.2528 0.8847
GPT-4 (OpenAI et al., 2024) 0.1483 0.1527 0.1217 5.4048 5.4059 0.5102 0.7113 0.5449 0.1168 0.3741 0.7301
Uyghur LLaMA PT 0.1890 0.2089 0.1803 5.4703 5.4721 0.4668 0.7561 0.6347 0.1908 0.3745 0.7797
Uyghur LLaMA SFT 0.2515 0.2689 0.2286 7.6230 7.6250 0.6104 0.6205 0.4611 0.2408 0.4794 0.5600
Uyghur LLaMA DPOSE 0.2748 0.2943 2540 7.8384 7.8411 0.6250 0.6051 0.4437 0.2456 0.5011 0.5432

Table 9: Supplement on the test on the impact of the language of the prompt on the translation between Chinese and
Uyghur.
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DPOSE Data 1 Uy→Zh_Zh

Zh→Uy_Uy

DPOSE Data 2

DPOSE Data 3 DPOSE Data 4
{ 

"instruction": ".تۆۋەندكى دۆلەت تىلى جۈملىىنى ئۇيغۇرچىغا تەرجىمە قىلىڭ",

"input": "闭关自守是无法使国家富强的。 ",

"chosen": ".ېكىنمىچىلىك قىلىپ دۆلەتنى قۇدرەت تاپقۇزغىلى بولمايدۇ",

"rejected": " بۇ دۆلەتنى قۇدرەت تاپقۇزۇش ئۈچۈن ، ئىراننىڭ ئۆزى ئۈچۈن بىرەر

."نەرسىنى توسۇۋېلىشنى خالىمايدۇ

},

{ 

"instruction": "请将以下汉语句子翻译成维吾尔语。",

"input": "闭关自守是无法使国家富强的。 ",

"chosen": "ېكىنمىچىلىك قىلىپ دۆلەتنى قۇدرەت تاپقۇزغىلى بولمايدۇ ",

"rejected": " .كىشىنىپ ئۆزى ساقلاپ تۇرغان دۆلەتنىڭ قۇدرەت تېپىشى ناتايىن "

},

{

"instruction": "请将下面的维吾尔语句子翻译成汉语。"

"input": ".ېكىنمىچىلىك قىلىپ دۆلەتنى قۇدرەت تاپقۇزغىلى بولمايدۇ "

"chosen": "闭关自守是无法使国家富强的。",

"rejected": "蛮横不可一世，国不强民不稳。"

},

{ 

"instruction": ".تۆۋەندكى ئۇيغۇرچە جۈملىنى دۆلەت تىلىغا تەرجىمە قىلىڭ",

"input": ".ېكىنمىچىلىك قىلىپ دۆلەتنى قۇدرەت تاپقۇزغىلى بولمايدۇ ",

"chosen": "闭关自守是无法使国家富强的。",

"rejected": "打家劫舍，焉能强国。" 

},

Uy→Zh_Uy

Zh→Uy_Zh

Figure 6: The example demonstration of the DPOSE dataset construction, with four sub-figures representing the
DPOSE datasets used in four translation scenarios.
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