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Abstract

Current video-guided machine translation
(VMT) approaches primarily use coarse-
grained visual information, resulting in infor-
mation redundancy, high computational over-
head, and neglect of audio content. Our re-
search demonstrates the significance of fine-
grained visual and audio information in VMT
from both data and methodological perspec-
tives. From the data perspective, we have de-
veloped a large-scale dataset TriFine, the first
vision-audio-subtitle tri-modal VMT dataset
with annotated multimodal fine-grained tags.
Each entry in this dataset not only includes the
triples found in traditional VMT datasets but
also encompasses seven fine-grained annota-
tion tags derived from visual and audio modali-
ties. From the methodological perspective, we
propose a Fine-grained Information-enhanced
Approach for Translation (FIAT). Experimen-
tal results have shown that, in comparison to tra-
ditional coarse-grained methods and text-only
models, our fine-grained approach achieves su-
perior performance with lower computational
overhead. These findings underscore the piv-
otal role of fine-grained annotated information
in advancing the field of VMT.

1 Introduction

Multimodal machine translation (MMT) enhances
the quality of translations by integrating contextual
information derived from complementary modal-
ities in addition to textual input. Early MMT re-
search mainly centered on image-guided machine
translation tasks (Zhang et al., 2020; Fang and
Feng, 2022; Futeral et al., 2023). Recently, video-
guided machine translation (VMT) has garnered
significant attention and emerged as a prominent
approach (Wang et al., 2019; Kang et al., 2023; Li
et al., 2023a; Li et al., 2023b). Compared to image-
guided machine translation that utilizes image to
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* Source Subtitle: It's actually overwhelming.
* Audio Sentiment Tag: positive
* Target Subtitle: JX F & KL ANFHMT .
(It is actually so delightful.)
* Text-only MT: X5z NHECAZSZ,
(It's really unbearable.)
« MT + Frames: iX52FR o2 EEIER
(This is actually quite compelling.)
+ MT + Audio Sentiment Tag: X E & K4 AFFD T .
(It is actually so delightful.)

Figure 1: An example in TriFine. Only source text or
with video frames cause false translation (in red); while
the audio sentiment as complementary disambiguation
cue (in blue) generate the correct translation (in green).

translate source text, VMT utilizes corresponding
video clip to translate video subtitle. Current state-
of-the-art VMT approaches employ visual mod-
els to extract coarse-grained features from video
frames, which are then integrated with text for both
training and inference.

Our experiments (Section 6.1) reveal that pre-
vious VMT methods exhibit two key limitations:
1) Information redundancy and high computa-
tional overhead. The existing approaches require
selecting multiple frames from video to extract
coarse-grained visual features. This not only de-
celerates the processing speed but also introduces
information redundancy that is irrelevant to the
translation task. 2) The overlooked audio infor-
mation in VMT studies. Prior work on VMT has
focused solely on visual information from videos,
neglecting to analyze the impact of inherent audio
information on the VMT task.

Figure 1 illustrates that traditional VMT meth-
ods fail to correctly translate "overwhelming" when
confronted with a large number of irrelevant and
noisy video frames. However, incorporating the
speaker’s positive audio sentiment, a fine-grained
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yet crucial detail, enhances the probability of as-
signing a positive connotation to "overwhelming".

Based on the observations above, we propose
mitigating these limitations by introducing fine-
grained information from visual and audio modali-
ties. On one hand, this can provide the translation
system with more detailed information from both
modalities, sufficient for completing the translation
tasks (e.g. audio sentiment in Figure 1, and the lo-
cation and action in Figure 2, with more examples
in the appendix A). On the other hand, introduc-
ing fine-grained information can also alleviate the
problems of information redundancy and high com-
putational overhead caused by excessive irrelevant
images.

Therefore, we introduce TriFine, a large-scale
vision-audio-subtitle Tri-modal VMT dataset with
multimodal Fine-grained tags. The dataset con-
tains 1.2 million English-to-Chinese (En—Zh) en-
tries and 1.18 million Chinese-to-English (Zh—En)
entries. Each entry features the standard
bilingual subtitles-video clip triplet common in
VMT datasets, enriched with seven fine-grained
tags from audio and visual modalities: audio
sentiment, audio stress, expression,
action, location, entities, and video
caption, along with seven test sets for system-
atic analysis. Meanwhile, to validate the efficacy
of fine-grained information in the VMT task, we
propose a novel VMT method called FIAT. FIAT
is a model-agnostic input-enhanced approach that
utilizes multimodal tags and soft attention mask
for VMT task without altering the existing neural
machine translation model. Experiments demon-
strate that FIAT significantly outperforms both the
text-only approach and traditional VMT methods
using coarse-grained visual feature, such as the
Transformer Video Encoder (Shurtz et al., 2024),
across all three metrics.

In summary, our main contributions are three-
fold: 1) We have constructed TriFine, which is
the first large-scale tri-modal VMT dataset that
comprises triplets, seven types of fine-grained tags
from audio and visual modalities, and seven test
sets. 2) We propose a novel model-agnostic input-
enhanced VMT method FIAT, which makes use
of multimodal fine-grained tags and soft attention
mask. FIAT is the first to validate the effective-
ness of fine-grained information from audio and
visual modalities for the VMT task. 3) Extensive
experiments on the TriFine dataset using FIAT
have been conducted to set a benchmark for the

research on this topic. The FIAT dataset and the
code of our FIAT framework can be accessed at
https://github.com/BoyuGuan/TriFine.

2 Related Work

Multimodal Machine Translation (MMT) aims to
enhance translation by utilizing information from
other modalities, typically visual modality, in ad-
dition to textual information (Shen et al., 2024).
Unlike translation tasks that involve other modal-
ities, such as speech translation (Liu et al., 2020;
Zhang et al., 2023a; Yu et al., 2024b), document
image translation (Ma et al., 2023; Zhang et al.,
2023b; Zhu et al., 2023a; Tian et al., 2023; Liang
et al., 2024;) or simultaneous machine translation (
Zhang and Feng 2023; Guo et al., 2024; Yu et al.,
2024a ), in multimodal machine tasks, the infor-
mation from other modalities typically plays a sup-
portive, augmentative role for the textual modal-
ity. The dominant source of information remains
the text rather than the information derived from
other modalities. Currently, multimodal machine
translation can be primarily categorized into two
types: image-guided machine translation and video-
guided machine translation.

Image-guided Machine Translation. Image-
guided machine translation (IMT) refers to the task
of translating a text while simultaneously provid-
ing one or more images associated with the text to
supplement the information and improve the trans-
lation quality. The introduction of the Multi30K
dataset (Elliott et al., 2016) accelerated the devel-
opment of MMT, leading to various methods (Ive
et al., 2019; Lin et al., 2020; Caglayan et al., 2021;
Li et al., 2022a; Huang et al., 2023; Zhu et al.,
2023b; Liu et al., 2020; Fei et al., 2023; Yang et al.,
2024).

Video-guided Machine Translation. Similar to
IMT, video-guided multimodal machine translation
(VMT) uses videos alongside text to enhance trans-
lation. With the introduction of VMT datasets such
as How2 (Sanabria et al., 2018), VATEX (Wang
et al., 2019), VISA (Li et al., 2022b), EVA (Li
et al., 2023b), BIGVIDEO (Kang et al., 2023), and
MAD-VMT (Shurtz et al., 2024), a series of VMT
methods have emerged (Hirasawa et al., 2020; Gu
et al., 2021). However, the existing VMT datasets
exhibit limitations in one or more aspects such
as scale, diversity, and audio-subtitle alignment.
The VMT task still faces a data scarcity (Shen
et al., 2024), especially the lack of datasets that
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Class Num Visual Audio Others
Caption Location Action Entity Expression Sentiment Pattern  Stress
En—Zh 250 221 142 92 189 88 110 24 74 3
Zh—En 250 212 133 112 178 71 67 32 57 4
Sum 500 433 275 204 367 159 177 56 131 7
Percentage(%) 86.6 55.0 40.8 73.4 31.8 354 11.2 26.2 1.4
In TriFine v v v v v v X v X

Table 1: Human evaluation on 500 samples to assess the effectiveness of various multimodal fine-grained information
in aiding translation. Fine-grained information annotated with v" are annotated and analyzed in this paper, whereas

those marked with X are excluded.

* 10-s Video clip (with audio):

« Source Subtitle: A lot of bugs. ¢ Target Subtitle: 1] % d1F,

Multimodal Fine-grained Tags
Action: run away Audio Sentiment: negative
Expression: none Entities: people, beach, net
Audio Stress: 0.97, 1.02,0.91, 1.08
Caption: Two people on a beach by the sea, one of them runs
away quickly after touching a fishing net, while the other one has
been standing on the right side.

Location: beach

Figure 2: A sample of English-to-Chinese translation
from the TriFine dataset.

can support a comprehensive analysis of the impact
of fine-grained information from visual and audio
modalities on the VMT task.

Several studies (Caglayan et al., 2019; Wang
etal., 2019; Long et al., 2024) suggest that visual
information offers limited assistance in multimodal
machine translation, emphasizing the need for ef-
fective use of multimodal data. OVC (Wang and
Xiong, 2021), EMMT (Huang et al., 2021) and
MSCTD (Liang et al., 2022), which utilize mul-
timodal fine-grained information on entities and
sentiments respectively, present a promising direc-
tion. Building upon those, we introduce the TriFine
dataset, which explores a novel approach by includ-
ing seven types of fine-grained tags from visual and
speech modalities.

3 Dataset

To maintain consistency with the previous VMT
datasets (Wang et al., 2019; Kang et al., 2023;
Li et al., 2023b; Shurtz et al., 2024), our TriFine
dataset also focuses on the En-Zh VMT task.

3.1 Motivation

As we mentioned before, the current VMT methods
suffer from information redundancy, high computa-
tional overhead, and overlooking audio information.

A feasible mitigation approach is to incorporate
fine-grained multimodal information in place of
the original coarse-grained visual features. In this
section, we answer the following two key questions:
1) what fine-grained information have we chosen
to incorporate? And ii) what are the underlying
reasons for our selection?

We intuitively selected 8 types of fine-grained in-
formation from the visual modality (video caption,
location, action, entities, expression) and audio
modality (sentiment, pattern, stress). We randomly
chose 500 samples challenging for text-based trans-
lation. Three annotators independently evaluated
these, choosing one or more types of fine-grained
information that could aid in translation for each
sample. If the required multimodal information
was not among the eight types specified, it was
categorized as "Others." The detailed evaluation
guidelines used in this paper can be found in the
Appendix B.1. The evaluation results are shown in
Table 1, it indicates that seven out of eight types
of fine-grained information could significantly aid
translation; captions (86.6%) are most effective,
while audio patterns (11.2%) are minimally benefi-
cial. Therefore, we selected the following seven
types of fine-grained information: video cap-
tion, location, action, entities, expression, audio
sentiment, and audio stress.

3.2 Dataset Overview

As show in Table 2, the TriFine dataset consists
of 1.2 million En—Zh entries and 1.18 million
Zh—En entries in train set. Figure 2 presents an
entry from the TriFine dataset. Each data entry
in the TriFine dataset contains a <Chinese subti-
tle, video clip, English subtitle> triplet similar to
traditional VMT datasets, but also includes seven
fine-grained multimodal tags: audio sentiment,
audio stress, video caption, location,
action, entities, and expression. Follow-
ing previous work, we created a general test set and
an ambiguity test set for the TriFine dataset. Ad-
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Figure 3: The whole process of TriFine dataset construction. Each entry in the TriFine dataset includes Chinese-
English subtitle pair, video clip, subtitle timestamps, and seven fine-grained tags from audio and visual modalities.
We constructed general and ambiguity test sets like previous VMT datasets. Furthermore, we developed five
information-specific test sets, each focusing on a particular type of fine-grained multimodal information: location,

expressions, audio sentiments, actions, and entities.

Class [ # Videos  # Clips AM #FG
Train
En—Zh 18K 1.20M Auto 7
Zh—En 12K 1.18M
Test
General (En—Zh) 5463 7,000 Auto
General (Zh—En) 5892 7,000 Auto
Ambiguous 35 1,001 Manual
Location 31 1,000 Manual 7
Entities 32 1,000 Manual
Action 30 1,000 Manual
Audio Sentiment 29 500 Manual
Expression 29 500 Manual

Table 2: Detailed statistics of the TriFine dataset. AM
is short for the annotation method, and # FG indicates
the types of fine-grained tags.

ditionally, we developed five information-specific
test sets rich in audio sentiment, entities, action,
and facial expression, location respectively.

3.3 Dataset Construction

The full process for constructing the TriFine dataset
is shown in Figure 3.

3.3.1 Preprocessing

Data source. We collected videos along with their
corresponding Chinese and English subtitles from
YouTube'. The video IDs were obtained through a
combination of self-collection and selection from
the BIGVIDEO (Kang et al., 2023) dataset. All
selected videos feature manually uploaded Chinese
and English subtitles, ensuring higher quality com-
pared to automatically translated or automatically
recognized subtitles.

"https://www.youtube.com

Language | # Video #Clip  Precision
ALL 133K 10.39M -
None 50K 2.34M 91.50%

English 21K 2.48M 98.50%
Chinese 14K 1.98M 99.00%
Others 48K 3.59M 93.75%

Table 3: The videos collected in the initial stage, which
included both Chinese and English subtitles, were sub-
jected to video language statistics and manual accuracy
evaluation (randomly selecting 400 samples).

Select Chinese and English videos. To as-
sess the impact of audio on VMT, we utilized the
SpeechBrain toolkit (Ravanelli et al., 2021; Ra-
vanelli et al., 2024) to recognize the language from
three random segments of each video. If two or
three segments were identified as the same lan-
guage with an average confidence score above 0.65,
the video was categorized under that language. We
applied the above strategy to classify the spoken
language in videos with both Chinese and English
subtitles collected during the initial phase. The
classification results, along with the precision of
the manual evaluation based on a random sample of
400 videos, are shown in Table 3. Videos labeled
"None" lack human voices or have excessively
noisy audio. Only Chinese and English videos
with corresponding subtitles were retained. Videos
were segmented into 10-second clips centered on
subtitle midpoints, preserving original timings for
replication and analysis.
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Dataset Language Domain #Clip Duration #FG Audio Amb Info-spec A-S Align
How?2 (2018) En-Pt instruction 189K 5.8s 0 v X X v
VATEX (2019) EN-Zh caption 41K 10s 0 v X X X
VISA (2022b) En-Ja subtitle 40K 10s 0 X v X X
MSCTD (2022) En-Zh/De subtitle 172K - 1 X X X X
EVA (2023b) En-Zh/Ja subtitle 1.4M 10s 0 X v X X
BigVideo (2023) En-Zh subtitle 3.3M* 8s 0 v v X X
MAD-VMT (2024) En-Zh caption 193K - 0 X X X X
TriFine (Ours) En-Zh subtitle 2.4M 10s 7 v v v v

Table 4: Dataset statistics for TriFine and comparable VMT datasets. "# FG" denotes the count of fine-grained
tag types. "Amb" and "Info-spec” indicate ambiguity and information-specific test sets. "A-S Align" signifies
audio-subtitle alignment. *Note: BigVideo initially reported 4.5 million clips, but only 3.3 million are publicly

accessible due to privacy constraints.

modality Category Accuracy  # Samples
Location 89.50%
Entity 88.00%
Visual Expression 86.50% 400
Action 93.25%
Caption 93.75%
Audio Audio Sentiment ~ 79.50% 400

Table 5: Manual accuracy assessment of 400 randomly
chosen samples from TriFine’s automatically annotated
data.

3.3.2 Annotation

We employed MiniCPM-Llama3-V-2.5 (Yao et al.,
2024), a multimodal large language model, to an-
notate five fine-grained visual tags (location, ex-
pression, entities, action, caption) using distinct
strategies (e.g. staged reasoning) tailored to each
tag’s characteristics. The multimodal large model
annotated tags based on the video frames corre-
sponding to the start, middle, and end timestamps
of the source subtitles. Specific prompts and strate-
gies used are detailed in Appendix B.2. Audio seg-
ments corresponding to subtitle timestamps were
processed using emotion2vec (Ma et al., 2024) to
annotate audio emotions. Following Liang et al.
(2022), we classified the eight types of audio emo-
tion outputs into polarity labels: positive (happy),
neutral, and negative (angry, disgusted, fearful, sad)
and "unknown". The "Other" and "surprised" la-
bels were disregarded due to their combined in-
significant proportion (sum less than 1.5%). Each
data entry was annotated in the same language as
the audio of the corresponding video clip. Three
annotators independently evaluated 400 random
samples, results are shown in Table 5. The evalua-
tion rules are as specified in Appendix B.3. Audio
stress is calculated by the formulas presented in
Section 4.2.

3.3.3 Postprocessing

Data cleaning. We conducted data cleaning on
the dataset using four methods: Chinese-English
sentence length ratio, COMET score (Rei et al.,
2020), fast_align (Dyer et al., 2013), and the qual-
ity of multimodal fine-grained tags. The detailed
process is described in Appendix B.4. 40% of the
substandard data was filtered out.

Test sets. We randomly selected 7,000 entries
each from En—Zh and Zh—En TriFine subsets
to form a general test set. To evaluate the role
of multimodal fine-grained tags in translation dis-
ambiguation, we constructed a 1,001-sample high-
quality ambiguity test set from 14,000 entries (cri-
teria are detailed in Appendix B.5). We developed
five information-specific test sets enriched with
facial expressions, actions, locations, audio senti-
ments, and entities to evaluate fine-grained tags’
impact on translation quality. The ambiguity and
information-specific test sets were selected by three
annotators. Information-specific test sets are com-
piled as follows: 1,000 each for entities, location
and action, and 500 each for audio sentiment and
facial expression.

3.4 Comparison with Existing VMT Datasets

Table 4 presents a comparison between the TriFine
dataset and all existing VMT datasets. In terms
of scale, the TriFine dataset is second only to
BigVideo (Kang et al., 2023) far surpassing other
datasets. Compared to other datasets, TriFine in-
cludes seven types of fine-grained information from
visual and audio modalities. The video clips in the
TriFine dataset all contain audio that corresponds
to the subtitle.

4 Method

We previously emphasized the significance of fine-
grained information for VMT task in manual anal-
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Figure 4: Diagram of FIAT. It employs seven fine-grained types of information from visual and audio modalities
to enhance the input. E, S, and N are abbreviations for embedding, soft attention mask, and new embedding,

respectively. stands for separate token.

ysis. However, it is still unclear whether these
fine-grained information proves to be effective for
neural machine translation models. To validate
its applicability in models, we developed FIAT,
the first audio-and-visual-aware VMT framework.
FIAT utilizes fine-grained tags and soft attention
masks to enhance input, enabling the completion of
VMT task without modifying the neural machine
translation model architecture.

4.1 FIAT

The architecture of FIAT is illustrated in Figure 4.
As previously mentioned, each entry in the TriFine
dataset contains not only bilingual subtitle pair but
also seven types of multimodal fine-grained infor-
mation: entities, audio sentiment, action, location,
expression, video caption, and audio stress. We ob-
tain embeddings for the source language subtitle L
and all fine-grained tags T except for audio stress.

Lclle,...,len] = Embedding(L) (1)

T![te, ..., ten,] = Embedding(T") )

The 7" in Equation 2 represents different multi-
modal fine-grained tags. Then, we compute the
soft attention mask sa; for each embedding le; of
sentence L using audio stress values (the detailed
calculation process is described in Section 4.2).
For each pair of le; and sa;, we compute their dot
product to obtain the new embedding ne;.

ne; = sa; - le; 3)

Construct the multimodal fine-grained information-
enhanced input E by concatenating sentence
Lye = {ne; }}, with six types of multimodal fine-
grained tags T", using the (sep) token as a separator
between each element.

S = @1 ((sep) ® T3) “)

E=L&S 5)
After inputting E into the encoder and decoder of
the existing neural machine translation model, the
target subtitle L7 is obtained.

L1 = Decoder(Encoder(E)) (6)

It can be observed that our FIAT method is
highly modular, facilitating the combination of var-
ious fine-grained multimodal information.

4.2 Soft Attention Mask

In speech, word emphasis is often achieved through
stress modulation. In FIAT, to incorporate stress
information from speech, we propose the soft atten-
tion mask. In contrast to traditional attention masks
using binary values, the soft attention mask calcu-
lates the root mean square of the audio associated
with the source subtitle. It then scales the values to
fit a normal distribution N = (p, o) and truncates
it within the range [Min, M az|. The process for
this calculation is detailed below.

For the embeddings L. = {le;})¥; of a subtitle
L, A =lay,...,ap]is the corresponding audio of
subtitle. We calculate the root mean square of le;
using the audio A.

Ty 2 d ™)
k=start;

In Equation (7), start; = | 5| - (i — 1) + 1. Next,
we map {am/}¥, onto a normal distribution.
_am; —am/

ot ®

am’
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— N /
. .. am’
In Equation 8, am/ = %

to the interval [Min, Mazx).

. Truncating am;

am; = min(max(am;, Min), Maz) ©)

Finally, we obtain the soft attention mask am; for
each embedding le; of source subtitle.

5 Experiments

Baselines. We set the Transformer (Vaswani et al.,
2017) model as the text-only baseline model, con-
figured with 6 layers in both the encoder and de-
coder, 8 attention heads, a hidden size of 512, and
an FFN size of 2048. We chose the Transformer
Video Encoder (TVE) and Conformer Video En-
coder (CVE), proposed by Shurtz et al. (2024), as
baseline methods for traditional VMT approaches.
These two methods employ visual models to extract
coarse-grained visual features from multi-frame
images, which are then interacted with text. To
ensure fair comparison, the encoder and decoder in
FIAT share the same architecture as the transformer
model in the text-only baseline.

Setup. In the computation of the soft atten-
tion mask, we utilized a truncated normal distri-
bution with ; = 1 and o = 0.05 within the range
[0.9,1.1]. We employ three widely used metrics
to evaluate the results: SacreBLEU? (Post, 2018),
METEOR (Rei et al., 2020), and COMET (Rei
et al., 2020). During the inference, the beam size
and the length penalty are set to 4 and 1.0. The
results are averaged over three different random
seeds. More details can be found in Appendix C.

6 Results and Analysis
6.1 Main Results

Table 6 presents the main experimental results of
all methods on the general test set.

Multimodal vs. text-only. The experimental
results presented in rows 1 and 13 indicate that
our FIAT method, which integrates multimodal
fine-grained information, significantly outperforms
the text-only baseline. Specifically, FIAT achieved
an improvement of 1.93/1.84 BLEU score and
2.53/1.94 METEOR score, and 1.73/1.31 COMET
score on Zh—En and En—Zh, respectively.

Fine-grained vs. coarse-grained. Based on
rows 2, 3, and 13, we can conclude that our FIAT
method, which utilizes fine-grained multimodal in-
formation, not only greatly outperforms traditional

2https://github.com/mjpost/sacrebleu

VMT methods such as TVE and CVE that rely on
coarse-grained visual information, but also substan-
tially reduces computational overhead. TVE and
CVE exhibit similar performances in our experi-
ments, aligning with Shurtz et al.’s (2024) findings.
Specifically, compared to TVE, FIAT achieved an
improvement of 1.66/1.51 BLEU score, 2.11/1.59
METEOR score, and 1.01/0.84 COMET score on
Zh—FEn and En—Zh, respectively.

Audio information in VMT. The results of rows
1, 4, and 5 indicate that audio information is ben-
eficial for the VMT task. Row 5 shows that using
audio sentiment information alone yields signifi-
cantly better results for the En—Zh task compared
to Zh—En, likely due to more semantically rich
emotional content in English audio. This high-
lights the necessity of including audio aligned with
source language subtitles in the VMT dataset.

Selection of fine-grained information. The ta-
ble shows that caption is the most effective single
multimodal fine-frained information type to incor-
porate, aligns with the manual evaluation results
in Section 3.1. Notably, fusing all fine-grained
information except caption (row 12) achieves com-
parable results to integrating all information types,
with significantly reduced computational overhead.
We explore further relationships between captions
and other fine-grained multimodal information in
Appendix D.

Regularization. Some studies (Caglayan et al.,
2019; Wu et al., 2021) suggest that in multimodal
machine translation, visual features may primarily
serve as regularization. However, comparing rows
1,2, 6 and 9, we can observe that although using
the same input format, FIAT+Expression (row 6)
performs notably worse than the baselines, while
FIAT+Entities (row 9) far exceeds them. The ob-
served discrepancy highlights the critical role of
multimodal tag content, rather than simple regular-
ization, in determining the efficacy of translation
models.

6.2 Results On Ambiguity Test Set

Similar to previous VMT methods, a key applica-
tion of FIAT is in handling translation disambigua-
tion tasks. Table 7 presents the experimental results
of each method on the ambiguity test set. Our FIAT
method shows substantial improvements over the
text-only, TVE, and CVE methods on the ambigu-
ity test set in all three metrics. This indicates that
our FIAT method maintains superior performance
in handling translation disambiguation tasks.
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Method Zh—En En—Zh GPU Hours]
BLEUT METEORT COMET{ BLEUT METEORT COMET?

1 Text-only 23.58 47.86 71.86 36.22 45.16 75.17 8.7
2 TVE 23.85 48.28 72.58 36.55 4551 75.64 182.1
3 CVE 23.97 48.30 72.60 36.43 45.42 75.58 193.6

FIAT (Ours)
4 + Stress 23.72 48.25 72.75 36.58 45.64 75.64 11.6
5+ Sentiment 23.78 48.25 72.78 37.17 45.96 75.96 8.8
6  + Expression 22.33 46.26 71.25 33.54 43.11 74.14 8.8
7 +Action 24.05 48.34 72.65 36.65 45.67 75.70 8.9
8  + Location 23.82 48.15 72.20 36.70 45.69 75.67 8.9
9  + Entities 24.56 49.10 72.88 37.14 46.24 75.89 9.0
10 + Caption 24.71 49.48 73.14 37.76 47.06 76.33 274
11 + Stress + Sentiment + Caption 24.88 49.62 73.26 38.00 47.11 76.41 28.3
12 + ALL (except Caption) 25.45 50.38 73.55 37.75 46.52 76.23 12.4
13 +ALL 25.51 50.39 73.59 38.06 47.11 76.48 28.8

Table 6: The main experimental results of various methods on the general test set of the TriFine dataset. All results
are mean values of three different random seeds. The GPU Hours reported in the table represent the average training
time for both En—Zh and Zh—En. The Best result in each column is in bold.

Method BLEU METEOR COMET
Text-only 29.85 42.22 74.39
TVE 30.37 42.73 74.45
CVE 30.28 42.66 74.39
FIAT + ALL (Ours)  31.24 44.89 75.93

Table 7: Experimental results on the ambiguity test set.

6.3 Results on Information-specific Test Sets

Table 8 shows the experimental results on
information-specific test sets. In the information-
specific test sets for audio sentiment, action, loca-
tion, and entities, results indicate that the FIAT
method utilizing solely the corresponding fine-
grained information outperforms FIAT methods
employing other individual fine-grained informa-
tion types. Furthermore, these results are compa-
rable to those obtained when utilizing all 7 types
of fine-grained information, and significantly sur-
passes the baselines. This demonstrates that our
FIAT method can effectively utilize these four types
of fine-grained multimodal information. However,
FIAT underperforms on the information-specific
test of expression compared to text-only and TVE
methods, consistent with general test set results.
In future work, we will focus on developing auto-
mated methods for selecting optimal fine-grained
information based on specific scenarios, poten-
tially improving performance across all informa-
tion types, including expression.

6.4 Case Study

Figure 5 illustrates a case study from the TriFine
dataset. In the video, fireworks are attacking a
yacht through explosions. The English subtitle
"It’s" refers to "fireworks," and identifying this

12 o —
* Source Subtitle: It's hitting his yacht.

* Entities Tag: fireworks, boat, water

« Target Subtitle: & E7EFT T 4th 1R o

(The fireworks are striking his yacht.)

* Text-only MT: ‘& 1E7E $8 2 Ath (1) i A
(It's colliding with his yacht.)

« MT + Entity Tag: /L IELEF] T I -

(The fireworks are striking his yacht.)

Figure 5: A case study of the TriFine dataset. The word
"fireworks" in entities tag can resolve the "It" in the
original text and deduce the correct translation of the
corresponding verb "hitting".

through frames or the entity itself aids in accurate
Chinese translation. Given the context of fireworks,
"striking" is a more appropriate translation for "hit-
ting" than "colliding." Our FIAT method addresses
issues of unclear references and polysemous words
in text-only machine translation by using an addi-
tional entities tag for accurate translations.

7 Conclusion

In this paper, we introduce a new VMT dataset
called TriFine, the first vision-audio-subtitle tri-
modal VMT dataset with annotated fine-grained
tags. In addition to the common tuple found in
the VMT dataset, each entry in the dataset also
includes seven types of fine-grained multimodal
information. To validate the effectiveness of multi-
modal fine-grained information in the VMT task,
we introduce the first audio-and-visual-aware VMT
framework, FIAT. FIAT utilizes multimodal fine-
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Set Sentiment Expression Action Location Entities

Method B M B M B M B M B M
Text-only 31.30 4425 28.55 4236 2930 4197 3053 43.11 26.80 41.56
TVE 31.54 4451 28.68 42.63 29.63 4212 30.56 4324 2729 41.83
FIAT (Ours)

+ Sentiment 32.66 45.86 28.63 4253 2993 4242 31.01 43.87 2835 4231
+ Expression 2035 43.18 2535 39.71 2726 40.14 27.19 4032 2440 39.69
+ Action 31.72 44.81 28.89 4298 30.24 4291 30.73 4340 27.05 41.71
+ Location 31.83 44.82 2872 4284 2999 4266 3143 44.15 28.17 42.36
+ Entities 3245 4580 29.04 43.00 30.08 4271 31.32 44.14 28.69 42.51
+ ALL 3295 46.24 29.01 43.06 3042 4351 31.92 4439 29.08 43.07

Table 8: The experimental results of information-specific test sets in terms of BLEU (B) and METEOR (M). The
best result in each column is in bold, and the underlined value is the best result for methods other than FIAT+ALL

in each column.

grained information to enhance the inputs and com-
plete the VMT task without altering the existing
neural machine translation model. The experimen-
tal results demonstrate the effectiveness of the FIAT
method. We hope that our dataset and method can
inspire further research in the field.

8 Limitations

Although we only selected videos with manually
uploaded Chinese and English subtitles and con-
ducted extensive data cleaning, there are still some
low-quality data in the dataset. To manage costs
and time with the expansive TriFine dataset, we
did not choose larger models for automatic anno-
tation. Utilizing more powerful models may yield
higher-quality annotated data. In this paper, the
primary purpose of the proposed FIAT method is to
verify the effectiveness of fine-grained multimodal
information for the VMT task, which still requires
the input of given tags. In future work, we will
explore methods for utilizing fine-grained informa-
tion to aid VMT through cascaded or end-to-end
architectures.

9 Ethical Considerations

The data was collected in strict adherence to the
source’s terms of use and copyright policies, utiliz-
ing tools commonly employed in previous research.
Videos were divided into 10-second segments, with
the number of clips per video limited to avoid the
potential substitution of the original video. Users
of our dataset will be required to sign a usage agree-
ment, stipulating that the dataset is to be used ex-
clusively for academic research purposes. Before
the dataset is released, we will perform an addi-
tional filtering process to eliminate any privacy and
copyright-sensitive content to the best extent possi-
ble.
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A Examples

* SRC Subtitle: We're going to come out so ripped at the end of this.
* Action Tag: exercise
* Target Subtitle: FRA'17E4E G — & B RE:.
(We'll be strong when it's over.)
o Text-only MT: FRA 12 EIX — VIS5 RN, AR7Gan st #ize .
(We'll be so torn up at the end of it all.)
* MT + Action Tag: FRATEN 50— & SR
(We will be strong in the end.)

Figure 6: The fine-grained multimodal information of
the action "exercise" effectively aids in translating the
word "ripped" to "strong". SRC is the abbreviation of
source.

Figure 6 illustrates a sample from the TriFine
dataset. In this example, all words in the source text
except for "ripped" can be directly translated using
text translation. However, for this particular word,
once it is known that the associated action is "exer-
cise," it can be accurately translated as "strong".

B Dataset

B.1 Annotation Guidelines

Classification requires agreement from at least two
out of three annotators. All annotators in this study
are native Chinese speakers proficient in English,
and they have been compensated fairly.

B.2 Visual Fine-grained Tags Annotation

We created bilingual prompts in both Chinese and
English for the multimodal Large Language Model
(LLM) to generate fine-grained tags consistent with
the source language. The detailed methodology for
generating individual fine-grained tags is outlined
as follows:

Entities tag. We employ a specifically designed
prompt, as illustrated in Figure 7, to guide the mul-
timodal large language model in our task. This
prompt instructs the model to analyze frames cor-
responding to the midpoint of subtitle timestamps.
The objective is to identify and output the main

entities present in these frames. To maintain focus
and relevance, we impose a constraint limiting the
output to a maximum of three entities.

Location tag. We employed the prompt illus-
trated in Figure 8 to instruct the multimodal LLM
to generate location information for the frame cor-
responding to the midpoint of each subtitle.

Expression tag. We employed the prompt
shown in Figure 9 to enable the multimodal LLM
to generate fine-grained expression tags from the fa-
cial expressions of the main character in the frame
corresponding to the midpoint of the subtitle tim-
ing. Furthermore, we instructed the multimodal
LLM to select from five categories of expression
labels: angry, happy, sad, neutral, and surprised.

Action tag. Since the action in the video is a
dynamic process, our annotation method for ac-
tion fine-grained tagging adopts a two-step staged
reasoning: 1) We first use the prompt in the left
column of Figure 10 to guide the multimodal LLM
in annotating the human actions in the frames corre-
sponding to the midpoint of the subtitle and its ad-
jacent 0.5 seconds, resulting in three action words
or phrases. 2) Then we input these three actions
along with the middle-time frame of the subtitles
into the multimodal LLM, and use the prompt in
the right column of Figure 10 to obtain the overall
fine-grained action tag.

Video caption tag. Our annotation method for
video captions also employs a two-step staged rea-
soning: 1) We initially use the prompt in the left
column of Figure 11 to have a multimodal LLM
generate descriptions for the visuals correspond-
ing to the start, middle, and end moments of the
caption. 2) We then input these three descriptions,
along with the visual from the middle moment of
the caption, into the multimodal LLM using the
prompt in the right column of Figure 11 to obtain
a comprehensive description of the entire video
segment.

B.3 Evaluation Rules For Annotated Data

Given that our objective in annotating these fine-
grained information is to facilitate the VMT task,
we have developed and implemented a set of evalu-
ation criteria that we proposed ourselves, which are
highly correlated with the VMT task. These sam-
ples were again annotated by three annotators who
are native Chinese speakers and proficient in En-
glish. For a sample to be ultimately determined as
correct, it required confirmation from at least two
of the annotators. The specific annotation guide-
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E’i] Multi-modal LLM Entities Tag Extraction Prompt

PRAE— TNV IR A L 2K, T MR AT BE i S A F i — N X ok B A B s
R, HEZZA, WE) SR> <S2ER2> <SZR3> o Gl AR A P HI 7. R &
o TEZ D> <> CER> o Wi AE R BB Sk DL, R B>,
ES IR NREGI AR N IR, BB <R 1> <9fR2> <R3 [RA% fthid — Fix sk &
R

FEWIL: GEER> EF> <FEF>

FEGI2: RG> <> KR

FE4513: <None>

As a professional visual identification expert, please provide a concise and efficient description
of the entities present in this image. Limit your response to three entities, formatted

as <entity 1> <entity2> <entity3>. For instance, if the input image contains a cat, a tree, and a
mouse, the response should be <cat> <tree> <mouse>. If the entities in the input image are
difficult to discern, respond with <nne>.

Please refer to the following examples and the image I have provided, and describe the entities
in this image using the format <entity 1> <entity2> <entity3>.

Example 1: <apple> <basket> <orange>

Example 2: <car> <road> <building>

Example 3: <none>

Figure 7: Prompt for the multimodal large language model to output fine-grained entities tag.

8 Multi-modal LLM Location Tag Extraction Prompt

PR — AL AL B 5K, 375 17 F T R 0 v e R iR — N ISR A R A it s
F<CHIL > 30 ] TR v A5 R, e HREHMED . A L T R A IR A R, TR

[BI<TE>.

eI <JEERIZD>
FEI2: <HAZE>
FEGI3: <>

HS LRI AR, 2B bSO PR R — X R E A R AR IR A

with <none>.

of this image using the <location> format.
Example 1: <soccer field>

Example 2: <office>

Example 3: <none>

As an expert in visual recognition, please provide a concise and efficient description of the
location depicted in this image. Enclose the location information within <location> tags, such
as <beach>. If there is no discernible location information in the image, please respond

Please refer to the following examples and the image I have provided, and describe the location

Figure 8: Prompt for the multimodal LLM to output fine-grained location tag.

lines are as follows:

Audio sentiment and expression. For these two
tags, we had already predetermined the categories
during the annotation process, thus eliminating the
need for additional rule formulation.

Action and location. Each annotator will first
independently annotate the fine-grained action and
location tags, then determine whether their annota-
tions are consistent with the results of the automatic
annotation. Words or phrases with similar or syn-
onymous meanings are considered consistent, such
as "office" and "workplace".

Entities. Each annotator will first independently
annotate three entities in the video frame. They will
then compare their manual annotations with the re-

sults of the automatic annotation to determine con-
sistency. The automatic annotation is considered
correct only when two or more of the automatically
annotated entities match the manual annotation re-
sults. Additionally, if an annotator believes that
any of the entities would influence the translation,
that particular entity must also appear in the au-
tomatic annotation results; otherwise, it will be
deemed incorrect. As mentioned earlier, words or
phrases with similar or synonymous meanings are
considered consistent in this evaluation process.

Caption. The automatically generated caption is
considered correct only if the annotator determines
that it accurately describes the main content of
the video and includes any content from the video
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@ Multi-modal LLM Facial Expression Tag Extraction Prompt

PR — AT MRS L 5, T T BRI 5K B R A B £ ZE A R
N CEAD <@ At> CEED . R ARG S dm A B b
PN i1 B [ e S U R < SRS SR e il N e i BN DN T R S iop A S 72 7
e <>,

HSMR LU REAMIE AR Fr, R IR GRS i LA — N X sk B b i 3L A1)

FEGIL: <>
FEBI2: <Bid>
FERIS: <>

MR, I RO <KEROL <> CPE>L ARy ARG,

Example 1: <happy>
Example 2: <surprise>
Example 3: <none>

You are a professional visual recognition expert. Please describe the facial expressions of the
main characters appearing in this image. Choose from the following five options: <angry>,
<happy>, <sad>, <neutral>, <surprise>. If the facial expression of the character in the input
image is angry, respond with <angry>. If the facial expression of the character in the input
image is difficult to discern, respond with <none>.

Please refer to the following samples and the image I input and describe the facial expression of
the character appearing in this image in the format of <expression>, choosing from the five
options: <angry>, <happy>, <sad>, <neutral>,<surprise>.

Figure 9: Prompt for the multimodal large language model to output fine-grained expression tag.

that may influence the translation (if such content
exists).

B.4 Data Cleaning

We have conducted data cleaning on the dataset
to improve its quality. We filtered out clips where
the Chinese-to-English sentence length ratio was
clearly unreasonable, specifically those with a ra-
tio below 0.3 or above 3.0. Next, we used the
fast_align (Dyer et al., 2013) tool to align the Chi-
nese and English sentences in the clips, retaining
only clips with an alignment ratio of 0.3 or higher.
Finally, following BigVideo, we filtered out data
with COMET scores below 0.3. We employed rule-
based filtering to eliminate 70% of the samples with
fewer than 2 valid fine-grained multimodal tags (la-
beled as "none" or other similarly non-informative
categories).

B.5 Selection Criteria for the Ambiguity Test
Set

The criteria for selecting instances of ambiguity are
twofold: firstly, the text proves challenging to trans-
late accurately even for sophisticated commercial
translation systems such as Google Translate®; and
secondly, the accompanying video clip provides
essential contextual information that resolves the
ambiguity, facilitating accurate translation.

Shttps://translate.google.com

C Experimental Detatils

During the data annotation process, we utilized
10 NVIDIA V100 32GB GPUs, 12 NVIDIA 3090
GPUs, and 2 NVIDIA A100 80GB GPUs. For all
experiments, we used a tokenizer based on the Zh-
En tokenizer from OPUS-MT (Tiedemann et al.,
2023; Tiedemann and Thottingal, 2020), with an
additional special token [sep] added to separate
text from fine-grained tags of other modalities. Our
code is implemented based on PyTorch (Paszke
et al., 2019), Huggingface Transformers (Wolf
et al., 2020) and DeepSpeed” (Rasley et al., 2020).
All experiments are done using mixed-precision
training (Das et al., 2018) on four NVIDIA L40
GPUs. We use the AdamW Optimizer (Loshchilov
and Hutter, 2019) with 51 = 0.9, 82 = 0.999, and
e = 1078, and set the weight decay to 0.1. The
learning rate is set to 2 x e~® with a warmup of
4000 steps. The batch size is set to 256, and the
experiment runs for 27,000 steps.

D Caption and Other Tags

Video caption shows superior performance across
human evaluations and experimental results. This
efficacy likely stems from caption’s comprehen-
sive nature, often encompassing other elements
like entities and location. However, this raises con-
cerns about potential information redundancy in

*https://github.com/microsoft/DeepSpeed
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.ﬂ.' Multi-modal LLM Action Tag Extraction Prompt

Single Frame Action Tag Extraction Prompt

Summary Extraction Prompt

PRAZE—AT AL A 2K, 1 TS T e A
R IR — X sk - A R A B sfE, R
SHE>IR Bl E P A S R, e MBI
S A A s EE R, WEREIKCE.
HS LU NG ERE N B . 2R <>
R iR — Nk E A R AR A

FEWIL: <Pk

FEGI2: <HZARD>

FEI3: <>

PR — N AR SS RN AR F I L5, B MA=A
EE IR B, 2 AR RN —MIUEUR BEOTF AR AL, 455K
I AT o T B — B A PR A R B 8] 4 18 T
TEARAE AN ) = AN B SCACMUR AT A3 14 v 18] 8 T 45 43X A4
PSR, H<EfRR.

BBl (R R  (BED , BBhER: ERERD;
BEGIL: (BB (MR (ffRME) , BEER: <&,
Befl2:  CLEsh1)  ({3E3h2))  ({i83h3)) , EMEMEN:

As an expert in visual recognition, please provide a
concise and efficient description of the action
performed by the individual(s) in this image. Utilize
the format <action> to convey the location
information depicted in the scene, such as
<running>. If the image does not contain explicit
action information, respond with <none>.

Please refer to the following examples and the
image I have provided, and describe the location
where the action in this image is taking place using
the <action> format.

Example 1: <dancing>

Example 2: <eating>

Example 3: <none>

You are an expert highly proficient in summarizing tasks. I will
input three action words or phrases corresponding to the actions at
the beginning, middle, and end of a video clip. Additionally, I will
include a screenshot from the middle of the video.

Please identify the overall action in the video based on the three
input action texts and the middle screenshot of the video, denoted
by <action>.

Example 1: (Running) (Running) (Kicking a ball), the overall
action is: <Playing Football>;

Example 2: (Running) (Lifting dumbbells) (Push-ups), the overall
action is: <Working Out>;

Example 3: ({Actionl}) ({Action2}) ({Action3}), the overall
action is:

Figure 10: The two-stage prompts for generating fine-grained action tags using multimodal LLMs.

fine-grained tags of visual modality. Analysis of
Zh—En tasks revealed that methods incorporating
tags without caption (row 12 in Table 8) outper-
formed caption-only with audio tags (row 11 in
Table 8) approach, while En—Zh tasks showed the
opposite trend. Notably, utilizing all fine-grained
information consistently yielded optimal results,
suggesting complementary benefits of captions and

tags in enhancing translation quality.
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Multi-modal LLM Caption Tag Generation Prompt

Single Frame Caption Generation Prompt

Caption Summary Prompt

PR — AL T3 T L 5K o VRRETS (a7 )
T HOR R B AT AR B HA ? 1R
FEIR AR AT AR, B AR A2
W

PR — A XREEFRIARF L KT 5K, BTN =D
TR 0 S S — RS BOT AR R IR] 45 RO i 1 408 o
[ IS — 24 A\ (A3 AT WPy B e 8] 14 1 T

TR A = MR LA P 18] ] T A 45 3 AN B
A, TH LR IR R R AT R AT .
(k1) . (Hide) . (ks3] , MM E Y-

You are an expert in the field of vision.
Could you provide a concise and well-
organized description of the input image?
Please describe it as concisely as possible.
Ideally, limit your response to two sentences.

You are an expert with exceptional performance in summarization tasks.
I will input three video scene descriptions, corresponding to the
beginning, middle, and end of a video segment. Additionally, I will
provide the description of the middle scene of the video segment.

Based on these three descriptions and the corresponding central image of
the video, please synthesize an overall description of this video segment.
Ensure that the overall description is as concise as possible.

{caption 1}, {caption 2}, {caption 3}, the overall video description is:

Figure 11: The two-stage prompts for generating video caption tags using multimodal LLMs
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