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Abstract

From ice cream flavors to climate change, peo-
ple exhibit a wide array of opinions on vari-
ous topics, and understanding the rationale for
these opinions can promote healthy discussion
among them. As such, it can be valuable for
a large language model (LLM), particularly as
an AI assistant, to be able to empathize with
or even explain these various standpoints. In
this work, we hypothesize that different topic
stances often manifest correlations that can be
used to extrapolate to topics with unknown
opinions. We explore various prompting and
fine-tuning methods to improve an LLM’s abil-
ity to (a) extrapolate from opinions on known
topics to unknown ones and (b) support their
extrapolation with reasoning. Our findings sug-
gest that LLMs possess inherent knowledge
from training data about these opinion correla-
tions, and with minimal data, the similarities be-
tween human opinions and model-extrapolated
opinions can be improved by more than 50%.
Furthermore, LLM can generate the reasoning
process behind their extrapolation of opinions.

1 Introduction

As language models become more capable and per-
vasive in our everyday lives, it becomes more im-
portant for them to understand the relationship be-
tween diverse perspectives and values people hold
on various topics. Language models which are able
to understand and explain a comprehensive and
diverse set of stances are also more likely to pro-
vide more nuanced and balanced responses. This
is beneficial in creating language models that are
not only more open-minded and considerate of dif-
ferent opinions, but also more well-equipped to
educate and inform users of opinions they may be
less knowledgeable about. Consequently, this can
be valuable to giving voice to underrepresented or
misunderstood opinions, regardless of their popu-
larity.

Towards this end, it is important for language
models to understand how stances and preferences
are correlated in order to better anticipate user opin-
ions and provide more targeted and relevant re-
sponses. For instance, are people who enjoy ad-
venture and action movies more likely to be inter-
ested in science fiction films? The same concept
can be applied as well to opinions more generally.
For example, it is often observed individuals with
trust in scientists are more likely to believe in cli-
mate change. The question then arises—do large
language models (LLMs) internalize these correla-
tions? Furthermore, are these learned correlations
aligned well with correlations observed in human-
generated data?

We define Opinion Extrapolation to be the task
of predicting a selected group of people’s opinions
on a set of new topics from their opinions on a given
set of topics. For example, given people’s opinions
on climate change, can an LLM predict their per-
spective of scientists’ role in society? How well
LLMs can extrapolate opinions remains unclear
as previous works focus on probing LLMs’ opin-
ions on different topics separately (Santurkar et al.,
2023; Durmus et al., 2023) rather than their cor-
relation. They prompt an LLM with demographic
attributes and opinions (Hwang et al., 2023) and
expect it to predict people’s opinions on a similar
topic, which is interpolating opinions, not extrapo-
lating.

We believe opinion extrapolation is a crucial
task, as an LLM capable of opinion extrapolation
can generate content that is more adapted to differ-
ent users’ needs. Incorporating this ability into an
LLM-based assistant can significantly make it more
helpful to its users, as different user groups’ opin-
ions can be heard and considered by the assistant
regardless of their representation. This approach
is particularly valuable in applications where un-
derstanding diverse user groups is critical. For
instance, it can assist public speakers in tailoring
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their messages to their audience, aid designers in
creating user-centric products, and enable market-
ing managers to gain deeper insights into their cus-
tomer base. We propose that LLMs have the po-
tential of opinion extrapolation, as they are trained
with large-scale data and capture opinion correla-
tions from diverse content creators as well as their
underlying reasoning.

To investigate if LLMs can extrapolate to un-
known opinions based on known ones and improve
their cognitive empathy, we conduct this study to
answer the following research questions:

• Given a user’s opinions on a set of topics, can
LLMs predict their opinions on other topics?

• How can we effectively improve LLMs’ abil-
ity of opinion extrapolation?

• Can LLMs’ further explain the reason behind
their extrapolated opinions?

We conduct thorough experiments on LLMs us-
ing datasets of human opinions. We probe lan-
guage models with topics like "trust in science" and
seek their predictions on new topics like "climate
change" to assess their ability to correlate opinions.
We measure the alignment between these predic-
tions and actual opinion poll data. To enhance the
models’ capability to generalize to opinions on new
topics, we fine-tune them with pairs of given and
target opinions using rejection sampling, based on
rewards for opinion distribution similarity and argu-
ment quality. This ensures the models understand
both opinion correlations and their justifications.

Our experiments reveal that LLMs can under-
stand and generate opinions with corresponding
arguments through specific prompting and reward-
based refinement. Our proposed reward-based re-
finement improves LLMs’ alignment with real hu-
man opinions by up to 52% and enhances the qual-
ity of reasoning behind these opinions by up to
69.5%. We further show how our method is po-
tentially useful for applications of LLMs, offering
insights into empathetic opinion extrapolation and
explanation.

Our contribution can be summarized as follows:
• We propose opinion extrapolation, a new task

to benchmark LLMs alignment with different
groups of people.

• We evaluate Llama-2’s performance on this task
and propose a series of rejection-sampling-based
methods to optimize LLMs’ ability of opinion ex-
trapolation and generating rationale behind these
opinions.

• We evaluate our method under 15 settings in 2 do-
mains. The results suggest that LLMs do possess
the potential of opinion extrapolation and our
method can significantly increase the alignment
between human opinions and LLM-extrapolated
opinions.

2 Related Work

Evaluating LLMs’ Opinions and Values. Var-
ious existing studies have probed large language
models for their opinions (Jiang et al., 2022; Hart-
mann et al., 2023; Santurkar et al., 2023; Durmus
et al., 2023; Hwang et al., 2023; Cheng et al.,
2023; Chuang et al., 2023). Early evaluations are
conducted on region-specific topics in the United
States (Santurkar et al., 2023). More recent eval-
uations have evolved to use demographic-specific
prompting to understand subjective opinions on
global issues (Durmus et al., 2023; Hwang et al.,
2023). Other axes of opinion evaluation include
the temporal change of opinions given new infor-
mation (Chuang et al., 2023), and the stereotypical
association between demographic groups and their
opinions (Cheng et al., 2023). Evaluation of LLMs’
values (Ren et al., 2024; Zhang et al., 2024b; Yao
et al., 2023; Zhang et al., 2024a; Sorensen et al.,
2024; Mirzakhmedova et al., 2024) is another rele-
vant area of study.

Different from previous work, we provide two
new perspectives: we examine the correlation be-
tween LLMs’ opinions on different topics, and we
evaluate LLMs’ ability in providing arguments to
support its generated opinion, not just the opinion
itself.

LLMs for Persona and Recommendation. The
ability to steer LLMs using prompts has been used
to create personas and simulate human behaviors in
economic, social, and psycholinguistic experiments
(Aher et al., 2023; Lam et al., 2023). These simu-
lations, when conditioned on different backstories
and demographic attributes, can represent multiple
human subjects (Argyle et al., 2023). Personalized
LLMs can be integrated in recommendation sys-
tems (Gao et al., 2023; Zhang et al., 2023) to make
them more interactive and explainable. However,
the focus of LLM-based recommenders is mostly
the accuracy of the recommended items instead of
how and why these preferences are correlated.

Aligning LLMs with Human Preferences.
Reinforcement Learning with Human Feedback
(RLHF) employs reward models to better align
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SIM(   ,   ) User: Overall, would you say science has had a
mostly positive effect on our society or a mostly
negative effect on our society?
Assistant: Mostly Positive.
User: How worried are you, if at all, about climate
change? Choices: A. Very worried, B. Fairly worried,
C. Not worried
Assistant:

A B C A B C

LM
Select the subgroup
of people who
answers "Mostly
Positive".

Count their choices
to the climate
change question.LLM

Distribution
Human

Distribution

Figure 1: We prompt an LM with a probing topic along with a corresponding opinion and ask the LM to generate its
opinion on a target topic. We do the same for human beings by selecting the group that has the probing opinion. We
calculate the similarity between the two distributions to assess whether the model can capture opinion correlations.

Large Language Models (LLMs) with human pref-
erences. Studies have shown that RLHF enhances
the capability of LLMs to follow instructions
(Ouyang et al., 2022), avoids unsafe and harmful
outputs (Bai et al., 2022a; Ge et al., 2023), and fa-
cilitates the verification of their reasoning methods
(Lightman et al., 2023). Beyond human input, sig-
nals for aligning LLMs can also be sourced from
feedback provided by other AI systems (Bai et al.,
2022b; Lee et al., 2023).

3 Task Setup

3.1 Computing the Population Distribution
To evaluate the opinion of a population, we make
use of poll data which contains many individuals’
demographic information and opinions on a set of
topics. Specifically, for any individual h among
a group of people H , h.ci indicates the individual
h’s preference on topic ti. Given k known topics
t1..k, known opinions p1..k, and an unknown topic
tk+1, we can obtain the distribution of opinions on
tk+1 from the group of people who hold the known
opinions. To do so, we first select the opinions of
tk+1 from the subset of people that hold the known
opinions, i.e.

M = {h.ck+1|h ∈ H ∧ ∀i ∈ [1, k], h.ci = pi}. (1)

With the set of opinions on the unknown topic tk+1

selected, we can compute the “human distribution”
of opinion similarly to the model distribution by
counting the responses to the same question of a
population,

PH(x = c|p1..k, t1..k+1) = ecnt(c)/
∑
c′∈M

ecnt(c′) (2)

where cnt(c) stands for how many times the choice
c occurs in the responses. Note that this distribution
is defined only for one unknown topic.

3.2 Computing the Model Distribution
As depicted in Figure 1, we probe the language
model with “known opinions” for some topics
and ask for its opinion on an “unknown topic”.
Formerly, given a set of topics T , we probe the
language model with k known topics t1..k, where
ti ∈ T and the corresponding preferences on these
topics p1..k, where pi ∈ P , indicating an attitude
towards this topic. P is a set of possible attitudes
that usually span from completely agree with to
completely against. Then we prompt the language
model with an unknown topic tk+1 ∈ T to get the
distribution of its preference on tk+1. For example,
T can be a set of political topics.

We transform the inputs t1..k, p1..k and tk+1 us-
ing the prompt template ρ (see Appendix A.1),
which formats them into a user-assistant dialogue
where the assistant answers the user’s questions
about the opinion of the unknown topic tk+1 given
known topics and opinions t1..k, p1..k as input. The
last question in the dialogue is constructed from
the unknown topic tk+1, along with single-token
choices (e.g., A, B, C, D), which is left unanswered
for the language model to generate the answer.

The formatted prompt ρ(t1..k, p1..k, tk+1) is fed
to the language model to obtain the next token dis-
tribution P (x|ρ(t1..k, p1..k, tk+1)). Note that this
distribution is not over the entire vocabulary of
the LLM, instead, it is only over the single-token
choices to the question. Following Santurkar et al.
(2023), we renormalize the probabilities for these
choices to compute the distribution conditioned on
the known opinions and the unknown topic

PM (x = c|p1..k, t1..k+1) = elog(c)/
∑
c′∈M

elog(c
′), (3)

where M is the set of single-token choices, for ex-
ample, M = {A, B, C, D} and log(c) is the log
probability of token c. This distribution is denoted
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by PM (x|q) and referred to as the “model distri-
bution”. We acknowledge that simply taking the
first token probability might not be the best way to
extract LLM’s response, as pointed out by Wang
et al. (2024). Therefore, we have manually checked
if LLM’s textual output matches well with the first
token probability on a subset of 100 problems and
found that they agree on 69 of them.

3.3 Comparing Humans’ Opinion with
Model’s Opinion

Note that the human distribution PH and model
distribution PM in Section 3.1 and 3.2 are defined
for only one unknown topic. In order to evaluate
how similar the model is to human in extrapolating
opinions, we need to aggregate them over differ-
ent unknown topics. We use the term “probing
question” q to represent the combination of un-
known topics, known topics and known opinions,
i.e. q = (p1..k, t1..k+1)

To evaluate the similarities between two distri-
butions, we follow the distance function defined in
OpinionQA (Santurkar et al., 2023). Specifically,
we project the answer choices to a metric space by
mapping them to positive integers (e.g. {A:1, B:2,
C:3}).

For a probing question q in a set of probing
questions Q, we denote the model distribution
as PM (x|q), the human distribution as PH(x|q).
We compute the 1-Wasserstein Distance (WD) be-
tween the two distributions. We aggregate the
Wasserstein Distances over all questions to obtain
the overall similarity using the following equation:

SIM(PM , PH , Q) =
1

|Q|
∑
q∈Q

1−WD(PM (x|q), PH(x|q)
N − 1

,

(4)

where N is the number of choices for a question
and the normalization factor N−1 is the maximum
distance between any pair of distributions in the
metric space.

4 Opinion Extrapolation

To answer Research Question 1, we provide the
LLM with preferences on probing topics and then
prompt them to extrapolate to target topics. Our
approach is similar to (Santurkar et al., 2023)’s ap-
proach for evaluating demographic opinions. How-
ever, we evaluate the opinions of groups that share
opinions, rather than demographic characteristics.

Formerly, given a set of topics T , we prompt the
language model with a probing topic t ∈ T and a

preference on this topic p ∈ {+,−}, indicating a
positive/negative attitude towards this topic. Then
we prompt the language model with a target topic
t′ ∈ T to get the distribution of its preference on
t′. For example, suppose T is the set of political
topics, t =“Scientists are trustworthy”, and p = +,
we can prompt the LLM with t′ =“Climate change
is real” for a predicted distribution, conditioned
on the preference for t. We measure the model’s
opinion extrapolation ability by the distribution
similarity metric proposed in Section 3.

We investigate two approaches to probing for the
target topic t′, conditioned on the preference p for
the topic t. The first is through directly prompting,
while the second involves fine-tuning with rejection
sampling.

4.1 Prompting
A simple probing approach is prompting. We put
the probing topic t1..k, the probing opinion p1..k,
and the target topic tk+1 in a conversation format,
where the topics come from the user and the opin-
ions come from the assistant, as demonstrated in
Figure 1. After asking the target topic question,
we also include the possible responses in multiple
choice format. Then we compute the logits of the
first token in the model’s answer and zero out the
irrelevant choices. We normalize the logits of the
multiple choice responses as the model’s distribu-
tion.

Similarly, we obtain the human distribution by
selecting the group of people who have opinion
p1..k on the probing topic t1..k. Then we count their
opinions on the target topic tk+1 to compute the hu-
man distribution. We then measure the similarity of
these two distributions using the Kullback–Leibler
divergence to see how similar they are.

4.2 Rejection Sampling
The second approach is to fine-tune the LLM to
align with p on t using rejection sampling. Note
that this only pushes the model towards the probing
opinion, not the target opinion. Therefore, if this
fine-tuning process also makes the model align
better with the human distribution on the target
topic, it would indicate the model has acquired
internal knowledge about the correlation.

Following Llama 2 (Touvron et al., 2023), we
conduct rejection sampling iteratively for three
rounds. For each round, we sample K responses
from the language model for each input and use the
reward model to rank the responses according to



7823

Dataset Opinion Reward Arg. Reward RQ1 RQ2

Internet Arg. (Abbott et al., 2016) ✓ ✗ ✗ ✗
IBM Arg. Quality (Gretz et al., 2019) ✗ ✓ ✗ ✗
OpinionQA (Santurkar et al., 2023) ✓ ✗ ✓ ✓

MovieLens (Harper and Konstan, 2015) ✓ ✓ ✓ ✗

Table 1: The datasets used in the experiments for Research Question 1 and Research Question 2. The green check
mark denotes if a dataset is used for reward model training, language model fine-tuning, and/or language model
evaluation.

their rewards. Note that when the target opinion
is positive, the responses with higher rewards are
ranked higher. When the target opinion is nega-
tive, the responses with lower rewards are ranked
higher. We use the top-ranked response from all
responses from current and previous rounds of sam-
pling to further fine-tune the model and reinforce
the reward.

4.2.1 Reward Modeling for Preferences
Training reward models. Reward models for pref-
erences, Rp(x|t) is conditioned on a topic t and
assigns reward to an utterance x according to its
stance on the topic. Positive rewards are assigned
to sentences that support some opinion, while nega-
tive rewards are assigned to sentences that have the
opposite opinion. We can either train one reward
model for one topic or train a conditional reward
model that works for multiple topics. Reward mod-
els are trained with pairs of texts with different
rewards and optimized to correctly rank them pair-
wise (Ouyang et al., 2022) using the following loss

Lranking = − log(σ(R(xc|t))− σ(R(xr|t))), (5)

where xc is the preferred response chosen by hu-
man annotations and xr is the rejected one.
Datasets. Table 1 is an overview of all the datasets
we used. To train preference reward models, we
need human annotations about the stances of argu-
ments. We use Internet Argument Corpus (Abbott
et al., 2016) to train preference models for political
opinions because it contains averaged human rat-
ings on a scale of 1 to 5 for different arguments on
different topics. To further explore RQ1, we also
train reward models and probe LLMs with movie
genres and preferences to see if the model can ex-
trapolate movie genre preferences. For movie gen-
res, we use MovieLens (Harper and Konstan, 2015)
to train the reward model.

4.3 Experiment Design
Implementation Details. To probe and evaluate
whether the model can capture the correlation be-
tween political opinions, we directly use the poll

data and questions from OpinionQA (Santurkar
et al., 2023). We conduct the experiment for 5
probing political topics, namely “climate change”,
“gun control”, “birth control”, “same-sex marriage”,
and “religion”. For each topic, the probing opinion
can either be positive or negative. We evaluate the
model by using 20 remaining topics as target topics
and average the similarity score. For the Movie-
Lens dataset, we choose 3 genres as probing topics,
namely “Adventure”, “Romance”, and “Fantasy”,
and use the remaining 10 genres as target topics.

To show the degree to which the probing content
helps the model extrapolate correct opinions, we
run a naive baseline that only prompts the model
with the target topic without the probing opinion.
We conduct experiments using Llama-2 7B chat
models (Touvron et al., 2023), which have already
been instruction tuned.
Evaluation Metric. To evaluate the similarities be-
tween two distributions, we use the distance func-
tion mentioned in Section 3.3. Specifically, we
project the answer choices to a metric space by
mapping them to positive integers (e.g. {‘A’:1,
‘B’:2, ‘C’:3}).

4.4 Experiment Results

We report the results in Table 2 and Table 3 for
each probing topic. There are two key findings:

LLMs already possess some ability to extrap-
olate to unseen topics. By comparing the “no
probing” row and the “prompting” row in Table 2
and Table 3, we observe that by simply prompting
the model with known topics and known opinions,
the model’s distribution gets closer to that of hu-
man beings in all circumstances. This indicates
that large language models already have the ability
to extrapolate to unseen topics from seen ones to
some extent. To provide more context for what the
numbers mean, we provide a lowerbound and an
upperbound estimation of distribution similarities
in Appendix A.2.

Rejection sampling with reward models of
seen opinions can improve alignment on un-
seen topics. Although both probing approaches—
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+Climate change +Gun control +Birth control +Gay marriage +Religion

no probing 0.42 0.33 0.39 0.45 0.28
prompting 0.45 0.37 0.44 0.51 0.39
rej. sampling 0.61 0.52 0.56 0.62 0.55

-Climate change -Gun control -Birth control -Gay marriage -Religion

no probing 0.4 0.35 0.34 0.29 0.36
prompting 0.38 0.41 0.37 0.35 0.39
rej. sampling 0.48 0.49 0.44 0.46 0.52

Table 2: The similarities between the human distribution and model distribution on political topics from OpinionQA.
“+” indicates positive opinion, and “-” indicates negative opinion. Higher similarities indicate a better ability to
extrapolate opinions. Rejection sampling demonstrates the best alignment, whereas prompting the model with
probing opinions slightly improves model alignment.

+Adventure +Romance +Fantasy -Adventure -Romance -Fantasy

no probing 0.45 0.37 0.51 0.43 0.48 0.41
prompting 0.56 0.42 0.59 0.47 0.52 0.46
rej. sampling 0.62 0.61 0.67 0.65 0.62 0.54

Table 3: The similarities between human distributions and model distributions on movie generes from MovieLens.

prompting and rejection sampling—were able to
increase the similarity between human and model
distributions, rejection sampling shows significant
improvement. The gap between rejection sampling
and prompting is much larger than that between
prompting and no probing.

5 Argument Quality Improvement

Given our findings on Research Question 1, we fur-
ther explore better methods to elicit LLMs’ ability
to extrapolate opinions. To achieve this, we employ
the following approaches:
• We probe the model with multiple probing opin-

ions at the same time, so that the model has more
signals to rely on.

• In addition to the prompting baseline, we conduct
rejection sampling with the objective of explic-
itly minimizing the distance between the model
distribution and the human distribution.

• We reject sample outputs based on both their
opinions and their argument quality, so that the
model can keep its argument reasonable.

5.1 Probing Approaches

Prompting. The prompting approach we use for
RQ2 experiments is similar to the one in Section
4 except that we use three probing opinions in the
prompt and we ask the LLM to support its opinion
with reasoning. The probing topics and probing
opinions are also given to the model through rounds
of conversation.
Rejection Sampling. For Research Question 2 and
3 – enhancing LLMs’ ability of extrapolating opin-

ions as well as providing supporting arguments for
the extrapolated opinions – we employ rejection
sampling using two reward models: one for opin-
ions, similar to the model described in Section 4,
and another for assessing argument quality. In the
iterative rejection sampling process, we use both
reward models at the same time to assign rewards.
Specifically, after sampling the K responses from
the model, we find the smallest h for which there’s
a sample that’s ranked among the top-h of both
rewards. We then fine-tune the model with the
sample among top-h to reinforce both rewards.

5.2 Reward Modeling for Argument Quality
Reward models for argument quality Rarg(x|t) are
conditioned on a statement t and assigns rewards
to its argument x. Better arguments are assigned
higher rewards. We use the IBM Argument Quality
30k corpus (Gretz et al., 2019) to train the reward
model. This dataset contains 30000 arguments for
71 topics with human annotations on their stances
and quality. We randomly sample pairs of argu-
ments from the dataset and use the human quality
annotation as their rewards. Then we finetune the
reward model to minimize the pairwise ranking
loss. To generalize the argument ranking ability of
the reward model, each argument pair we sample is
not necessarily on the same topic. We assume that
cross-topic preferences for arguments exist and can
be learned using this approach.

5.3 Experiment Setup
We use the same topics from OpinionQA and
Movie-Lens data in this experiment and split them
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Llama-2 7B Llama-2-Chat 7B

No probing 0.18 0.22
Prompting 0.37 0.39
Rejection Sampling (only opinion reward) 0.67 0.66
Rejection Sampling (only argument quality) 0.33 0.42
Rejection Sampling (both) 0.65 0.71

Table 4: Similarity scores between the human and predicted distributions for opinion extrapolation.

Llama-2 7B Llama-2-Chat 7B

No probing 2.1 2.3
Prompting 2.7 3.1
Rejection Sampling (only opinion reward) 2.5 2.7
Rejection Sampling (only argument quality) 2.9 3.3
Rejection Sampling (both) 3.6 3.9

Table 5: Averaged argument quality of the responses generated during opinion extrapolation on a scaled of 1–5.
The model that’s fine-tuned with both reward models for opinions and argument quality acheives the best argument
quality.

as probing topics and unknown topics in the exact
same way as Section 4.
Obtaining the Argument. Unlike the RQ1 exper-
iments, which only require a distribution for dif-
ferent opinions, the RQ2 experiment requires the
language model to generate arguments supporting
its generated opinions. We conduct experiments
using both Llama-2 and LLama-2-chat. The way
we prompt these two language models to generate
arguments are different because Llama-2-chat is
instruction-tuned to follow the chat format. Specif-
ically, for Llama-2 without RLHF, we first sample
the model’s opinion greedily and then append the
prompt “My reason for this choice is.” For Llama-
2-chat, we append one further question from the
user to the chat context, “User: What is your reason
for this choice?”.
Datasets. To train reward models for argument
quality, we need human annotations about the
stances of arguments. We use Internet Argument
Corpus (Abbott et al., 2016) to train preference
models for political opinions, because it contains
averaged human annotations for different argu-
ments on different topics. For movie genres, we
use MovieLens (Harper and Konstan, 2015). Ar-
gument Quality Reward Model: IBM Argument
Quality 30k. This dataset, provided by IBM, con-
tains arguments rated based on their quality. By
training on this dataset, the model can discern be-
tween well-structured, logical arguments and those
that are weak or fallacious.
Metrics and Evaluation. To measure how well
the model can extrapolate opinions, we use the
same distribution similarity metric defined in Sec-

tion 3. To measure the quality of the generated
arguments, we utilize ChatGPT (GPT-3.5) as an
evaluator. Specifically, we prompt ChatGPT with
the extrapolated opinion of the model and its sup-
porting argument and ask ChatGPT to rate the argu-
ment quality on a scale of 1-5. To make the ratings
more stable, we sample 5 times from ChatGPT for
each evaluation and compute their average as the
final rating. To check how good GPT-3.5 is at eval-
uating argument quality, we take 50 argument pairs
and manually pick the better argument for each
argument pair, and check if the better argument
picked by human annotators has a higher score
from GPT-3.5. We find that in 82% of the cases,
GPT-3.5 agrees with human annotation. One major
reason why GPT-3.5 disagrees with human anno-
tation could be that GPT-3.5 tends to prefer longer
arguments, even when they are not better. During
both fine-tuning and evaluation, we randomly sam-
ple topics from the topic set as the set of seen topics
to evaluate the generalization ability of the model.
To make sure the evaluation is fair and the model
has not seen any topic from the fine-tuning data at
evaluation time, we split the set of topics T into
two subsets: Ttune and Teval. During rejection sam-
pling, we only sample seen and unseen topics from
Ttune. During evaluation, we only sample topics
from Teval. This way, we make sure that the model
does not learn to extrapolate opinions and make
arguments by memorizing what it has seen during
the rejection sampling stage.
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Seen Topic Frequency Least Frequent Quarter Most Frequent Quarter All

Distribution Similarity 0.64 0.76 0.71
Argument Quality 3.7 4.1 3.9

Table 6: The distribution similarity and argument quality for seen topic combinations with different frequencies in
the OpinionQA dataset, evaluated with Llama-2-7b-chat and using rejection sampling with both reward models.
Our model’s performance is much better on more common combination of seen topics than on less common ones.

Question Llama-2-chat Ours

Why do some people believe in climate
change but not in scientists?

Unfortunately, there is a significant amount of misinformation and
disinformation circulating online and in media outlets about climate
change. This can include claims that climate change is a hoax, that
it’s too late to act, or that natural fluctuations in the Earth’s climate
are more important than human impacts. These false narratives
can be spread through social media, blogs, and other sources, and
they can be very convincing to those who are not familiar with the
science.

Distrust in Institutions: A general distrust in institutions, which can
include the scientific community, often due to perceived biases, past
errors, or affiliations with political or economic power structures.
People may feel that scientists are part of a larger system that they
don’t trust, even if they accept the evidence of climate change.

Why are some technology enthusiasts
against artificial intelligence?

Job displacement: One of the primary concerns is that AI could
displace human workers in various industries, leading to widespread
unemployment and social upheaval. While it’s true that AI has
the potential to create new job opportunities, many fear that the
transition will be too rapid and chaotic, leaving millions of people
without work or struggling to adapt.

Some technology enthusiasts are against certain aspects or applica-
tions of artificial intelligence for various reasons, even though they
may generally support technological advancements. Like any pow-
erful technology, AI can be misused by individuals, organizations,
or states. The potential for misuse is vast, ranging from deepfakes
that can disrupt democratic processes to the development of new
forms of cyber attacks.

Why are some environmentalists
against electric cars?

Some environmentalists have concerns about electric cars (EVs). If
the electricity used to charge EVs comes from fossil fuels, then the
overall environmental benefits are reduced. In regions where coal
or natural gas is the predominant source of electricity, driving an
EV might not be much better in terms of emissions than driving a
fuel-efficient gasoline vehicle.

Energy source: While electric cars produce zero tailpipe emissions,
their overall carbon footprint depends on the source of energy used
to charge them. If the electricity is generated from fossil fuels like
coal or natural gas, then the emissions savings may be limited. En-
vironmentalists advocate for renewable energy sources like solar,
wind, or hydroelectric power to reduce the carbon intensity of elec-
tric car charging.

Table 7: Responses from Llama-2-chat and our model explaining combinations of opinions.

5.4 Experiment Results

Rejection sampling with both reward models
enhances opinion extrapolation and argument
quality. As demonstrated by the similarities in dis-
tributions and argument quality metrics in Table 4
and Table 5. This approach significantly boosts the
model’s capacity for generating credible arguments
for its opinions, demonstrating strong generaliza-
tion across both familiar and new topics, likely
aided by its pre-training knowledge. We also list
some arguments explaining the opinions in Table 7.
Qualitatively, these examples show that for a less
common combination of opinions, our method does
a better job of explaining the reason behind it. For
example, in the first question, Lllama-2-chat’s an-
swer does not understand the question correctly.
On the contrary, our fine-tuned model does answer
the question and directly gives a potential reason
for the phenomenon.
Only the opinion reward is necessary for the
model to extrapolate opinions. As shown in Ta-
ble 4, rejection sampling with both reward mod-
els significantly improved (more than 200%) the
model’s ability to extrapolate to unknown topics.
However, even with only the opinion reward model,
rejection sampling can already align the model dis-
tribution fairly well with the human distribution,

achieving slightly better performance than when
using both reward models.
Both reward models are necessary for argument
quality. Similar to opinion extrapolation, we study
the influence of the two reward models under the
same three settings on an LLM’s ability to provide
high-quality argumentation for its predicted stances.
As shown in Table 5, prompting and all three re-
jection sampling settings are able to improve the
argument quality upon the baseline model (no prob-
ing). Although all probing approaches improved
the argument quality, the model fine-tuned using
both reward models achieved the most significant
improvement.

6 Conclusion

In conclusion, we find that LLMs can indeed be
prompted to extrapolate opinions like humans do.
We also propose a method using reward model-
guided rejection sampling to improve such ability.
The improved LLMs not only exhibit a better grasp
of opinion correlations but also develop a capac-
ity to generate coherent and relevant arguments
underpinning these opinions. This capacity to emu-
late cognitive empathy through perspective-taking
can be incredibly beneficial in augmenting human
decision-making and empathy-driven professions.
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7 Limitation and Ethics Statement

We utilize ChatGPT to evaluate the argument qual-
ity of our models. Using LLMs for evaluation is
known to be biased in many aspects.

There is a risk that our method could be misused.
For instance, organizations might use these predic-
tions to tailor content or advertisements in a way
that exploits users’ predicted opinions for negative
or harmful reasons, with potentially negative im-
pacts for the individual and/or wider society. It is
vital to establish ethical guidelines and regulatory
frameworks to prevent such misuse. Transparency,
and disclosure of when and how such systems are
being used will be an important part of these frame-
works.

Opinions and their correlations are dynamic and
can change over time due to various factors like
new information, personal experiences, or changes
in societal norms. The static nature of LLMs’ train-
ing data may not capture these temporal shifts, po-
tentially leading to outdated or irrelevant predic-
tions.

While the use of LLMs in opinion extrapolation
is a promising area of research, it is accompanied
by significant challenges and ethical considerations.
Continuous efforts in improving the models’ accu-
racy, ensuring ethical use, and addressing biases
are essential for the responsible application of this
technology. It is important to view these predic-
tions as supplementary tools rather than definitive
assessments of individuals’ opinions.
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A.1.1 Example 1
No probing:
User: How worried are you, if at all, about cli-
mate change? Choices: A. Very worried, B. Fairly
worried, C. Not worried
Assistant:
Prompting:
User: Overall, would you say science has had a
mostly positive effect on our society or a mostly
negative effect on our society?
Assistant: Mostly Positive.
User: How worried are you, if at all, about cli-
mate change? Choices: A. Very worried, B. Fairly
worried, C. Not worried
Assistant:

A.1.2 Example 2
No probing:
User: How do you like thriller movies? A. A lot,
B. A bit, C. not much, D. not at all.
Assistant:
Prompting:
User: How do you like action movies?
Assistant: A lot.
User: How do you like thriller movies?
Assistant:

A.2 Lower and Upper Bounds of Opinion
Extrapolation

Here we provide a lower-bound and an estimated
upper-bound to the settings in Table 2. These extra
results are in Table 8.

The lower-bound is from a uniform distribution
that assigns equal probabilities to each choice of
the questions.

The upper-bound is from the most representative
individual in the probing opinion-specified group
that has the highest similarity with the entire group.



7830

+Climate change +Gun control +Birth control +Gay marriage +Religion

uniform (lowerbound) 0.32 0.27 0.29 0.31 0.33
no probing 0.42 0.33 0.39 0.45 0.28
prompting 0.45 0.37 0.44 0.51 0.39
rej. sampling 0.61 0.52 0.56 0.62 0.55
representative (upperbound) 0.84 0.79 0.81 0.85 0.73

-Climate change -Gun control -Birth control -Gay marriage -Religion

uniform (lowerbound) 0.35 0.32 0.28 0.28 0.30
no probing 0.4 0.35 0.34 0.29 0.36
prompting 0.38 0.41 0.37 0.35 0.39
rej. sampling 0.48 0.49 0.44 0.46 0.52
representative (upperbound) 0.65 0.70 0.68 0.68 0.72

Table 8: The similarities between the human distribution and model distribution on political topics from OpinionQA.
“+” indicates positive opinion, and “-” indicates negative opinion. Higher similarities indicate a better ability to
extrapolate opinions. Rejection sampling demonstrates the best alignment, whereas prompting the model with
probing opinions slightly improves model alignment.
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