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Abstract

The rapid advancement of Multimodal Large
Language Models (MLLMs) has led to re-
markable performances across various domains.
However, this progress is accompanied by a
substantial surge in the resource consumption
of these models. We address this pressing is-
sue by introducing a new approach, Token Re-
duction using CLIP Metric (TRIM), aimed at
improving the efficiency of MLLMs without
sacrificing their performance. Inspired by hu-
man attention patterns in Visual Question An-
swering (VQA) tasks, TRIM presents a fresh
perspective on the selection and reduction of
image tokens. The TRIM method has been
extensively tested across 12 datasets, and the
results demonstrate a significant reduction in
computational overhead while maintaining a
consistent level of performance. This research
marks a critical stride in efficient MLLM de-
velopment, promoting greater accessibility and
sustainability of high-performing models.

1 Introduction

The rapid development of MLLMs has demon-
strated superior, and sometimes even superhuman,
performance across various fields (OpenAl, 2023;
Team et al., 2023; Liu et al., 2023a, 2024b; Song
et al., 2024a; Ge et al., 2024; Song et al., 2024b).
However, this progress comes with a significant in-
crease in the resources consumed by these models.
As a result, the research community has begun to
place a greater emphasis on developing efficient
MLLMs (Jin et al., 2024; Xu et al., 2024a).
Current efforts include developing lighter archi-
tectures to reduce parameters and computational
complexity (Lin et al., 2024; Zhao et al., 2024;
Chen et al., 2024; Yuan et al., 2023), creating spe-
cialized components to optimize efficiency and
add properties like locality (Chu et al., 2024; Cha
et al., 2024), and, notably, enhancing support for
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Figure 1: Comparison of First Token Decoding Time
and KV Cache Memory Usage (FP16, batch size=1) for
LLaVA-1.5 between the baseline and TRIM, where each
image is accompanied by an average 40-token question.

resource-intensive tasks through techniques such as
visual token compression. Visual token compres-
sion reduces the number of tokens needed to rep-
resent visual data, thereby lowering computational
and memory demands without sacrificing perfor-
mance. This approach is particularly crucial as it
enables the efficient processing of high-resolution
images and videos (Xu et al., 2024b; Gao et al.,
2024; Wang et al., 2024b).

Before the MLLM era, numerous efforts aimed
to reduce the number of tokens. For instance,
methods like MADTP (Cao et al., 2024) were pro-
posed, but they did not integrate closely enough
with Large Language Models (LLMs). In the
context of MLLMs, the only notable work is
PruMerge (Shang et al., 2024), which uses self-
attention in vision encoder to make judgments;
however, it remains a sub-optimal method for de-
ciding which tokens to reduce.

Drawing inspiration from human attention pat-
terns (Prat-Ortega and de la Rocha, 2018) in VQA
tasks, our proposed method employs the use of
CLIP (Radford et al., 2021) representations to
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calculate the similarity between text and image
patches. Through our observations, we found that
this similarity metric effectively identifies semanti-
cally relevant regions within images.

Building on this foundation, we introduce an
innovative approach known as TRIM (Token
Reduction using CLIP Metric). In this method,
the CLIP metric is leveraged to evaluate the sig-
nificance of each image token. We also propose
to use the Interquartile Range (IQR) (Boukerche
et al., 2020) scoring function that adaptively se-
lects image tokens integral to question answering.
To account for potential information loss, the se-
lected image tokens are supplemented with an ag-
gregated token that preserves information from
the non-selected tokens. This methodology sig-
nificantly streamlines the computational process,
reducing the number of image tokens by approxi-
mately 79%, processing time by 67%, and memory
usage by 30% relative to the baseline, as depicted
in Figure 1. Importantly, it achieves this efficiency
while preserving performance comparable to that
of the original model.

Our contributions can be summarized as follows:

* We observed that the CLIP metric can effec-
tively capture important image tokens.

* By leveraging the CLIP metric and the IQR
scoring function, we adaptively select image
tokens that are crucial for answering ques-
tions, while an aggregated token is used to
retain additional image information.

» Extensive testing on 12 datasets demonstrates
that our TRIM method significantly reduces
computational overhead while maintaining
consistent performance.

2 Related Work

Many works focus on better projecting visual in-
formation into the text embedding space. Early
work (Alayrac et al., 2022) uses a perceiver re-
sampler to integrate visual data into the language
model’s hidden layers. Some works (Li et al.,
2023b; Zhu et al., 2023; Bai et al., 2023; Li et al.,
2024; Jian et al., 2024) compress visual tokens to a
fixed length and map them to text space using linear
layers. More recent methods using the LLaVA ar-
chitecture (Liu et al., 2024a; Al et al., 2024; Wang
et al., 2024a; Zhu et al., 2024; Chen et al., 2024)
simplify this by using MLP layers to map visual
tokens to text space, reducing training parameters

Text Prompt:

Similarity

Similarity

Figure 2: Similarity map between different text prompts
and image patch representations within an image. Rep-
resentations are extracted from the CLIP, and similarity
between text and image patches is computed using dot
product (CLIP metric). This demonstrates the CLIP met-
ric’s ability to capture text-image patch relationships.

and data requirements, thus gaining popularity for
their efficiency and simplicity.

However, LLaVA encounters increased compu-
tational load in multi-image scenarios due to the
high number of visual tokens encoded by stan-
dard CLIP (Radford et al., 2021; Vaswani et al.,
2023). Compressing these tokens while retaining
visual information is crucial. Though traditional
CV tasks have used token merging and pruning
effectively (Rao et al., 2021; Meng et al., 2021;
Cao et al., 2023), this approach is underexplored in
MLLMSs, where direct adoption of their method is
more time-consuming. LLaVA-PruMerge (Shang
et al., 2024) recently attempted token reduction us-
ing [CLS] token-based similarity with sub-optimal
results. In contrast, we introduce a token reduction
method based on the similarity of text and visual
tokens, achieving comparable performance with
significantly fewer visual tokens.

3 Method

3.1 Observations

One of the challenges in token reduction is de-
termining the importance of different tokens. As
selective attention theory (Prat-Ortega and de la
Rocha, 2018) describes, selective attention in hu-
man vision prioritizes focal areas, enabling detailed
processing while disregarding irrelevant informa-
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Figure 3: Overview of TRIM and LLaVA architecture. TRIM involves three steps: (1) Calculating the similarities
between the text token and visual tokens; (2) Ranking and selecting the important tokens based on these similarities
using an outlier detection algorithm; (3) Appending an aggregated token derived from the unselected image tokens.

tion. To simulate this attention mechanism, we
need to establish a connection between the text and
image patches. We observed that the CLIP model,
during its training process, implicitly establishes
such connections. CLIP uses contrastive learning
loss to bring matching text-image pairs closer and
push non-matching pairs apart. By leveraging these
representations, we can compute and analyze the
similarity between text representations and image
patch representations. As depicted in Figure 2,
we found that by using text representations, the
similarity metric effectively captured semantically
relevant image patches.

3.2 Token Reduction with TRIM

Building upon the observations, we put forth a
novel token reduction method coined as TRIM
(Token Reduction using CLIP Metric), as depicted
in Figure 3, which primarily consists of three steps.

Assessing Token Significance. First, we harness
the similarity metric from CLIP to assess the sig-
nificance of image tokens. Given the feature repre-
sentations extracted from the text encoder fiex; and
the image encoder fimage, We proceed to calculate
the cosine similarity between each image token v;
and the pooled text representation Upooled, derived
from [eot] token in CLIP, as follows:

Vi . uPOOlCd
S(v;  villTpooteall
(V’L7 upooled) ”V’LH ||uPooled||

Subsequently, we apply a softmax function to
the calculated similarities, yielding:

eS (Vi »Upooled )

softmaX( ) POOled) Z S (Vs Upooled)
J

This softmax score, Ssofimax (Vi, Upooled), effec-
tively quantifies the significance of each image to-
ken v;, thereby forming the underlying basis for
the token reduction in our method.

Selecting Important Tokens. In order to deter-
mine the optimal number of image tokens to retain,
we adopt the Interquartile Range (IQR) method, as
suggested by Shang et al. (2024). The IQR, cal-
culated as the difference between the upper (third)
@3 and lower (first) Q1 quartiles of the similar-
ity scores, is utilized as an indicator of statistical
variance. We then establish a stringent similar-
ity threshold by selecting image tokens with simi-
larity scores that exceed the upper bound defined
as 3 + 1.5 x IQR. This approach ensures that
only the most significant image tokens 7, as deter-
mined by their high similarity scores, are retained.

Aggregating Unselected Tokens. Moreover, in
an effort to retain the information inherent within
the unselected image tokens, we calculate an aver-
age of their representations and denote it as le),p'
This aggregated token is then appended to the se-
lected tokens, a strategy that efficiently mitigates
any potential loss of image information consequent
to token reduction. Finally, we obtain the reduced
image token sequence Z.,.
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Method LLM Res. Ratio.\ VQAY GQA VisWiz SQA! VQAT POPE MME MMB MMBC SEED' LLaVA MM-Vet AVG'
BLIP-2 Vicuna-13B 224 -1 650 410 196 610 425 853 1293.8 — - 464 381 224 -
InstructBLIP Vicuna-7B 224 iy 492 345 605 501 - - 360 237 534 609 262 -
InstructBLIP Vicuna-13B 224 - - 495 334 631 507 789 1212.8 — - - 582 256 -
IDEFICS-9B LLaMA-7B 224 - 1509 384 355 - 259 - - 482 252 - - - -
Qwen-VL-Chat Qwen-7B 448 -1 782 575 389 682 615 - 14875 60.6 567 582 — - -
LLaVA-1.5 Vicuna-7B 336 -] 785 620 500 668 582 859 15107 643 583 66.1 654 31.1 63.5
w. PruMerge Vicuna-7B 336 5.5%| 720 516 436 685 560 763 13503 60.9 500 507 452 211 | 55.3
w. TRIM (5%)* Vicuna-7B 336 5% | 71.5 584 384 679 49.1 848 14154 633 466 618 459 259 57.0
w. PruMerge+  Vicuna-7B 336 25% | 76.8 564 425 683 57.1 840 14624 649 518 550 51.6 250 | 58.9
w. TRIM Vicuna-7B 336 21% | 76.4 614 481 69.1 537 853 14613 674 549 658 587 280 61.8
LLaVA-1.5 Vicuna-13B 336 -18.0 633 536 716 613 859 15313 67.7 63.6 682 725 36.1 66.7
w. PruMerge Vicuna-13B 336 5.5%| 72.8 53.3 485 710 584 785 14282 623 545 544 524 220 | 583
w. TRIM (5%)* Vicuna-13B 336 5% | 754 560 50.6 70.1 50.7 852 13379 655 524 60.8 455 244 58.6
w. PruMerge+  Vicuna-13B 336 25% | 77.8 589 497 710 58.6 844 14855 657 597 614 560 28.0 | 62.1
w. TRIM Vicuna-13B 336 21% | 754 59.0 532 728 548 863 14380 692 583 659 570 303 62.8

Table 1: Comparison with SocTA methods on 12 benchmarks. Res, Ratio indicate input image resolution
and compression ratio of image tokens, respectively. Benchmark names are abbreviated and further detailed in
Appendix B. *Select top-5% image tokens instead of automatic selection. ' Average scores across 12 datasets, with
MME scaled out of 2000 points. The best performance within the same ratio range is highlighted in bold.

Method Memory First Token Next Token
(GB) (ms) (ms)

LLaVA-1.5 (FP16) 21.8 59.1 17.6

w. PruMerge 15.1 (69.3%) 19.7 (33.3%) 17.3 (98.3%)

w. TRIM 14.9 (68.3%) 19.4 (32.8%) 17.3 (98.3%)

LLaVA-1.5 (INT8) 10.9 29.5 8.8

w. PruMerge 7.6(69.7%) 9.9 (33.6%) 8.7 (98.9%)

w. TRIM 7.5(68.8%) 9.7(32.9%) 8.7 (98.9%)

Table 2: Computation Cost Analysis. Times are mea-
sured using an NVIDIA V100 GPU, representing the
hardware’s theoretical peak performance (batch size=1).

4 Experiment

4.1 Experiment Setup

Our experimental setup is consistent with that of
LLaVA 1.5, with the key difference being that we
employ our TRIM method exclusively during the
instruction tuning phase. This approach ensures a
fair comparison between our proposed method and
the established baseline. Furthermore, we perform
evaluations across 12 different datasets and com-
pare our results with those of 5 SoTA MLLMs and
one related work on token reduction. The detailed
training and evaluation settings are presented in
Appendix A and Appendix B.

4.2 Main Results

As shown in Table 1, after conducting experiments
on 12 datasets, we found that despite reducing
the image token count to 21%, our method still
holds a performance level comparable to LLaVA-
1.5. Moreover, it significantly outperforms previ-
ous work such as BLIP2 (Li et al., 2023b), Instruct-
BLIP (Dai et al., 2023), IDEFICS-9B (IDEFICS,

2023), and Qwen-VL-Chat (Bai et al., 2023). Our
method even surpasses LLaVA-1.5 in terms of per-
formance on the SQA! and MMB datasets. Com-
pared to the previous work PruMerge, our method
demonstrates superior performance across both to-
ken count ("5% and “20%) and model size (7B and
13B), despite operating with fewer image tokens.
This is particularly noticeable in the GQA, POPE
and MMB datasets.

S Analysis
5.1 Efficiency Analysis

We assessed the computational efficiency using
LLMViewer analysis (Yuan et al., 2024). In a typi-
cal scenario, a 336 x 336 pixel image processed by
the CLIP model yields 576 visual tokens, alongside
a 40-token text prompt. After statistical analysis,
PruMerge achieves a 25% compression rate, reduc-
ing the visual tokens to 144. In comparison, our
method achieves a 21% compression rate, reducing
the tokens to 123. Our approach significantly accel-
erates model inference speed and reduces memory
usage, as detailed in Table 2. Notably, the time
required to generate the first token is curtailed to
32.9% of the original, resulting in a significant ac-
celeration in the inference process.

5.2 Ablation Study

We conducted an ablation study on the strategies
proposed in our TRIM method, as shown in Ta-
ble 3. Initially, we analyzed the automated image
token selection process based on the CLIP Metric.
We compared this process to a simple linear inter-
polation pooling, and found that our strategy can
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Strategy MMB SEED'
LLaVA-1.5 64.3 66.1
Random (21%) 59.3 60.2
Pooling (21%) 61.3 60.6

Automatic Selection  64.1 63.8
Aggregated Token 64.4 63.8
Training 67.4 65.8

Table 3: Impact of TRIM strategies on performance.
The first row shows baseline LLaVA-1.5 results. The
second and third rows illustrate the performance at 21%
token sampling, achieved through random and linear
interpolation respectively. The remaining rows exhibit
incremental improvements from our strategies.

effectively capture key information in the image,
as opposed to uniform sampling (compare the sec-
ond and third rows). The usage of an additional
Aggregated token to preserve sufficient image infor-
mation also results in performance gains (compare
the third and fourth rows). Training on the basis
of the TRIM strategies can further enhance results
(compare the fourth and fifth rows).

5.3 Effectiveness of TRIM Across Different
Resolutions

We investigated the effectiveness of TRIM across
models with varying resolutions. Following the
methodology of the original LLaVA authors—who
used LLaMA-2-13B-Chat (Touvron et al., 2023)
and openai/clip-vit-large-patch14! to evaluate on
LLaVA-Bench—we applied TRIM under the same
conditions with a resolution of 224 x 224 pixels.

90.0 30.0 83.7
80.0 74.7 71.8 72.5
N 67.9
70.0 i 63.9 62.6
600 367553 S8. 58.6 547 57.0
S1.1

50.0 422
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Conv Detail Complex Overall

224*224 224*224 w. TRIM 336*336 336*336 w. TRIM

Figure 4: Comparative performance of LLaVA with
and without TRIM on subsets of LLaVA-Bench across
varied resolutions.

As shown in Figure 4, this approach yielded
comparable performance, aligning with the results
obtained using Vicuna-13B-v1.5? and openai/clip-

"https://huggingface.co/openai/
clip-vit-large-patch14
Zhttps://huggingface.co/lmsys/vicuna-13b-v1.5

vit-large-patch14-336 at a resolution of 336 x 336
pixels in Table 1.

5.4 Effectiveness of TRIM on Video
Benchmarks

We conducted experiments on two video question-
answering benchmarks: MSVD-QA (Chen and
Dolan, 2011) and MSRVTT-QA (Xu et al., 2016).
For each video, we extracted frames equal to the
video’s duration in seconds, with a maximum of
seven frames due to context length limitations. We
report the accuracy and average score, with assess-
ments performed using GPT-3.5-turbo?, as well as
the first token generation time based on the average
prompt length in the two datasets.

Model MSVD-QA MSRVTT-QA

Accy Scorey Time, Accy Scorey Time

LLaVA-1.5-7B 713 3.9 47577 513 33 533.1
w. TRIM 67.9 39 76.5 49.7 32 84.2

Table 4: Performance comparison of LLaVA-1.5-
7B with and without TRIM on the MSVD-QA and
MSRVTT-QA benchmarks. Time indicates the first to-
ken generation time in milliseconds (ms).

As shown in Table 4, TRIM significantly reduces
the first token generation time while maintaining
comparable accuracy and average scores on both
MSVD-QA and MSRVTT-QA benchmarks. This
demonstrates that TRIM can effectively accelerate
inference in video QA tasks without substantially
compromising performance.

6 Conclusion

Our research introduced TRIM, an innovative
method for reducing the image tokens in MLLMs,
while maintaining performance. TRIM outper-
formed other methods, even with fewer tokens. Our
study marks a significant step to resource-efficient
MLLMs and will extend to more diverse architec-
tures, further enhancing efficiency in the field.

Limitations

Currently, our work is primarily limited to the
widely used LLaVA architecture. In the future,
we aim to seamlessly integrate our method into a
variety of models beyond the LLaVA architecture
and into different visual encoders.
*https://huggingface.co/openai/
clip-vit-large-patch14-336

4https: //platform.openai.com/docs/models#
gpt-3-5-turbo
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A Training Details

Our training method follows the instruction fine-
tuning phase of LLaVA-1.5. The training data used
is shown in Table 5, and the training hyperparame-
ters are listed in Table 6. All experiments were con-
ducted on NVIDIA A100 GPUs, with instruction-
tuning for a 7B model taking approximately 8 hours
and a 13B model requiring around 20 hours.

Data Size ‘ Response formatting prompts
LLaVA (Liu et al., 2023a) 158K | —

ShareGPT  (ShareGPT, 40K -

2023)

VQAV2 (Goyal et al., 83K Answer the question using a sin-
2017) gle word or phrase.

GQA (Hudson and Man- 72K

ning, 2019)

OKVQA (Marino et al.,, 9K

2019)

OCRVQA (Mishra et al., 80K

2019)

A-OKVQA  (Schwenk 66K Answer with the option’s letter
et al., 2022) from the given choices directly.
TextCaps (Sidorov et al., 22K Provide a one-sentence caption
2020) for the provided image.
RefCOCO 48K Note: randomly choose between

the two formats
Provide a short description for
this region.

(Kazemzadeh et al., 2014;
Mao et al., 2016)

VG (Krishna et al., 2017) 86K

Provide the bounding box coor-
dinate of the region this sentence
describes.

Total 665K |

Table 5: Instruction-following Data Mixture of LLaVA-
1.5-TRIM.

B Evaluation Details

B.1 Benchmark Details

The benchmarks employed in this study are de-
tailed below.

VQA-v2 (Goyal et al., 2017); GQA (Hudson
and Manning, 2019); VisWiz (Gurari et al., 2018);
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Hyperparameter Finetune
batch size 128

Ir 2e-5

Ir schedule cosine decay
Ir warmup ratio 0.03
weight decay 0
epoch 1
optimizer AdamW
DeepSpeed stage 3

Table 6: Hyperparameters of LLaVA-1.5-TRIM are
the same as the original LLaVA-1.5.

SQA!: ScienceQA-IMG (Lu et al., 2022); VQAT:
TextVQA (Singh et al., 2019); POPE (Li et al.,
2023c); MME (Perception) (Fu et al., 2023); MMB:
MMBench (Liu et al., 2023b); SEED!: SEED-
Bench-IMG (Li et al., 2023a); LLaVAY: LLaVA-
Bench (In-the-Wild) (Liu et al., 2023a); MM-
Vet (Yu et al., 2023);

* VQA-v2 (Goyal et al., 2017) is a dataset for
VQA containing 265,016 images with at least
3 questions per image and 10 ground truth
answers per question. Accuracy is used as the
metric.

¢ VisWiz (Gurari et al., 2018) is a VQA dataset
designed for assisting blind people. Each im-
age in the dataset is accompanied by a spoken
question and 10 crowdsourced answers. The
challenge of the dataset includes predicting
the answer to a visual question and whether a
question can be answered. Accuracy is used
as the metric.

¢ POPE (Li et al., 2023c) is a benchmark de-
signed to evaluate the object hallucination is-
sue in MLLMSs. The evaluation metric is the
F1 score.

* GQA (Hudson and Manning, 2019) consists
of 12,578 questions for real-world reasoning
and compositional question answering. Accu-
racy is used as the metric.

¢ MME (Fu et al., 2023) is a benchmark with
2,374 questions spanning 14 subtasks. Accu-
racy is used as the metric.

» TextVQA (Singh et al., 2019) comprises 5,000
questions and Accuracy is used as the metric.

* MM-Vet (Yu et al., 2023) comprises 218 ques-
tions, each requiring multiple capabilities to
solve and provided with multiple groundtruths

for a flexible match. Accuracy is adopted as
the metric.

e ScienceQA (Lu et al., 2022) contains 4,201
questions encompassing different subjects and
categories. Accuracy is adopted as the metric.

e LLaVA-Bench (In-the-Wild) (Liu et al.,
2023a) contains 60 open-ended questions and
uses text-based GPT-4 (OpenAl et al., 2024)
as a judge to score answers in a pairwise fash-
ion. Score Ratio between candidate answers
and anchor answers from GPT-4 is adopted as
the metric.

e MMBench (Liu et al., 2023b) (dev set) con-
sists of 4,329 multiple-choice questions across
20 ability dimensions, using Accuracy under
circular evaluation as the metric.

* SEED-Bench (Li et al., 2023a) (image set)
comprises 14,233 multiple-choice questions
across 9 dimensions. Accuracy is adopted as
the metric.

B.2 Evaluation Prompts

We standardize the prompt formats used for eval-
uation according to LLaVA-1.5, as presented in

Table 7.

Data

‘ Response formatting prompts

LLaVA-Bench, MM-Vet

VQAV2, GQA, | Answer the question using a single word or

TextVQA, MME, | phrase.

POPE

ScienceQA, MMBench, | Answer with the option’s letter from the

SEED-Bench given choices directly.

VizWiz When the provided information is insuffi-
cient, respond with ‘Unanswerable’. An-
swer the question using a single word or
phrase.

Table 7: Response format prompt for evaluation.
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