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Abstract

Recent advancements in event argument extrac-
tion (EAE) involve incorporating useful aux-
iliary information into models during training
and inference, such as retrieved instances and
event templates. These methods face two chal-
lenges: (1) the retrieval results may be irrele-
vant and (2) templates are developed indepen-
dently for each event without considering their
possible relationship. In this work, we propose
DEGAP to address these challenges through
a simple yet effective components: dual pre-
fixes, i.e. learnable prompt vectors, where the
instance-oriented prefix and template-oriented
prefix are trained to learn information from
different event instances and templates. Ad-
ditionally, we propose an event-guided adap-
tive gating mechanism, which can adaptively
leverage possible connections between differ-
ent events and thus capture relevant informa-
tion from the prefix. Finally, these event-
guided prefixes provide relevant information
as cues to EAE model without retrieval. Exten-
sive experiments demonstrate that our method
achieves new state-of-the-art performance on
four datasets (ACE05, RAMS, WIKIEVENTS,
and MLEE). Further analysis shows the impact
of different components.

1 Introduction

As an essential subtask of Event Extraction, Event
Argument Extraction (EAE) aims to identify event
arguments and their roles for given event mentions
in context. For example, in Fig. 1, given a Life.Die
event with trigger killed, EAE models need to ex-
tract arguments soldiers, bomber, and checkpoint,
and the corresponding roles — Victim, Agent, and
Place. In the field of NLP, EAE has always been
a challenging task, which requires deep natural
language understanding (Hsu et al., 2023).

Consequently, some efforts incorporate ancillary
information useful for EAE into models during

*Corresponding author: Dexi Liu.

Figure 1: Two examples of EAE and event template
from Ma et al. (2022). Each underlined part (i.e., role
slot) in the template is named after an argument role.

training and inference, such as augmenting input
with retrieved instances (Du and Ji, 2022; Ren et al.,
2023; Zhao et al., 2023a) or querying arguments us-
ing role slots in event template (Liu et al., 2024; Ma
et al., 2022; He et al., 2023; Nguyen et al., 2023).
Moreover, in light of advancements in prompt learn-
ing (Li and Liang, 2021; Liu et al., 2022b), some
studies introduce prefixes (i.e, learnable prompt
vectors) into models as additional keys and val-
ues to influence the computation of attention (Liu
et al., 2022a; Zhang et al., 2023a; Hsu et al., 2023;
Nguyen et al., 2023). Despite the empirical success
of previous studies, two issues remain, hindering
further performance improvements.

First, retrieved instances are not always re-
liable due to deficiencies in retrieval. Previous
studies regard event instances retrieved from train-
ing data (Wang et al., 2022) as cues to extract ar-
guments. However, these methods typically use
a retriever pre-trained on other tasks with frozen
parameters, which may not always retrieve other
event instances relevant to the target event 1. Ad-

1In a context, only a few words are event arguments, while
other distracting context can mislead retrieval based on sen-
tence semantic similarity. According to (Ren et al., 2023), on
the RAMS dataset (Ebner et al., 2020), only 16.51% of event
instances can recall a sample with the same event type.
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ditionally, these methods often suffer from high
computational costs and nontrivial knowledge loss
because they independently retrieve and encode
event instances, resulting in a poor local optimum.
Directly increasing the number of instances to be
retrieved is typically inefficient. Recent advance-
ments show that one can utilize prefixes as efficient
parameters to learn information from different cor-
pora and integrate retrieved instances into prefixes
as cues for inference (Zhang et al., 2023b; Liu et al.,
2023a). Inspired by this intriguing observation, in
this work, we attempt to explore a novel approach
to utilize relevant event instance without retrieval.
First, we use prefixes to learn the semantic infor-
mation of event instances. Then, we leverage the
learned prefixes as cues to guide the model.

Second, no relation between different event
templates is considered. Most of the existing ap-
proaches use a separate template as prompt for each
target event. However, some event templates for
other relevant events may provide useful informa-
tion to the given event. This potential connection
between event templates has been overlooked in
the literature (Ma et al., 2022; He et al., 2023).
Only (Ren et al., 2023) attempted to retrieve role
labels from other events that are relevant to the tar-
get event as demonstrations. As shown in Fig. 1,
event templates provide rich semantic information
about events, and other relevant events often have
similar structures and share part of their roles (e.g.,
Life.Die and Conflict.Attack) (Li et al., 2023). In-
tuitively, one can regard relevant event templates
as cues and perform reasoning by analogy. This
can help EAE models better extract the target event
from complex semantics.

In this paper, we aim to address the above chal-
lenges. We propose DEGAP (Dual Event-Guided
Adaptive Prefixes for event argument extraction).
(1) Specifically, we design two types of pre-
fixes: the instance-oriented prefix and the template-
oriented prefix. The reason we design separate
prefixes for event instances and templates, rather
than a shared prefix for both, is that instances and
templates contain different types of information
about events: an instance is a concrete example of
an event, while a template tries to capture the gen-
eral structure of an event. They play different roles
in EAE, thus it is more appropriate to train sepa-
rate prefixes for them2. These instance/template-

2Experimental results confirm that dual prefixes can better
learn semantic information from different event instances and
templates, and guide model to extract argument (§ 5.2).

specific parameters are used to learn information
from different event instances/templates and enable
them to interact sufficiently with each other, rather
than ignoring the potential connections between
them. They are trained and updated together with
model parameters, thus avoiding the insufficient
retrieval and poor local optimum issues present in
retrieval-based EAE methods. (2) Moreover, not all
event instances and templates are useful to the tar-
get event. We aim to use only those instances and
templates that are relevant to the target event (Xu
et al., 2022; Liu et al., 2023b). To connect other rel-
evant events to the target event and thus adaptively
capture relevant information from the prefix, we
design an event-guided adaptive gating mechanism.
It utilizes the target event’s trigger and type to score
each instance-oriented and template-oriented prefix
token via gated weight assignment at each layer,
respectively. Finally, these event-guided prefixes
are used to guide model for extracting argument.

To comprehensively evaluate our method, we
conduct extensive experiments on four benchmark
datasets (ACE05, RAMS, WIKIEVENTS, MLEE).
Experimental results demonstrate that our method
outperforms existing methods across all datasets,
illustrating the effectiveness of our approach. Fur-
thermore, we conduct a thorough study to explore
the reasons for the performance improvement of
our method, confirming the significance of the pro-
posed design and the efficacy of main components.

2 Related Work

Event (argument) extraction with auxiliary in-
formation. As the task requires a deep understand-
ing of context, many previous efforts have been
put into exploring which auxiliary information is
useful for event predictions. One line of studies
is incorporating such auxiliary information during
training and inference, such as event templates (Li
et al., 2021; Hsu et al., 2022; Zeng et al., 2022;
He et al., 2023; Liu et al., 2024), natural questions
(Liu et al., 2020, 2021; Lu et al., 2023; Uddin et al.,
2024), retrieved instances (Du and Ji, 2022; Ren
et al., 2023; Zhao et al., 2023a), already predicted
events (Huang et al., 2023; Du et al., 2022), and
syntactic and semantic information (Huang et al.,
2017; Veyseh et al., 2020; Ahmad et al., 2021; Xu
et al., 2022; Yang et al., 2023). As mentioned in
§ 1, these methods may lead to irrelevant results
due to retrieval deficiencies that may negatively
impact the final results. Our approach is based on
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the principle of prompt learning.

Prompt learning. Prompt learning is a straightfor-
ward and effective method that adjusts PLMs for
specific downstream tasks by adding prompts to the
input. One line of research applies an automated
search to find appropriate discrete prompting words
(Wallace et al., 2019; Shin et al., 2020; Wen et al.,
2024). An alternative line of research attaches a
set of trainable prefix tokens to the model’s atten-
tion module as additional keys and values (Li and
Liang, 2021; Liu et al., 2022b; Chen et al., 2023).
This method has been widely applied in various
studies. For example, Liu et al. (2023a) integrates
retrieved instances into the prefix as cues for infer-
ence. Zhang et al. (2023b) uses prefixes to learn
information from different corpora and refine infer-
ence. Additionally, some EAE efforts use prefixes
to optimize manually designed prompts (Liu et al.,
2022a; Nguyen et al., 2023) or to integrate syntactic
and semantic information (Hsu et al., 2023).

Inspired by these advancements (Zhang et al.,
2023b; Liu et al., 2023a), We explore a novel ap-
proach to utilize potentially relevant event informa-
tion rather than retrieval: using prefix to learn the
semantic information of different event instances
and templates, then leveraging the learned prefix as
cues to guide model. Moreover, previous methods
overlook the potential connections between event
templates. Some relevant event templates may pro-
vide useful information to the target event. As such,
we propose an event-guided adaptive gating mech-
anism, which can effectively connect other relevant
events to the target event and thus adaptively cap-
ture relevant information from the prefix.

3 Methodology

In this section, we first define the EAE task. Then,
we detail how the proposed DEGAP solves the
challenges mentioned.
Task Definition Formally, we first define a set
of event types E = {e1, e2, e3, . . .} and a corre-
sponding set of roles Re = {r1, r2, r3, . . .} for
each event type e ∈ E . Then, given a context
X = {x1, x2, . . . , xn} of n words, the event trig-
ger xtrig ∈ X and the event type e, the task aims
to extract all (s, r) pairs for the event, where s is a
text span in X , and r is an argument role in Re.

3.1 Model Architecture

Fig. 2 shows the overall architecture of DEGAP.
For a given event type e, we create an event tem-

plate for it (§ 3.1.1). To learn information from
event instances and templates, we design instance-
oriented prefixes and template-oriented prefixes, re-
spectively (§ 3.1.2). Dual prefixes can better learn
semantic information from different event instances
and templates compared to a shared prefix (§ 5.2).
Then, we design an event-guided adaptive gating
mechanism to connect other relevant events to the
target event and thus adaptively capture relevant
information in the prefix (§ 3.1.3). Subsequently,
these event-guided prefixes provide relevant event
information as cues to model (§ 3.1.4). Finally, we
introduce the span selection, which utilizes role
slots in the event template to query context for ex-
tracting argument (§ 3.1.5).

3.1.1 Event Template Creation
We create an event template Te for the given event
type e, utilizing its rich semantic information to
guide the model (Hsu et al., 2022). Similar to
previous works (Liu et al., 2022a; Zhang et al.,
2023b), the event template Te consists of two parts:
the type part Ie and the schema part Se. The type
part Ie adopts the format “Event type is [Event
type]”. For the schema part Se, we directly use
that from TabEAE (He et al., 2023). Consider-
ing the example in Fig. 2, where there is a Con-
flict.Attack event with the event trigger hit, the tem-
plate for this event is: “<s> Event type is Con-
flict.Attack </s> <s> Attacker (and Attacker) at-
tacked Target (and Target) using Instrument (and
Instrument) at Place (and Place) </s>”, where
each underlined part (i.e., role slot) is named after
an argument role. The brackets indicate that there
may be multiple arguments of that role in an event.

3.1.2 Dual Prefixes
To directly and fully benefit from relevant event
instances and templates without retrieval as an in-
termediate step, we construct two types of pre-
fixes: (1) the Instance-Oriented Prefix (IOP) and
(2) the Template-Oriented Prefix (TOP). These
instance/template-specific prefix parameters can
learn rich semantic information from different
event instances/templates and are trained and up-
dated alongside model parameters.

Note that we only design a shared IOP/TOP for
all event instances/templates, rather than one for
each event instance/template. This approach allows
them to interact fully with each other, rather than
ignoring the potential connections between them.

To be more specific, at the i-th layer of encoder



7601

Figure 2: The overview of DEGAP. Here, the two encoders share the same parameters, and the two decoders also
share the same parameters. Due to space constraints, the event template here is simplified. When the model input
is context, Prefixi and hi−1 refer to Prefixins

i and htrig
i−1 , respectively. Conversely, they refer to Prefixtem

i and htype
i−1 ,

respectively. IOP: Instance-Oriented Prefix. TOP: Template-Oriented Prefix.

or decoder, we equip the self-attention block with
a set of learnable prefix tokens oriented towards
event instances, Prefixins

i ∈ Rlenins×m, and event
templates, Prefixtem

i ∈ Rlentem×m. Here, lenins

is the length of Prefixins
i , lentem is the length of

Prefixtem
i , and m corresponds to the hidden dimen-

sion. We also attempt to equip the cross-attention
block in each layer of the decoder with these pre-
fix tokens, but observe almost no improvement in
performance. These additional key and value ma-
trices will be concatenated with the original key
and value matrices in the attention block. When
calculating dot-product attention, the query at each
position will be influenced by these prefix tokens.

3.1.3 Event-Guided Adaptive Gating
mechanism

Some relevant events may provide useful cues to
the target event and irrelevant event information
might hinder model performance. To connect other
relevant events to the target event and thus adap-
tively capture relevant information from the prefix,
inspired by Liu et al. (2023b), we utilize the target
event’s trigger and type to score each prefix token
in Prefixinsi and Prefixtemi through gated weight as-
signment, respectively. For example, in the i-th
layer, the weight distribution of tokens in Prefixinsi

is calculated as:

ainsi = sigmoid(htrigi−1W
ins
i ), (1)

where htrigi−1 is the hidden state of the event trigger
from the previous layer obtained through average
pooling, and W ins

i ∈ Rm×lenins corresponds to the
parameters to be learned. Here, the prefix weight
ainsi captures the relevance of other event instances
to the given instance, and based on this, we can fur-
ther capture the relevant information within prefix.

Additionally, we also follow Zhang et al. (2023d)
to introduce a learnable scaling factor λins

i to bal-
ance the information provided by the original in-
put and the prefix. We obtain the guided instance-
oriented prefix representation Prefixins

′
i :

Prefixins
′

i = λins
i ainsi ⊙ Prefixinsi , (2)

where ⊙ is the element-wise multiplication. Simi-
larly, we derive the guided template-oriented prefix
representation Prefixtem

′
i :

atemi = sigmoid(htypei−1 W
tem
i ), (3)

Prefixtem
′

i = λtem
i atemi ⊙ Prefixtemi , (4)

where htypei−1 is the hidden state obtained through
average pooling of the event type from the previous
layer, and W tem

i ∈ Rm×lentem is learnable parame-
ters. The prefix weight atemi captures the relevance
of other event templates to the given template.

Finally, these event-guided prefixes can more
effectively provide relevant event instances and
templates as cues for the target event. The new
self-attention module with event information inter-
vention is formalized as:

H ← LayerNorm(H
′
+H),
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H
′
= MHSA(Prefix

′
i ⊕H)|Prefix′i|:|Prefix′i⊕H|, (5)

where MHSA(·) denotes the multi-head self-
attention mechanism, Prefixi

′
represents either

Prefixiins
′

or Prefixitem
′
, H refers to the hidden

state, and b : c denotes the slicing operation on the
seq_len dimension from b to c.

3.1.4 Encoding with Prefixes
To ensure a fair comparison and to visually demon-
strate the effects of our prefixes, we adopt the en-
coding process from prior work (He et al., 2023)
for encoding context instance and event template,
and augment it with our prefixes. With both rele-
vant event instances and templates as cues , model
can better understand the target event from context.

Given input context X = {x1, x2, . . . , xn} and
the event trigger xtrig , we use text markers <t>
and </t> as special tokens and then insert them
before and after xtrig in X , respectively.

X̃ = {x1, x2, . . . ,<t>xtrig</t>, . . . , xn}.

Then, we input the processed X̃ into the encoder
and the decoder to obtain the context representation
H

X̃
:

Henc
X̃

= Encoder(Prefixinsenc, X̃), (6)

H
X̃

= Decoder(Prefixinsdec, H
enc
X̃

), (7)

where Prefixinsenc and Prefixinsdec are the instance-
oriented prefix representations Prefixinsi from the
encoder and decoder, respectively.

For the target event template Te, we input it into
the encoder and the decoder to obtain the template
representation HTe :

Henc
Te = Encoder(Prefixtemenc , Te), (8)

HTe = Decoder(Prefixtemdec , H
enc
Te , Henc

X̃
), (9)

where Prefixtemenc and Prefixtemdec are the template-
oriented prefix representations Prefixtemi from the
encoder and decoder, respectively.

3.1.5 Span Selection
With the template representation HTe obtained
through Eq. 9, for the k-th role slot in the tem-
plate, we can obtain its representation hsk and span
selector ϕk = {ϕstart

k , ϕend
k } (Ma et al., 2022; He

et al., 2023):

ϕstart
k = hsk ⊙ wstart,

ϕend
k = hsk ⊙ wend, (10)

where wstart and wend are learnable parameters.
Subsequently, the span selector ϕk queries the con-
text to extract at most one argument span (sk, ek)
for role slot k:

logitstartk = ϕstart
k H

X̃
∈ Rn,

logitendk = ϕend
k H

X̃
∈ Rn,

scorek(l, r) = logitstartk (l) + logitendk (r),

(sk, ek) = argmax
(l,r)∈C

scorek(l, r) (11)

where candidate span set C = {(l, r) | (l, r) ∈
n2, 0 < r− l < MSL} ∪ {(0, 0)}. MSL denotes
the max span length. The loss function is defined
as:

P start
k = Softmax(logitstartk ),

P end
k = Softmax(logitendk ),

L = −
∑
X

∑
k

[logP start
k (sk) + logP end

k (ek)],

(12)
where X ranges over all contexts in dataset and k
ranges over all role slots in the template for X , and
(sk, ek) is the golden span for role slot k. For a
role slot that does not relate to any argument, it is
assigned the empty span (0, 0).

4 Experiments

4.1 Experimental Setup

Datasets. We conduct experiments on four bench-
mark datasets, specifically including ACE05 (Dod-
dington et al., 2004), RAMS (Ebner et al., 2020),
WIKIEVENTS (Li et al., 2021), and MLEE
(Pyysalo et al., 2012). ACE05 is a sentence-level
dataset, while the other three are document-level
datasets. We provide detailed introductions to these
datasets in Appendix A.1.

Evaluation Metrics. We adopt two evaluation met-
rics: (1) Argument Identification F1 score (Arg-I):
A predicted argument for an event is correctly iden-
tified if its boundary matches any golden arguments
of the event. (2) Argument Classification F1 score
(Arg-C): a predicted argument of an event is cor-
rectly classified only if its boundary and role type
both match the ground truth. The final reported
performance is averaged over five random runs.

Implementation details. Please refer to Ap-
pendix A.2 for details of implementation.
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Category Model PLM
ACE05 RAMS WIKIEVENTS MLEE

Arg-I Arg-C Arg-I Arg-C Arg-I Arg-C Arg-I Arg-C

Templated-based

BART-Gen (Li et al., 2021) RoBERTa 69.9 66.7 51.2 47.1 66.8 62.4 71.0 69.8
DEGREE (Hsu et al., 2022) BART 75.6 73.0 - - - - - -
SPEAE (Nguyen et al., 2023) BART - - 58.0 53.3 71.9 66.1 - -
PAIE (Ma et al., 2022) BART 75.7 72.7 56.8 52.2 70.5 65.3 72.1 70.8
TabEAE (He et al., 2023) RoBERTa 75.5 72.6 57.0 52.5 70.8 65.4 71.9 71.0

Retrieval-based
R-GQA (Du and Ji, 2022) BART 75.6 72.8 - - - - - -
AHR (Ren et al., 2023) T5 - - 54.6 48.4 69.6 63.4 - -
DRAAE (Ours) RoBERTa 76.1 73.2 57.5 53.0 71.0 66.0 72.8 71.7

Prefix-based DEGAP (Ours) RoBERTa 76.6 74.4 58.5 54.2 72.2 67.1 74.0 73.4

Table 1: The overall performance of all methods. Models in the PLM column are of large-scale (with 24 Transformer
layers). The highest scores are highlighted in bold, and the second-highest scores are underlined.

Baselines. Details about the baselines are listed in
Appendix A.3. For a comprehensive comparison,
we also conduct a comparative analysis between
DEGAP and LLMs in Appendix B.1, showing that
DEGAP can outperform the latest LLMs for EAE.

We also compare our method with its variant, the
Dual Retrieval-Augmented Argument Extraction
model (DRAAE), which only retrieves relevant
event instances and templates as cues to guide the
model, instead of using the prefixes we designed.
We provide further implementation details of this
model in Appendix A.4.

4.2 Overall Performance

Table 1 presents the performance of all baselines
and our method across all datasets. We can con-
clude:

(1) Our method outperforms all the baselines
and achieves new SOTA results on the four datasets.
Specifically, our method improves the Arg-C F1
score by 1.0%, 0.9%, 0.9%, and 1.9% on ACE05,
RAMS, WIKIEVENTS, and MLEE, respectively.
This demonstrates the efficacy of our method in
handling both sentence-level EAE and document-
level EAE tasks.

(2) Augmenting input with both relevant event
instances and templates is beneficial for extract-
ing arguments. Our DRAAE and DEGAP outper-
form previous methods, which only utilize event
instances or templates to provide insufficient guid-
ance for model. Our approach can fully combine
these beneficial cues to better understand the target
event from context. In contrast, without these bene-
ficial cues, our base model TabEAE only achieved
comparable performance to other baselines.

(3) Our prefixes can utilize relevant event in-
stances and templates more sufficiently and effi-
ciently to boost performance compared to retrieval.

As shown in Table 1, Our DEGAP outperforms
DRAAE on all datasets. This is because 1) DRAAE
uses a pre-trained retriever with frozen parameters
to retrieve event instances related to the target event,
but fails to find the most relevant events, and 2)
DRAAE retrieves and encodes independently, lead-
ing to a poor local optimum for each of the steps. In
contrast, our prefixes are trained and updated along
with model parameters and can fully learn the se-
mantic information of different event instances and
templates, avoiding these issues. Moreover, the
efficiency analysis in Appendix B.2 indicates that
DEGAP has a faster inference speed due to the
removal of retrieval.

5 Analysis

In this section, we conduct a comprehensive study
to analyze the reasons for the performance improve-
ment of our method, and to validate the significance
of our proposed design and the effectiveness of the
main components.

5.1 Why is DEGAP Effective?

We explore from two perspectives: 1) domain trans-
fer and 2) handling complex contextual semantics,
to investigate whether the performance gains in our
method are due to DEGAP providing the model
with relevant event instances and event templates
as cues. We consider the base model TabEAE,
which primarily differs from our model in whether
dual prefixes are used.

Domain Transfer. We assume that DEGAP can
use relevant event information from the source do-
main as cues and learn by analogy to better un-
derstand new types of events in the target domain.
To this end, we examine the model performance
when facing domain transfer. Specifically, we se-
lect four different domain datasets: ACE05, RAMS,
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Model
ACE05 ACE05 ACE05 ACE05 RAMS RAMS RAMS RAMS WIKI WIKI WIKI WIKI MLEE MLEE MLEE MLEE

Avg⇓ ⇓ ⇓ ⇓ ⇓ ⇓ ⇓ ⇓ ⇓ ⇓ ⇓ ⇓ ⇓ ⇓ ⇓ ⇓
ACE05 RAMS WIKI MLEE RAMS ACE05 WIKI MLEE WIKI ACE05 RAMS MLEE MLEE ACE05 RAMS WIKI

TabEAE 72.6 20.1 41.2 5.4 52.5 32.3 20.1 19.6 65.4 48.7 32.6 9.6 71.0 8.5 14.4 9.9 32.7
DEGAP 74.4 23.8 44.8 11.5 54.2 33.9 27.6 25.7 67.1 50.1 34.4 29.3 73.4 21.9 19.1 22.5 38.4

Table 2: Performance (Arg-C F1 score) under different src⇒tgt settings. We train the model on the src dataset
and test it on the tgt dataset. The numbers in the Avg column represent the average of the numbers under all
src⇒tgt settings. WIKIEVENTS is abbreviated as WIKI (the same below).

Model
ACE05 RAMS WIKI MLEE

S[185] M[218] S[587] M[284] S[114] M[251] S[175] M[2025]

TabEAE 71.2 73.8 52.8 51.6 65.3 65.5 79.3 70.3
DEGAP 72.7 (1.5) 75.8 (2.0) 54.4 (1.6) 54.0 (2.4) 66.5 (1.2) 67.3 (1.8) 81.1 (1.8) 72.8 (2.5)

Table 3: Performance (Arg-C F1 score) on instances with different numbers of events in context. The numbers in
square brackets indicate the number of supporting events in the test set. S: Single event. M: Multiple events.

WIKIEVENTS, and MLEE, train the model on one
domain dataset (src), and then test it on all do-
main datasets (tgt). The results are shown in Ta-
ble 2. Compared to the results w/o domain transfer,
both our method DEGAP and the baseline TabEAE
exhibit a sharp decline under different src-tgt
transfer settings, where the baseline’s performance
even falls below 10% in some cases (e.g., WIKI⇒
MLEE). This indicates that extracting arguments
from new types of events is highly challenging for
the model. However, encouragingly, our method
DEGAP consistently outperforms the baseline in
different src-tgt transfer settings. This fully
confirms that our hypothesis is correct.

Handing Complex Contextual Semantics. We
believe that by fully utilizing relevant event in-
stances and event templates to guide the model,
our method excels in identifying the target event
from complex contextual semantics. To this end,
we explore the ability of models to handle com-
plex semantics from two perspectives: the number
of events and the degree of event relevance. (1)
Number of events. Multiple events in the same
context often exhibit complex semantic connec-
tions. We measured the performance of the models
on instances whose context contains different num-
bers of events. As shown in Table 3, compared to
the baseline TabEAE, our method shows consistent
improvements in performance across all datasets,
especially in instances that contain multiple events
within the same context. (2) Degree of event rele-
vance. If two events in the context share arguments,
their semantic connection is often more complex.
We measured the performance of the model in ex-
tracting arguments from overlapping events (events

No. Model ACE05 RAMS WIKI MLEE

1 DEGAP 74.4 54.2 67.1 73.4

2 DEGAP-CCT 73.6 53.7 66.6 72.3
3 DEGAP-SP 73.9 53.4 66.8 72.6

4 only IOP (w/o TOP) 73.8 52.9 66.4 72.6
5 only TOP ( w/o IOP) 73.6 52.7 66.3 72.7
6 w/o DEGAP 72.8 52.0 65.7 71.2

7 DEGAP-TST 73.9 53.0 66.6 72.8

Table 4: Ablations (Arg-C F1 score) on dual prefixes.
Note that all models here are equipped with our pro-
posed event-guided adaptive gating mechanism.

with shared arguments). Table 6 shows that our
method achieves the best performance across all
datasets, particularly gaining greater improvements
in handling overlapping events. Experimental re-
sults support our conclusion

5.2 Why are Dual Prefixes Necessary?

A core question is why we need to design separate
prefixes for event instances and event templates.
To explore whether the design of dual prefixes is
necessary in our method, we compare DEGAP with
two single-prefix variants:

(1) DEGAP-CCT (Concatenate Context and
Template): Instead of encoding the context and
template separately, this variant directly concate-
nates them and then inputs the combined sequence
into the encoder, which is equipped with a shared
prefix. For a fair comparison, we use RoBERTa-
large as the encoder.

(2) DEGAP-SP (Shared Prefix): This variant
follows the same encoding process as DEGAP but
replaces instance-oriented and template-oriented
prefixes with a shared prefix.
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Moving forward, we further investigate the
effects of instance-oriented prefix (IOP) and
template-oriented prefix (TOP). Finally, we
consider DEGAP-TST (event-Template-Specific
TOP), where each event template has its specific
TOP. Therefore, each TOP solely learns and pro-
vides semantic information specific to the target
event template, leading to insufficient interaction
between event templates. Table 4 shows the results.

From the table, we observe that compared to our
DEGAP (line 1), the single-prefix variants DEGAP-
CCT and DEGAP-SP (lines 2-3) show performance
declines to varying degrees across all datasets. This
may be because the prefix simultaneously learns
the semantic information of event instances and
templates, leading to confusion between this infor-
mation and failing to accurately provide sufficient
guidance for model when encoding context and
event template. In contrast, dual prefixes separately
learn semantic information of event instance and
template, which can better provide useful cues for
model when encoding context and event template.

Additionally, compared to the baseline w/o DE-
GAP (line 6), introducing IOP or TOP separately
will result in a performance increase on all datasets
(lines 4-5), and the performance gains by introduc-
ing them at the same time exceed the performance
improvement by introducing any one module alone
(line 1). This indicates that it is necessary to utilize
IOP and TOP to respectively provide the model
with relevant event instance information and event
template information as cues for inference. More-
over, IOP and TOP can offer complementary guid-
ance to the model from the event mention-level and
ontology level, respectively.

Finally, an interesting phenomenon is that de-
spite DEGAP-TST introducing more parameters
than DEGAP, its performance declines across all
datasets (line 7). This confirms the importance of
considering the potential connections between tem-
plates, where some relevant templates can usually
provide useful information to the target event.

5.3 Is Event-Guided Adaptive Gating
mechanism Necessary?

To explore the importance of the Event-Guided
Adaptive Gating mechanism (EGAG), we compare
DEGAP with the following variants:

(1) w/o EGAG: To investigate whether the per-
formance improvement of DEGAP is due to the ad-
ditional parameters introduced (gating weights and
scaling factors) or because event-guided prefixes

No. Model ACE05 RAMS WIKI MLEE

1 DEGAP 74.4 54.2 67.1 73.4

2 w/o EGAG 73.4 53.3 66.4 72.3
3 DEGAP-S 73.9 53.6 66.8 72.6

Table 5: The study (Arg-C F1 score) of event-guided
adaptive gating mechanism.

Figure 3: The weight distribution of prefix tokens,
which is guided by the target event using the event-
guided adaptive gating mechanism.

can better provide model with relevant event infor-
mation as cues, we designed the variant DEGAP
w/o EGAG. For a fair comparison, we expanded
the prefix length to 1.5 times to align its parameter
count with DEGAP.

(2) DEGAP-S: To validate the importance of
using the target event to guide prefix, we follow
Zhang et al. (2023d) to directly use the sentence
representation in the previous layer as htrigi−1 in Eq. 1
and htypei−1 in Eq. 3, respectively.

Table 5 shows that removing EGAG results in a
noticeable decline in Arg-C F1 scores across the
four datasets. This phenomenon indicates that uti-
lizing EGAG to connect other relevant events to the
target one is very necessary, as it allows our method
to further effectively utilize relevant information in
the prefix and discard irrelevant information. Addi-
tionally, DEGAP-S also shows a decrease in Arg-C
F1 scores across the four datasets. This may be
because it uses only the first input token “<s>” to
calculate htrigi−1 and htypei−1 , which is insufficient to
connect other relevant events to the target event
and thus capture relevant information from the pre-
fix. However, compared to the model w/o EGAG,
DEGAP-S shows improved performance across all
four datasets. This further confirms the importance
of utilizing EGAG to connect other relevant events
to the target event.

Attention Visualization. We further demon-
strate the effects of EGAG visually on the ACE05
dataset. We randomly select a sample and visualize
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Figure 4: Results under different prefix lengths.

the weight distribution of prefix tokens in IOP and
TOP. As shown in Fig. 3, the target event has dif-
ferent levels of attention to the prefixes of different
layers. More specifically, even within the same
layer, the attention to different prefix tokens varies.
This observation confirms that EGAG can adap-
tively capture the relevance of other event to the
given one and further extract relevant information
from the prefix tokens at each layer.

Prefix length. We further analyze the impact of
prefix length on model performance. Intuitively,
a longer prefix implies more trainable parameters,
thus enabling it to provide more expressive guid-
ance for the model regarding relevant semantic in-
formation. As shown in Fig. 4, as the prefix length
increases, the model performance tends to improve,
followed by a slight decline. We speculate that
this is because too long prefixes provide redundant
semantic information, making it difficult for the
model to focus on extracting the target event.

6 Conclusion

In this work, we introduce DEGAP. Based on ob-
servations of existing research and comprehensive
experimental analysis, we show that prefix can ef-
fectively learn semantic information from different
event instances and templates, and allow them to
interact fully. Additionally, we introduce an event-
guided adaptive gating mechanism to connect other
relevant events to the target event and thus cap-
ture relevant information from the prefix. Finally,
these event-guided prefixes provide relevant event
instances and template information as cues for the
target event. Extensive experiments demonstrate
the validity of our newly introduced methods. In
the future, we plan to integrate other useful auxil-
iary information into prefixes for solving EAE.

Limitations

We summarize the limitations of our method as
follows:

(1) Although experimental results indicate that
our method exhibits profound performance, our
designed prefixes lack sufficient interpretability
compared to methods that directly retrieve relevant
event instances and templates to enhance perfor-
mance (e.g., DEGAP vs DRAAE). Additionally,
compared to other methods, our approach requires
additional time costs to find suitable prefix lengths
for both IOP and TOP.

(2) Due to limited computational resources, we
only equipped our prefixes for use on PLMs. In
fact, some other works have successfully integrated
these efficient prefix parameters into LLMs (e.g.,
Llama 2 (Touvron et al., 2023)) and demonstrated
excellent results (Zhang et al., 2023c). How to
effectively combine our prefixes with these LLMs
for solving the EAE task remains an open research
question.

We leave these issues for future work.
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A Experimental Setup

A.1 Datasets

ACE05 (Doddington et al., 2004)3 is a joint in-
formation extraction dataset that compiles news,
telephone conversations, and broadcast news, pro-
viding annotations for entities, relations, and events
in English, Chinese, and Arabic. We utilize only its
English event annotations for sentence-level EAE
task, adopting the data preprocessing methods used
by Wadden et al. (2019). This dataset assumes
that events are contained within a single sentence,
rather than in a document, which is more typical in
real-world scenarios.

RAMS (Ebner et al., 2020)4 is a document-level
EAE dataset focused on English online news. Each
example is a document consisting of five sentences,
where the trigger word indicates a pre-defined event
type, and their arguments are dispersed throughout
the document. Therefore, a major challenge of this
dataset is to address the long-distance dependencies
between event triggers and arguments.

WIKIEVENTS (Li et al., 2021)5 is a document-
level EAE dataset. The documents in this dataset
are derived from English Wikipedia articles that de-
scribe real-world events, followed by the retrieval
of related news articles based on reference links.
They also annotate coreference links for arguments;
however, in this task, we only utilize annotations
for conventional arguments. Compared to RAMS,
WIKIEVENTS contains a greater number of multi-
event documents.

MLEE (Pyysalo et al., 2012)6 is a document-level
event extraction dataset containing manually anno-
tated summaries of biomedical publications written
in English. We follow the preprocessing procedure
outlined by Trieu et al. (2020). As the preprocessed
data only includes training/test splits, we follow He
et al. (2023) to use the training set as the develop-
ment set. Moreover, overlapping events are more
common in MLEE than in the other three datasets.

Data Statistics. Table 7 shows detailed statistics
for each dataset.

3https://catalog.ldc.upenn.edu/LDC2006T06
4https://nlp.jhu.edu/rams/
5https://github.com/raspberryice/gen-arg
6http://www.nactem.ac.uk/MLEE/

A.2 Implementation details
We implement DEGAP using PyTorch and conduct
experiments on a single NVIDIA GeForce RTX
3090 24G. For simplicity, we randomly initialize
the embeddings of the prefix. Following TabEAE’s
setting (He et al., 2023), we use the first 17 layers
of RoBERTa-large (Liu et al., 2019) to instantiate
the encoder, and the weights of the remaining 7 lay-
ers to initialize the weight of self-attention layers
and feedforward layers of the decoder. We also ran-
domly initialize the weight of cross-attention parts
of the decoder. The optimization of our model
employs the AdamW optimizer (Loshchilov and
Hutter, 2017) equipped with a linear learning rate
scheduler. Empirical studies on the selection of the
number of encoder/decoder layers can be found in
(He et al., 2023).

Most hyperparameters are the same as those in
TabEAE (He et al., 2023). For hyperparameters re-
quiring tuning, we conduct grid searches in specific
ranges for each dataset, choosing values that max-
imize the Arg-C F1 on the development set. The
search ranges and the final hyperparameter values
are listed in Table 8.

A.3 Baselines
We compare our method with the following state-
of-the-art models:

• Bart-Gen (Li et al., 2021): A conditional
generation model that uses a sequence-to-
sequence model and pre-defined templates to
sequentially generate arguments. We report
the results from He et al. (2023).

• DEGREE (Hsu et al., 2022): A conditional
generation model. In addition to templates,
event keywords, and event descriptions are
also used as auxiliary information. We report
the results from Hsu et al. (2023).

• AHR (Ren et al., 2023): A model that utilizes
retrieved relevant instances to facilitate se-
quence generation. The original paper offers
three retrieval strategies: Context-Consistency
Retrieval, Schema-Consistency Retrieval, and
Adaptive Hybrid Retrieval. We report their
best-performing method, Adaptive Hybrid Re-
trieval (AHR).

• R-GQA (Du and Ji, 2022): A model that gen-
erates arguments given a retrieved demonstra-
tion and natural questions. We report the re-
sults from the original paper.
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Model
ACE05 RAMS WIKI MLEE

N-O[319] Overlap [84] N-O[690] Overlap[181] N-O[296] Overlap[69] N-O[1466] Overlap[734]

TabEAE 71.1 78.6 51.6 55.6 65.7 64.4 75.4 65.8
DEGAP 72.1 (1.0) 80.5 (1.9) 52.9 (1.3) 59.5 (3.9) 67.3 (1.6) 66.7 (2.3) 76.9 (1.5) 68.5 (2.7)

Table 6: Results (Arg-C F1 score) of extracting overlapping (events with shared arguments) and non-overlapping
events. Numbers in square brackets indicate the number of supporting events in the test set. N-O: Non-overlapping.

Dataset ACE05 RAMS WIKIEVENTS MLEE

# Event types 33 139 50 23
# Args per event 1.19 2.33 1.40 1.29
# Events per text 1.35 1.25 1.78 3.32

# Events
Train 4202 7329 3241 4442
Dev 450 924 345 -
Test 403 871 365 2200

Table 7: Statistics of datasets.

• PAIE (Ma et al., 2022): A QA-based model
that extracts arguments by querying context
using role slots in the event template. We
report the results from He et al. (2023).

• SPEAE (Nguyen et al., 2023): A model based
on PAIE that utilizes prefixes to integrate rele-
vant context information into the model and
alleviate sub-optimal manual prompts. We
report the results from the original paper.

• TabEAE (He et al., 2023): Building upon
PAIE, it simultaneously extracts multiple
events and replaces the base model BART
used by PAIE with RoBERTa. The origi-
nal paper introduces three training-inference
paradigms: Multi-Multi, Multi-Single, and
Single-Single (consistent with our training-
inference paradigm). To ensure a fair com-
parison and visually demonstrate the effec-
tiveness of our proposed prefix, we report the
performance of its Single-Single version.

A.4 The implementation details of DRAAE
We follow (Ren et al., 2023) to use a frozen S-
BERT (Reimers and Gurevych, 2019) to retrieve
the top-kins relevant instance dins and the top-ktem
relevant templates dtem from training corpus for
the input instance and template, respectively. Then,
we use RoBERTa-large as an encoder to obtain the
retrieved instance embedding hdins and template
embedding hdtem through the representation of the

first input token:

hdins = RoBERTa(dins),

hdtem = RoBERTa(dtem), (13)

where hdins = {h(1)
dins

,h(2)
dins

, ...,h(kins)
dins

}, and

hdtem = {h(1)
dtem

,h(2)
dtem

, ...,h(ktem)
dtem

}. These re-
trieved instance contexts and event templates are
incorporated into each transformer layer’s self-
attention module.

The new self-attention with retrieved event infor-
mation is formulated as:

H ← LayerNorm(H
′
+H),

H
′
= MHSA(hd ⊕H)|hd|:|hd⊕H|, (14)

where hd represents either hdins or hdtem , H is the
hidden state.

Finally, we use RoBERTa in Eq. 13 to encode
the input context and event template in the same
manner as in DEGAP (§ 3.1.4), and further extract
argument spans (§ 3.1.5).

B Experimental Analysis

B.1 Performance Comparison with LLMs
In this section, we compare our method with three
publicly available LLMs: GPT-3 (Brown et al.,
2020) in its text-davinci-003 and GPT-3.5-turbo-
instruct versions (Ouyang et al., 2022), and GPT-4
(Achiam et al., 2023).
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Hyperparameters Search Range ACE05 RAMS WIKIEVENTS MLEE

Batch Size [2, 16] 16 4 4 4
Training Steps - 10000 10000 10000 10000
Window Size - 250 250 250 250

Max Span Length - 10 10 10 10
Learning Rate - 2e-5 2e-5 2e-5 2e-5
Warmup Ratio - 0.1 0.1 0.1 0.1

Max Gradient Norm - 5 5 5 5
Max Encoder Seq Length - 200 500 500 500
Max Decoder Seq Length - 250 200 360 360

IOP Length [10, 100] 70 40 40 70
TOP Length [5, 50] 30 20 10 40

Table 8: Hyperparameters for DEGAP. The hyperparameters without a search range are set to the same values as in
He et al. (2023).

Model
RAMS

Arg-I Arg-C

text-davinci-003 (Brown et al., 2020) 46.2 39.6
GPT-3.5-turbo-instruct (Ouyang et al., 2022) 43.3 37.0
GPT-4 (Achiam et al., 2023) 52.4 44.1

DEGAP (Ours) 58.5 54.2

Table 9: Performance comparison with LLMs. We re-
port their performance from (Zhou et al., 2023).

Table 9 shows that our method achieves improve-
ments of 6.1% and 10.1% in Arg-I and Arg-C F1
scores respectively, emphasizing our method’s sig-
nificant advantage over LLMs. This makes sense
because our model are trained using task-specific
data, whereas LLMs can only perform in-context
learning through one or two demonstrations. This
observation is also consistent with previous find-
ings, suggesting that despite LLMs making substan-
tial progress in many natural language processing
tasks (Zhao et al., 2023b; Muennighoff et al., 2022)
such as text generation tasks (Qin et al., 2023), fur-
ther efforts are still needed for them to excel in
generating complex structured outputs (e.g., gen-
erating structured event information) (Tang et al.,
2023; Chen et al., 2024).

B.2 Efficiency Analysis

Table 10 reports the overall inference time for DE-
GAP (w/o retrieval) and DRAAE (w/ retrieval).
It can be observed that DEGAP runs approxi-
mately 6-7 times faster than DRAAE on RAMS,
WIKIEVENTS, and MLEE, and approximately
15 times faster than DRAAE on ACE05. This is
mainly because: 1) DRAAE requires additional

Model ACE05 RAMS WIKIEVENTS MLEE

DRAAE 61.18 256.87 121.76 626.31
TabEAE 3.69 41.35 18.11 71.96
DEGAP 4.36 43.36 19.64 88.60

Table 10: Inference time (second) for different models
on test set of four datasets. Experiments are run on one
same NVIDIA GeForce RTX 3090.

time costs to retrieve the top-k similar event in-
stances and templates; 2) For the retrieved event
instances and templates, DRAAE needs to feed
them into the encoder to obtain meaningful em-
beddings. In contrast, DEGAP does not require
retrieval and further encoding. Only equipped with
a set of learnable prefixes, our DEGAP can adap-
tively learn semantic information from different
event instances and templates during training, and
provide relevant guidance at each model layer dur-
ing inference. Note that due to the parallelized
attention calculation for the introduced prefixes
and original input on the GPU, there is a negligible
impact on inference speed compared to the base
model TabEAE.

B.3 Event Template Variant

As described in § 3.1.1, the event template Te con-
sists of two parts: the type part Ie and the schema
part Se. To explore the necessity of type part Ie,
following Shi et al. (2023), we use type markers
“<Event type>” and “</Event type>” as
learnable special tokens, inserting them respec-
tively into the corresponding schema part Se as
the template for event type e. Additionally, we
compute Eq. 3 by averaging the representations of
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the type markers.

Model ACE05 RAMS WIKIEVENTS MLEE

w/ type part 74.4 54.2 67.1 73.4
r/ type part 74.2 53.9 67.3 73.1

Table 11: Analysis of the necessity for the Type part.
The numbers in the table all refer to the Arg-C F1 scores.
r/: Replace the type part with type markers.

The experimental results in Table 11 suggest that
describing the event type with natural language sen-
tence generally outperforms the use of type mark-
ers. Consequently, we retain this setting in our
event template Te. Note that as our method does
not rely on type markers that need to be learned, it
can more easily adapt to new event types.
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