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Abstract
We propose a novel framework that leverages
Visual Question Answering (VQA) models to
automate the evaluation of LLM-generated data
visualizations. Traditional evaluation meth-
ods often rely on human judgment, which is
costly and unscalable, or focus solely on data
accuracy, neglecting the effectiveness of visual
communication. By employing VQA mod-
els, we assess data representation quality and
the general communicative clarity of charts.
Experiments were conducted using two lead-
ing VQA benchmark datasets, ChartQA and
PlotQA, with visualizations generated by Ope-
nAI’s GPT-3.5 Turbo and Meta’s Llama 3.1
70B-Instruct models. Our results indicate that
LLM-generated charts do not match the accu-
racy of the original non-LLM-generated charts
based on VQA performance measures. More-
over, while our results demonstrate that few-
shot prompting significantly boosts the accu-
racy of chart generation, considerable progress
remains to be made before LLMs can fully
match the precision of human-generated graphs.
This underscores the importance of our work,
which expedites the research process by en-
abling rapid iteration without the need for
human annotation, thus accelerating advance-
ments in this field.

1 Introduction

Data analytics is integral to modern organizations,
enabling informed decision-making by interpreting
complex datasets. Effective data visualization trans-
forms vast amounts of information into actionable
insights, but the increasing volume and complexity
of data can overwhelm organizational staff. Many
individuals lack the technical skills needed to gen-
erate meaningful visualizations, creating a barrier
between data availability and utilization.

Recent advancements have seen Large Lan-
guage Models (LLMs) applied to data visualiza-
tion tasks, allowing users to create visual represen-
tations through natural language queries (Masry
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Figure 1: An overview of the VQA evaluation process
for generated visualizations. The Chart QA blocks rep-
resent trained models for chart question-answering.

et al., 2022; Methani et al., 2020). While this
progress is promising, evaluating the quality of
LLM-generated visualizations poses significant
challenges. Traditional evaluation methods rely
heavily on human judgment to assess data accu-
racy and the effectiveness of visual communication.
This dependence on human evaluators is not only
costly but also impractical for scaling across large
datasets or diverse visualization types. Subjectivity
and variability in human assessments further com-
plicate consistent benchmarking and continuous
system development.

An alternative evaluation approach involves re-
generating the input data from the visualization and
comparing it to the original dataset. Although this
method checks for data representation accuracy,
it overlooks critical factors such as visual design
clarity, interpretability, and the visualization’s abil-
ity to highlight key insights (Tenney et al., 2020).
For example, a chart might accurately reflect the
underlying data but fail to convey the intended mes-
sage due to poor color schemes, misleading labels,
or cluttered layouts. Such issues would remain
undetected through data regeneration methods, as
they focus solely on data fidelity rather than the
effectiveness of information communication.

To help address these challenges in evaluating
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visualizations, we present Visual Question An-
swering (VQA) as a more comprehensive solution.
VQA models can assess both the data and design
aspects of a chart by answering questions about its
content, offering a deeper evaluation of the visu-
alization’s effectiveness (Liu et al., 2023; Masry
et al., 2023). For example, a VQA model might
respond to queries like “What trend is depicted
in this chart?,” “Which category has the highest
value?,” or “What is the second largest bar?” These
questions assess user interpretation and the visu-
alization’s communicative success, going beyond
mere data verification. If we can accurately predict
the answers to these and similar questions, then
the chart should be adequate. This approach aligns
closely with the ultimate goal of visualizations: to
effectively communicate insights.

Moreover, VQA enables automated evaluation
at scale, reducing reliance on human evaluators
and facilitating large-scale assessments across vari-
ous visualization types. VQA provides an evalua-
tion method that mirrors real-world user interaction
with visual content by focusing on interpretability
and design aspects. An illustration of the VQA
process is shown in Figure 1. Specifically, in Fig-
ure 1, we provide an example of how our VQA-
based evaluation framework distinguishes between
real and LLM-generated visualizations. The VQA
model answers a question about the title of a graph
depicting state populations for Texas and Alabama.
In the case of a real chart, the model is able to cor-
rectly identify the title, “State Populations,” with
91% accuracy. However, when evaluating an LLM-
generated chart, which lacks a title (denoted as
“NULL”) because of issues with the chart genera-
tion process, the accuracy drops to 15%. The per-
formance difference serves as an indicator of the
LLM-generated chart’s quality. This process high-
lights how our approach can effectively measure
not only data accuracy but also the communicative
clarity of LLM-generated visualizations. Overall,
with our system, users could develop new chart
generation methods and then rapidly iterate them
using the VQA accuracy results we propose.

In this paper, we propose a novel framework that
leverages chart-based VQA models to automate the
evaluation of LLM-generated visualizations. Our
contributions are threefold:

1. We develop an automated framework capa-
ble of scaling the evaluation process for chart
generation, enabling efficient benchmarking

across multiple models and datasets.

2. We demonstrate that VQA models offer
unique, context-sensitive feedback compared
to data regeneration methods, providing a
holistic assessment of both data accuracy and
visual communication effectiveness.

3. We present empirical results that showcase the
effectiveness of our approach in large-scale
evaluations, comparing multiple LLMs using
different prompting strategies.

2 Related Work

Data visualization is crucial for interpreting com-
plex information, yet effective visualizations often
requires technical expertise (Srinivasan and Stasko,
2017; Dibia, 2023). Text-to-Viz systems (T2V)
aim to simplify this process by enabling users to
generate visualizations through natural language
queries (Shen et al., 2023; Zhang et al., 2024a).
This approach addresses challenges non-technical
users face, such as steep learning curves and dif-
ficulty selecting appropriate visualization meth-
ods (Kavaz et al., 2023). Complete T2V typically
consists of two components: data querying and
visualization (Affolter et al., 2019; Zhang et al.,
2024a). While our focus is on the visualization as-
pect, the process involves multiple steps, including
parsing the input query, identifying data attributes,
and choosing appropriate visualization styles (Mad-
digan and Susnjak, 2023). Commercial tools like
Tableau and Microsoft Power BI have incorporated
limited T2V capabilities (Maddigan and Susnjak,
2023).

Challenges for T2V include ambiguity and
under-specification in natural language, and users
often overestimate the system’s capabilities (Tory
and Setlur, 2019). Early T2V relied on rule-based
or template-based methods with shallow parsing
techniques (Shen et al., 2023; Zhang et al., 2024a),
which struggled with complex data and offered lim-
ited efficacy (Hong and Crisan, 2023). Advances
in Natural Language Processing and deep learning
introduced more robust models, such as sequence-
to-sequence architectures and pre-trained language
models like BERT and T5, improving complex-
ity and robustness but requiring extensive training
data (Zhang et al., 2024a; Tian et al., 2024; Voigt
et al., 2023). For example, FLAN-T5 has been used
to create Vega-Lite specifications for data visualiza-
tions (Voigt et al., 2023; Tian et al., 2024). Toolkits
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like NL4DV facilitated the creation of Vega-Lite
specifications from natural language (Narechania
et al., 2021). Interactive systems combining text
and speech inputs have also been developed (Srini-
vasan et al., 2020; Chowdhury et al., 2021).

LLMs have led to new approaches in generat-
ing data visualizations (Dibia, 2023; Maddigan and
Susnjak, 2023). LLMs can produce visualization
code or images directly from user queries with-
out extensive pre-training (Hong and Crisan, 2023).
Research has shown that LLMs can match the per-
formance of human data analysts (Cheng et al.,
2023), though challenges remain (Zhang et al.,
2024b; Gu et al., 2024). OpenAI’s Codex has been
used to generate visualization interfaces (Chen
et al., 2022), and GPT models have been employed
to create Python scripts (Maddigan and Susnjak,
2023). Techniques like prompt engineering and
chain-of-thought processes have enhanced LLM-
generated visualizations (Li et al., 2024; Podo et al.,
2024a).

Evaluating LLM-generated visualizations is
challenging. Traditional methods include com-
paring generated code to ground-truth specifica-
tions, comparing visual outputs, and user satis-
faction ratings (Zhang et al., 2024a). However,
these often rely on human judgment, which is sub-
jective, costly, and hard to scale (Maddigan and
Susnjak, 2023; Zhao et al., 2024; Srinivasan and
Stasko, 2020). Automated efforts primarily focus
on checking the syntax of generated code (Dibia
and Demiralp, 2019), but code similarity may not
be a good indicator of visualization quality (Chen
et al., 2024). Some frameworks attempt to auto-
mate parts of the evaluation but still require human
involvement (Chen et al., 2023; Podo et al., 2024b;
Chen et al., 2024). Moreover, LLM-generated vi-
sualizations can be prone to hallucinations and
inconsistencies (Podo et al., 2024b; Tian et al.,
2024; Maddigan and Susnjak, 2023), and may de-
pend heavily on user interventions for quality con-
trol (Tao and Xu, 2023). Research suggests that
human feedback is preferred over LLM feedback
in evaluation (Kim et al., 2024).

VQA on charts offers a promising alternative
for automated evaluation chart generation quality
instead of using human evaluation only. VQA mod-
els answer questions about data and design ele-
ments, providing a richer assessment of a chart’s
effectiveness (Liu et al., 2023; Masry et al., 2023).
Two main approaches are used: converting charts
into underlying tables for text analysis (Han et al.,

Dataset Charts Question-Answer Pairs

ChartQA 734 1,113
PlotQA 400 14,427

Table 1: Dataset sample statistics.

2023), and using multimodal models to derive an-
swers directly from the chart (Meng et al., 2024).
Datasets like ChartQA (Masry et al., 2022) and
PlotQA (Methani et al., 2020) have been instru-
mental in advancing VQA research. Models such
as Unichart (Masry et al., 2023) and MatCha (Liu
et al., 2023) have achieved high performance on
these datasets.

Building on these advancements, our work lever-
ages chart-based VQA (in contrast with general
image VQA) models to automate the evaluation
of LLM-generated visualizations. By focusing on
both data accuracy and visual communication ef-
fectiveness, we address the limitations of previous
evaluation methods and enable scalable, automated
assessment without human intervention.

3 Data

Our study uses subsets from two datasets:
PlotQA (Methani et al., 2020) and ChartQA (Masry
et al., 2022). The statistics for the subsets of both
datasets used in our study are shown in Table 1.

PlotQA. The PlotQA dataset (Methani et al., 2020)
is a large-scale benchmark for visual question an-
swering (VQA) over scientific plots, comprising
over 224,000 plots and approximately 28.9 million
question-answer pairs derived from real-world data
sources. It challenges models to interpret complex
data visualizations by categorizing questions into
three main types: Structural Understanding, which
involve questions about the overall structure of the
plot without requiring quantitative reasoning (e.g.,
the presence of grid lines or legend labels); Data
Retrieval, which require extracting specific data
values directly from the plot (e.g., reading exact
numerical values or labels); and Reasoning, which
involve numerical reasoning over multiple plot el-
ements or comparative analysis (e.g., performing
arithmetic calculations, comparisons, or interpret-
ing trends). This diversity of question types neces-
sitates models that can handle complex reasoning
tasks, precise data extraction, and an understanding
of structural nuances in various plot types, making
PlotQA a challenging and comprehensive dataset
for evaluating the reasoning capabilities of models
in the context of data visualizations. We sample
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14,427 QA pairs from 400 charts because of com-
mercial API costs for chart generation and compu-
tational expenses.

ChartQA. ChartQA is a comprehensive bench-
mark dataset designed to advance research in ques-
tion answering over data visualizations, specifically
focusing on charts like bar graphs, line graphs, and
pie charts. It comprises 4,804 charts with 9,608
human-authored question-answer pairs (ChartQA-
H) and 17,141 charts with 23,111 machine-
generated question-answer pairs (ChartQA-M), re-
sulting in a total of 21,945 charts and 32,719
questions. The charts are collected from diverse
real-world sources such as Statista, Pew Research,
Our World in Data, and the OECD, ensuring
various chart styles, topics, and data representa-
tions. ChartQA emphasizes complex reasoning
tasks that require models to perform multiple logi-
cal and arithmetic operations and to handle open-
vocabulary answers derived from chart data, rather
than selecting from a fixed set. Many questions
also involve visual reasoning, referring to specific
visual attributes like color, size, or position of chart
elements. Because of the cost of testing commer-
cial models, we sample 734 charts to have around
1,100 question-answer pairs.

4 Methodology

We provide a high-level overview of our paper in
Figure 2. Overall, our framework has four main
components. First, we generate charts using two
popular LLMs for both datasets used in our study.
Second, we benchmark the chart generation quality
of the LLMs using the chart question-answering
task. Third, we manually review all contrasting
errors (i.e., errors made by one model, but not
the other) to ensure the question-answering task
is working as expected. Fourth, we perform a small
survey study where we have participants review
charts and then we compare the results with the
benchmarking from Step 2. Steps 1 and 2 are the
evaluation framework we are proposing. Steps 3
and 4 are how we evaluate whether the VQA results
accurately measure chart quality.

Step 1: Baseline Methods and Dataset Prepara-
tion.

In this step, we use two LLMs to generate data
visualizations from a prompt. Specifically, we use
OpenAI’s GPT-3.5 Turbo-0125 and NeuralMagic’s
Meta Llama 3.1 70B-Instruct-FP8 models (Magic,
2024) to produce Python matplotlib code that cre-

ates charts based on provided datasets. Our focus
is on designing effective prompts for these LLMs
using zero-shot and few-shot prompting strategies.

In the zero-shot setting, the LLMs receive only
the task instructions and the data without any ex-
amples. The system prompt instructs the model to
generate Python code for data visualization:

System Instructions

You are a data analyst tasked with creating
data visualization plots based on the provided
data. Output should be formatted as Python
matplotlib code and must include both
fig.clf() and the bbox_inches=’tight’
parameter. Use the specified title, chart type,
and data for the axis labels and counts. Do
not use list(range). Ensure data value la-
bels are on the chart, place legends outside
the chart, and save the chart as a PNG file
using the specified filename.

The data prompt then provides the specific chart
details

Input Query

data_pass = “Title: title_text / Data:
final_string / Chart type: figure_type
/ File Name: png_file”

where title_text is the chart title,
final_string contains the data in text for-
mat, figure_type specifies the chart type (e.g.,
bar, line), and png_file is the desired output file
name. This prompt directs the LLM to generate
the appropriate Python code to create the chart as
per the given specifications. In the few-shot setting,
the system prompt is mentioned once, and the data
prompt (Input Query) is repeated for each of the
in-context examples.

Step 2: Benchmarking Chart Quality using
Question-Answering.

We used two VQA models to perform the
question-answering task. Masry et al. (2023) de-
veloped UniChart, a model with two modules (a
chart encoder based on the document image Donut
model (Kim et al., 2022), plus a text decoder based
on a BART model (Lewis, 2019)) pretrained on
more than 600,000 charts, optimized explicitly for
the ChartQA dataset. UniChart processes a plot
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Figure 2: Overall framework for our study, where we perform automatic chart generation, benchmarking using chart
question answering, manually analyze errors, and perform a survey on chart quality.

image by first encoding its textual elements (such
as legends and axis labels), visual elements (like
bars and lines), and the overall layout. It then de-
codes this information to generate answers based
on the content of the plot. Liu et al. (2023) created
MatCha, adding chart derendering and mathemati-
cal reasoning pretraining to the Pix2Struct vision-
language model (Lee et al., 2023). Unichart and
Matcha were chosen because they both reported
high performance on VQA with the ChartQA and
PlotQA datasets, respectively.

The VQA models are applied to the charts gen-
erated in Step 1 in order to derive listings of gener-
ated answers which were then assessed against the
ground truth answers from the two datasets. Accu-
racy is defined as the answer from the VQA models
matching the ground truth in the dataset. For text
responses, strict accuracy was employed but re-
laxed accuracy (Masry et al., 2022) was used for
mathematical and numerical responses. Relaxed
accuracy is operationalized as accepting numerical
values that are within plus or minus five percent.

Step 3: Manual Quality Analysis. We manually
reviewed the errors made exclusively by GPT-3.5
Turbo and Llama 3.1 to ensure that our VQA eval-
uation accurately reflects the quality of the charts
generated by these models. Using a qualitative
coding framework, we categorized these errors to
determine whether discrepancies were due to issues
in the charts or unrelated factors. This is important
because if the VQA errors aren’t caused by issues
with the chart quality, then using the VQA task to
assess the quality of the charts wouldn’t be a valid
evaluation method.

In our analysis, we identify instances where the
VQA model marked answers incorrect for charts
from one LLM but correct for the other. We exam-

ined each case, categorizing errors as either visu-
alization errors—such as incorrect data representa-
tion, mislabeled axes, missing titles, or overlapping
labels—or errors due to the VQA model itself, like
misinterpretation or ambiguous questions. Because
VQA models are not perfect, we expect those issues
to impact both models similarly.

By categorizing the errors, we assess whether
the VQA task effectively measures chart quality. If
most errors stem from visualization issues in the
charts, it confirms that VQA is a valid assessment
tool. For example, if GPT-3.5 Turbo’s chart had
poorly presented labels that led the VQA model to
misinterpret data, while Llama’s chart didn’t, the is-
sue would stem from chart quality. This shows that
the VQA task reflects chart performance, while also
helping us identify the types of errors our frame-
work detects.

Step 4: Surveys. In this paper, we focus on as-
sessing the quality of charts generated by large
language models (LLMs) when converting struc-
tured data into visualizations. To evaluate these
charts, we designed a set of questions for human
participants, aligning them with the question types
used in the PlotQA dataset (Methani et al., 2020).
The PlotQA dataset categorizes questions into three
main types: Structural Understanding, Data Re-
trieval, and Reasoning. We aim to draw correla-
tions between human assessments and automated
evaluation metrics by mapping our human evalua-
tion questions to these types.

The following questions guide our human evalu-
ation, where participants assess the accuracy, read-
ability, and overall usefulness of these charts:

Q1: The LLM-generated chart accurately displays
a title reflecting the data depicted in the original
data file.(Structural Understanding) This ques-
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tion corresponds to the Structural Understanding
type in PlotQA. The title of a chart serves as a
crucial summary of the data it represents. This
question evaluates whether the LLM can produce
a chart title that accurately reflects the underlying
data, ensuring that viewers can quickly grasp the
content of the visualization.

Q2: The X-axis labels on the LLM-generated
chart accurately display the labels depicted in
the original data file.(Structural Understanding)
Aligned with Structural Understanding in PlotQA,
the X-axis often represents categories or time inter-
vals in visualizations. This question focuses on the
LLM’s ability to correctly generate X-axis labels
that are faithful to the labels present in the data
file, ensuring correct interpretation of the chart’s
horizontal dimension.

Q3: The Y-axis labels on the LLM-generated
chart accurately display the labels depicted in the
original data file. (Structural Understanding)
Also a Structural Understanding question type, the
Y-axis typically corresponds to numerical values
or other measurements. This question evaluates
whether the Y-axis labels in the LLM-generated
chart match the values in the data file. Accurate
Y-axis labels are essential for interpreting data mag-
nitude and making comparisons across categories.

Q4: The data points on the LLM-generated chart
accurately display the values depicted in the origi-
nal CSV data file. (Data Retrieval) This question
maps to the Data Retrieval type in PlotQA. Data
point accuracy is critical to ensure the visualiza-
tion faithfully represents the dataset. It measures
whether the individual data points (e.g., bars, lines,
or dots) on the chart match the corresponding val-
ues in the CSV file, maintaining the integrity of the
visualized data.

Q5: The LLM-generated chart is easy to read
and understand. (Reasoning) This question re-
lates to the Reasoning type in PlotQA, specifically
concerning the user’s ability to perform reasoning
tasks using the chart. Even if a chart is accurate,
it must also be easy for users to interpret. This
question evaluates the chart’s readability, including
clarity of labels, appropriate scaling, and overall
visual design. Readability ensures that users can
extract insights and perform complex reasoning
without unnecessary cognitive effort.

Q6: Overall, the LLM-generated chart serves its

intended purpose in a satisfactory manner. (Com-
prehensive Assessment) This question encom-
passes all three PlotQA question types—Structural
Understanding, Data Retrieval, and Reasoning. It
assesses the overall effectiveness of the chart in ful-
filling its intended purpose, whether that be convey-
ing specific trends, making comparisons, or sum-
marizing key data points. Participants evaluate
whether the chart helps them interpret and draw
meaningful conclusions from the data.

Each of these questions is measured using a 5-
point Likert scale, where participants rate their
level of agreement with each statement (1 =
Strongly Disagree, 5 = Strongly Agree). By map-
ping our evaluation questions to the PlotQA ques-
tion types, we aim to correlate human ratings with
automated evaluation metrics, providing a compre-
hensive understanding of how well LLM-generated
charts perform in practical scenarios.

5 Results

Implementation Details. We used the Neural-
Magic’s Meta LLaMA 3.1 70B-Instruct-FP8 mod-
els (Magic, 2024) for our prompting-based experi-
ments, running it on two NVIDIA A6000 GPUs. To
generate outputs, we set the sampling parameters
with a temperature of 0.1, top-p of 0.9, and a maxi-
mum token limit of 2,000 to balance coherence and
diversity in the model’s responses. All experiments
were conducted using PyTorch (Paszke et al., 2019)
and the Hugging Face Transformers library (Wolf,
2019). We only used three few-shot examples in
our experiments.

Comparison Metrics. We also measure the accu-
racy of the charts by extracting the data depicted
in them. Two metrics were used to gauge the ac-
curacy of the extracted data, comparing the ex-
tractions with the ground truth data files from the
datasets. Similarity Score uses the normalized dis-
tance between the extracted values from each LLM-
generated chart and the ground truth data files. This
is calculated as the absolute difference between x1
and x2, divided by (x1 + 1e−15), where x1 is the
ground truth data and x2 is the extracted data. The
second method, Exact Match, computes the per-
centage of charts whose extracted data tables are
exact matches with the ground truth tables. The
Python pandas function “exact” was applied to each
column to verify that the columns were identical
(which checks that items match exactly and are in
the correct order) and is thus a more challenging
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Model Overall Human (n=390) Augmented (n=723) Sim. Score Exact Match

Original Charts 64.4 35.4 80.1 97.8 70.6

GPT3.5 Zero-Shot 42.3 21.5 53.5 97.0 30.8
Llama 3.1 Zero-Shot 51.1 34.0 60.9 95.3 33.1
GPT3.5 Few-Shot 44.2 23.7 55.2 97.2 43.5
Llama 3.1 Few-Shot 58.0 37.1 69.9 93.1 35.8

Table 2: VQA Results from ChartQA Dataset. The UniChart VQA model was used for these experiments.

Arithmetic Comparison Compound Data-Retrieval Min-Max Structural
Model Overall (n=1,789) (n=1,044) (n=2,311) (n=3,352) (n=1,146) (n=4,485) Sim. Score Exact Match

Original Charts 80.6 43.6 73.2 71.2 88.3 94.1 92.0 92.2 16.0

GPT3.5 Zero-Shot 60.5 22.7 61.3 54.3 59.6 76.8 74.2 92.5 49.3
Llama 3.1 Zero-Shot 54.6 16.9 51.5 49.9 57.2 65.9 67.0 82.7 25.0
GPT3.5 Few-Shot 62.4 23.8 63.9 54.6 61.9 80.7 75.9 92.3 37.0
Llama 3.1 Few-Shot 61.9 23.9 63.8 54.2 62.4 79.7 74.6 93.1 35.8

Table 3: VQA Results from PlotQA Dataset. The MatCha VQA model was used for these experiments.

Error Type GPT3.5 Errors Llama Errors

VQA Model Error 38 (22.89%) 6 (15.79%)
Actually Correct 2 (1.20%) 1 (2.63%)

Bar Boundaries 2 (1.20%) 0 (0.00%)
Category Ambiguous 10 (6.02%) 0 (0.00%)
Colors Not Matching 6 (3.61%) 1 (2.63%)
Dates Errors 49 (29.52%) 11 (28.95%)
Labels Overlapping 55 (33.13%) 12 (31.58%)
Wrong Type of Bars 3 (1.81%) 7 (18.42%)
Chart Not Displaying 1 (0.60%) 0 (0.00%)

Table 4: Visualization Error Mismatches Between Chat-
GPT and Llama

metric than the first method.

Benchmark Results. We report the ChartQA
benchmark results in Table 2. Overall, we make
four major findings. First, all performance met-
rics are lower on the generated charts than on the
original charts. At least at a superficial level, this
is useful to know that LLMs struggle to generate
human-quality charts. The best performance over-
all performance was by the Llama 3.1 70B model,
which achieved an accuracy of 58.0., which is more
than 6% lower than the original scores of 64.4. Sec-
ond, we find that few-shot methods outperform
zero-shot methods, e.g., Llama 3.1 70B improves
from 51.1 to 58.0. Third, we make the interesting
observation that the performance is much lower
on the human-generated charts (Human (n=390))
than on the automatically-generated charts (Aug-
mented (n=723)). The performance is lower on the
original charts and on the LLM-generated charts.
Intuitively, this is because human-generated charts
generally require much more complex visualization
strategies, which makes it more difficult to extract
relevant information from VQA models. Hence,

the automatically generated charts give a much bet-
ter performance estimate (chart quality). This can
be seen by the little or no differences between the
original charts and generated charts for the Human
column. As the VQA models improve, human-
generated charts will be an important testbed, but
because VQA models do not perform well on these
examples, automatically generated charts should
be the focus. Moreover, there is still a huge gap
between the original chart accuracy (80.1) and the
best LLM charts (69.9). Fourth, we find that the
data regeneration methods only provide a limited
view on model performance. With Similarity Score
(Sim. Score), all methods perform similarly, with
little room for improvement. Moreover, the Exact
Match score does not rank models correctly (the
best model is GPT3.5 Few-Shot (this finding is vali-
dated in the error analysis) because of its sensitivity
to order and scale.

In Table 3, we report the benchmark results on
the PlotQA dataset. We make similar findings
as the ChartQA dataset, e.g., Few-shot methods
outperform Zero-shot. But, on this dataset, per-
formance is similar for both Llama 3.1 70B and
GPT3.5. This dataset is synthetic, so overall per-
formance is high for the original charts, making
it a good benchmark. Moreover, it has questions
which are subcategorized. For instance, we find
a substantial drop in the data-retrieval questions
on the LLM-generated charts. We also find that
the data extraction results are all over the place on
this dataset, thus not providing a good evaluation
metric (e.g., exact match is worse on the original
charts).

Error Analysis. In Table 4, we report the results of
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Question GPT3.5 Llama 3.1

The LLM-generated chart accurately displays a title reflecting 4.82 4.88
the data depicted in the original CSV data file.
The X-axis labels on the LLM-generated chart accurately displays 4.28 4.15
the labels depicted in the original CSV data file.
The Y-axis labels on the LLM-generated chart accurately displays 4.80 4.91
the labels depicted in the original CSV data file.
The data points on the LLM-generated chart accurately displays 4.85 4.75
the values depicted in the original CSV data file.
The LLM-generated chart is easy to read and understand. 3.79 3.95
The LLM-generated chart is visually appealing. 3.68 3.68
Overall, the LLM-generated chart serves its intended purpose 3.85 3.87
in a satisfactory manner.

Table 5: Human Evaluation Results: ChartQA Few-Shot

(a) GPT3.5 (b) Llama

Figure 3: Examples of Differences in Chart Generation

Figure 4: Original Ground Truth chart

the manual error analysis of our study. In this study,
we focus on the ChartQA dataset errors. We manu-
ally reviewed errors made by one model but not the
other. These errors were categorized into nine error
categories. For example, the VQA Model Error
category represents errors where the figures look
relatively correct, but the model still did not gener-
ate a correct output for some reason. We make two
major findings. First, VQA errors are really only a
small proportion (based on percentage) of the total
errors, and the proportion is relatively similar for
both GPT3.5 and Llama errors. For all other errors,
we could hypothesize visualization-related issues
that caused the errors. Date errors generally result
in weird date displays, e.g., 2024.00. Second, the
number of errors made by GPT3.5 is larger than
Llama, even after accounting for VQA Model Er-
rors. This suggests that the finding that Llama 70B

outperforms GPT3.5 on the ChartQA dataset is a
robust and correct finding. See the Appendix for
examples of the charts and error types.

In Figure 3 and 4, we also show example charts
and generations from the PlotQA dataset. Overall,
we found that many of the errors in this dataset
were caused by issues with the headings not match-
ing the original figure. There are some cases where
Llama does a better job at handing the headers
and orienting the figures correctly, as shown in the
example. However, the differences between both
models were minimal.

Human Study. In Table 5, we report the results
of our human study. Specifically, two participants
answered survey questions about chart quality (see
Methodology section for details). The participants
looked at a total of 200 charts each, 100 Llama
Few-shot charts and 100 GPT3.5 few-shot charts.
The correlation between participants for the aver-
age ratings for GPT3.5 and Llama on each ques-
tion was .793 and .853, respectively. As previously
mentioned, we categorized these questions into the
question types used in the PlotQA dataset. Here we
find that the reasoning questions, e.g., “The LLM-
generated chart is easy to read and understand” per-
form worse than data retrieval and structural under-
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standing of the charts. These findings match the
findings from the PlotQA dataset (e.g., Arithmetic
or Compound Questions vs. Data-Retrieval, Min-
Max and Structural questions). It is important to
note that the participants did not review the original
charts, yet the results show the power of the VQA
evaluation strategy.

Discussion. Our findings underscore both the po-
tential and current limitations of using chart-based
question-answering (QA) models to evaluate LLM-
generated visualizations automatically. While inte-
grating VQA models into an evaluation framework
enables scalable and nuanced assessment, our anal-
yses reveal that certain areas merit deeper explo-
ration and refinement.

Curating More Targeted Questions. One avenue
for future work involves the careful curation of
question sets that better capture the full spectrum
of chart quality. Although our current framework
demonstrated that VQA models can detect issues
involving labeling, alignment, and representation,
it relied heavily on pre-existing QA datasets not
specifically tailored for LLM-generated visualiza-
tions. This limits the types of evaluation we can do
with this approach. Future research should explore
more targeted and refined sets of questions that ex-
plicitly probe each critical aspect of chart design.
For instance, specialized questions could be devel-
oped to evaluate whether the chosen color palettes
sufficiently distinguish between categories, assess
whether scale and tick mark increments are appro-
priate, or test the clarity of legends and annotations.
By tailoring questions to common error patterns
found in LLM-generated charts, it will be possi-
ble to localize and quantify specific charting issues
more accurately. We could even develop questions
that target specific attributes (e.g., labels) multiple
times to have a more robust understanding of where
the charts need improvement. A single question
can be noisy, and it is unclear if the error is random
or showing a real chart issue. This approach can
also help disentangle errors stemming from under-
lying data representation, stylistic interpretation, or
visual design choices. As QA models evolve, the
targeted question sets could serve as benchmarks
highlighting subtle differences in chart clarity and
effectiveness.

Enhancing Accessibility Through Chart QA. An-
other promising direction for future work lies in us-
ing chart QA models to improve accessibility, par-

ticularly for individuals with visual impairments.
While improving chart quality benefits all users,
QA-driven chart understanding can serve as a mech-
anism for delivering alternative representations of
visual data. For example, a user who cannot see the
chart directly could still benefit from a QA model
capable of accurately answering queries such as
“Which bar represents the highest value?,” “What
does the title and subtitle indicate?,” or “Does the
chart show a trend over time, and if so what type of
trend?” This information could be integrated into
screen reader technologies or chat-based interfaces,
enabling visually impaired users to obtain mean-
ingful insights from complex data visualizations.
Instead of relying on simply generating better sum-
marization and chart QA tools, we can improve
charts to perform better with chart QA models.

6 Conclusion

We introduced a framework that leverages Visual
Question Answering (VQA) models to automate
the evaluation of data visualizations generated by
Large Language Models (LLMs). This approach
addresses the limitations of traditional methods
by providing a scalable assessment of both data
fidelity and communicative effectiveness. Exper-
iments on the ChartQA and PlotQA datasets re-
vealed that while current LLMs like GPT-3.5 Turbo
and Llama 3.1 70B-Instruct do not yet match the ac-
curacy of original non-LLM-generated charts, few-
shot prompting significantly enhances their perfor-
mance. Our error analysis and human study con-
firmed that VQA models effectively reflect chart
quality by capturing visualization issues inherent
in LLM-generated charts. This work enables effi-
cient benchmarking and continuous improvement
of LLM-driven data visualization systems. There
are two major future research directions. First,
we can explore how the VQA model performance
impacts chart quality estimates. Better aligning
and designing the questions that are easy for VQA
models from the bottom can make the evaluation
more robust. Second, design (e.g., visual quality)
is important, and incorporating a chain-of-thought
(CoT) structure to improve reasoning, yet com-
pletely unexplored here.
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Limitations

While our proposed framework provides a scal-
able method for evaluating LLM-generated data
visualizations using VQA models, it has several
limitations that warrant discussion.

First, the reliability of our evaluation is inher-
ently tied to the accuracy of the VQA models em-
ployed. Current VQA models may not fully capture
all the nuances of chart interpretation, especially
when dealing with complex visual elements or un-
conventional chart types. This dependency means
that any limitations in VQA accuracy could directly
impact the validity of our assessment of the LLM-
generated charts.

Second, due to computational and resource con-
straints, our experiments utilized subsets of the
ChartQA and PlotQA datasets. Although these
subsets provided valuable insights, they may not
fully represent the diversity and complexity of real-
world data visualizations. Expanding the scope
of our evaluation to include more extensive por-
tions of these datasets—or additional datasets alto-
gether—could enhance the robustness of our find-
ings and provide a more comprehensive understand-
ing of LLM performance in generating accurate and
effective visualizations.

Third, the questions used in our evaluation were
derived from existing datasets and may not be per-
fectly aligned with the specific visual aspects of the
charts generated by the LLMs. This misalignment
could lead to an incomplete or skewed assessment
of chart quality. Future work should focus on devel-
oping more targeted questions that are specifically
designed to evaluate particular visual attributes or
design elements of the generated charts. By align-
ing question types more closely with the visual
features being assessed, we can obtain more pre-
cise estimates of chart quality and better identify
areas where LLMs excel or require improvement.

Addressing these limitations will be crucial for
refining our evaluation framework and enhancing
its applicability. Improvements in VQA model ac-
curacy, the use of larger and more diverse datasets,
and the development of tailored evaluation ques-
tions will collectively contribute to a more robust
and insightful assessment of LLM-generated data
visualizations.
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A Appendix

The following examples illustrate where the charts
generated by GPT3.5 were not correctly evaluated
by the VQA model while the version generated by
Llama were. The major categories from Table 6
are depicted.

Chart Visualization Errors: Category Ambigu-
ous

Question: What percentage of COVID-19 pa-
tients died after contracting the virus?

Because the question did not specifically ask for
which condition led to death, the VQA model had
to choose which percentage to report, as shown in
Figure 5.

(a) Ground Truth

(b) GPT3.5

(c) Llama

Figure 5: Chart Visualization Errors: Category Ambigu-
ous
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ing
Question: What percentage is represented by

the navy blue bar?
The colors used in the ground truth charts were

not provided in the instructions to the LLMs, so
the generated-charts did not necessarily match the
original, as shown in Figure 6.

(a) Ground Truth

(b) GPT3.5

(c) Llama

Figure 6: Chart Visualization Errors: Colors Not Match-
ing

Chart Visualization Errors: Dates Errors
Question: What was the Polish gender equality

index score between 2005 and 2019?
The date labels on the X-axis are not correct

on the GPT3,5-generated chart, leading to incor-
rect answers from the VQA model, as shown in
Figure 7.

(a) Ground Truth

(b) GPT3.5

(c) Llama

Figure 7: Chart Visualization Errors: Dates Errors

Chart Visualization Errors: Labels Overlap-
ping

Question: How many daily active users did
Douyin have in comparison to the period prior to
the epidemic?

The category labels on the X-axis are not correct
on the GPT3.5-generated chart, leading to incor-
rect answers from the VQA model, as shown in
Figure 8.
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(a) Ground Truth

(b) GPT3.5

(c) Llama

Figure 8: Chart Visualization Errors: Labels Overlap-
ping

Chart Visualization Errors: Wrong Type of
Bars

Question: How many bars (combined) in the
chart?

The GPT3.5-generated chart does not utilize
stacked bars, leading to incorrect answers from

the VQA model, as shown in Figure 9.

(a) Ground Truth

(b) GPT3.5

(c) Llama

Figure 9: Chart Visualization Errors: Wrong Type of
Bars
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