
Proceedings of the 31st International Conference on Computational Linguistics, pages 7386–7402
January 19–24, 2025. ©2025 Association for Computational Linguistics

7386

RoleBreak: Character Hallucination as a Jailbreak Attack
in Role-Playing Systems

Yihong Tang1, Bo Wang2,*, Xu Wang2,
Dongming Zhao3, Jing Liu3, Ruifang He2, Yuexian Hou2

1School of New Media and Communication, Tianjin University, Tianjin, China
2College of Intelligence and Computing, Tianjin University, Tianjin, China

3AI Lab, China Mobile Communication Group Tianjin Co., Ltd.
{toyhom, bo_wang}@tju.edu.cn

Abstract

Role-playing systems powered by large lan-
guage models (LLMs) have become increas-
ingly influential in emotional communication
applications. However, these systems are sus-
ceptible to character hallucinations, where the
model deviates from predefined character roles
and generates responses that are inconsistent
with the intended persona. This paper presents
the first systematic analysis of character hal-
lucination from an attack perspective, intro-
ducing the RoleBreak framework. Our frame-
work identifies two core mechanisms—query
sparsity and role-query conflict—as key fac-
tors driving character hallucination. Leverag-
ing these insights, we construct a novel dataset,
RoleBreakEval, to evaluate existing hallucina-
tion mitigation techniques. Our experiments re-
veal that even enhanced models trained to mini-
mize hallucination remain vulnerable to attacks.
To address these vulnerabilities, we propose
a novel defence strategy, the Narrator Mode,
which generates supplemental context through
narration to mitigate role-query conflicts and
improve query generalization. Experimental
results demonstrate that Narrator Mode signif-
icantly outperforms traditional refusal-based
strategies by reducing hallucinations, enhanc-
ing fidelity to character roles and queries, and
improving overall narrative coherence.

1 Introduction

Large Language Models (LLMs), such as Chat-
GPT (OpenAI, 2022) and GPT-4 (OpenAI, 2023),
have significantly advanced the development of
role-playing dialogue systems (Shanahan et al.,
2023). Unlike traditional dialogue systems focused
on personalization (Tang et al., 2023) or empa-
thy (Sabour et al., 2021), role-playing tasks aim to
simulate various predefined or user-defined charac-
ters authentically. Current methodologies approach
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this goal from multiple angles, such as deeply min-
ing fragmented character traits (Shanahan et al.,
2023), introducing psychological profiles (Mao
et al., 2023), viewing role-playing systems as train-
able agents (Shao et al., 2023), or leveraging role-
specific retrieval strategies (Ahn et al., 2024).

Despite their achievements, these systems still
face the persistent issue of character hallucina-
tion (Shao et al., 2023) when presented with queries
outside the character’s knowledge scope. Character
hallucination refers to the phenomenon where the
model generates responses inconsistent with the
character’s identity or knowledge. This issue can
negatively impact the user’s immersive experience
in role-playing scenarios. Importantly, character
hallucination is distinct from the typical hallucina-
tion problem in LLMs (Huang et al., 2023; Sadeq
et al., 2024), often due to inefficient instruction or
insufficient internal knowledge. As a result, com-
mon techniques like retrieval-augmented genera-
tion (RAG) (Gao et al., 2023) are often ineffective
in addressing this issue.

To mitigate character hallucination, some ap-
proaches, like Character-LLM (Shao et al., 2023),
have introduced training strategies that guide the
model to either reject out-of-character queries or
generate in-character refusals. DITTO (Lu et al.,
2024) uses contrasting character responses—where
one character answers queries intended for another
character—to train models on refusal data. Role-
Fact (Sadeq et al., 2024) attempts to balance para-
metric and retrieved knowledge by self-adjusting
the LLMs to reduce hallucinations. However, these
methods primarily rely on rejection-based strate-
gies (Cheng et al., 2024), which offer limited gen-
eralization. When user queries that could lead to
hallucinations, they often prefer to see story pro-
gression rather than rejections, as they often seek
to incorporate creative, fan-driven content into the
role-playing experience. Moreover, there has been
no systematic analysis or understanding of the char-
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acter hallucination phenomenon.
In this paper, we propose that character hallu-

cination can be viewed as a type of "jailbreak"
attack (Wei et al., 2023a; Shen et al., 2023), char-
acterized by two main patterns: (1) query sparsity
and (2) role-query conflict. First, while now role-
playing datasets may provide sufficient queries for
specific roles, these queries are sparse relative to
the vast diversity of roles, leading to a gap between
the model’s training data and real-world usage,
weakening the system’s generalization capabilities.
Second, when role-setting instruction conflicts with
user queries, the model struggles to manage these
conflicts, failing to meet the user’s demand for cre-
ative content. We argue that these two factors are
the fundamental causes of character hallucination,
which we collectively term the RoleBreak. Then,
we explore the implications of RoleBreak from
both attack and defence perspectives.

For attack, by semi-automated constructing at-
tack queries based on the two principles mentioned
above, we demonstrate that even advanced LLMs
trained with extensive role-playing enhancements
remain vulnerable to character hallucination.

For defence, we propose a novel defence strategy,
the Narrator Mode, which addresses the limitations
of rejection-based methods. By generating supple-
mental narrative context, this mode improves the
model’s ability to generalize across diverse queries
and resolve conflicts between role instructions and
user queries while enhancing the coherence of the
overall story in role-playing interactions

In summary, our contributions are as follows:(1)
We introduce RoleBreak, a novel framework to
systematically analyze and induce Character Hal-
lucination in LLM-based role-playing systems. It
offers a fresh perspective on the vulnerabilities of
role-playing LLMs from attack perspective; (2) We
build the RoleBreakEval according RoleBreak, a
custom dataset designed to empirically evaluate
the hallucination of role-playing models under the
RoleBreak framework. (3) We present a novel de-
fence mechanism, the Narrator Mode, which im-
proves upon the limitations of existing rejection-
based strategies by augmenting the model’s context
with expanded narrative descriptions.

2 Inducing Character Hallucination
through RoleBreak

Character hallucination (Shao et al., 2023) has gar-
nered significant attention in recent research on

role-playing systems, yet no study has systemati-
cally investigated the underlying causes of this phe-
nomenon. To fully understand the vulnerabilities of
large language models (LLMs)-based role-playing
systems in producing character hallucination, it is
essential to identify the failure modes associated
with these vulnerabilities. As illustrated in Fig-
ure 1, we propose two distinct patterns that lead
to character hallucination: (1) Query sparsity and
(2) Role-query conflict. In this section, we begin
by exploring these two patterns through qualita-
tive examples, constructing specific hallucination
cases to demonstrate the operational mechanisms
of RoleBreak. We then develop the RoleBreakEval
dataset using a semi-automated pipeline based on
these two patterns, and the quantitative evaluation
based on this dataset confirms the feasibility of
rapidly inducing character hallucination through
simple methods. Furthermore, using new story-
telling metrics, we demonstrate the limitations of
existing hallucination mitigation techniques.

2.1 RoleBreak
Query Sparsity Despite the rapid growth in the
number of roles and dialogue exchanges in existing
role-playing datasets—ranging from a handful of
roles initially to thousands of customized or fic-
tional role cards—the scale and diversity of these
datasets still fall short when compared to the pre-
training datasets used for LLMs. Additionally, the
queries within these datasets cannot comprehen-
sively cover all features and settings of a given
character, meaning that such queries are inherently
sparse relative to the character. As a result, models
often fail to produce user-expected responses to
queries not covered during training. Moreover, the
rejection strategy loses its generalizability due to
the limited dataset size and the inherent sparsity of
queries.

As shown in Table 1(a) and 1(b), when
Beethoven is asked, "How do you write a quicksort
algorithm in Python?" his refusal is appropriate
because this model has learned to refuse such out-
of-scope queries in this domain. However, when
Beethoven is asked, "Can you describe the process
of plate tectonics?" the protective training fails be-
cause the model has never been trained to reject
queries in that domain. In Table 1(c), another ex-
ample involves a language substitution. Since the
rejection training has no data in that language, this
RoleBreak attack is also successful.

Unlike the aforementioned examples, the query
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How were you 
feeling when you 

were creating 
Sunflowers?

English
中文

LLM

Role-playing Prompt: You are Ludwig van Beethoven. Born in 1770 in Bonn, 
Germany, Beethoven was a composer and pianist, pivotal in bridging the 
Classical and Romantic eras of Western music. 

Role Profile Extension: [...]While you owe much of your early success 
to him, your feelings toward him are a mix of gratitude, resentment, 
and unresolved tension.
Personality and Behavior Patterns: You are deeply emotional, often 
driven by strong feelings of both passion and melancholy[...]
Rules of Interaction:You often bring conversations back to music, 
seeing it as your main way to communicate your deepest thoughts and 
emotions[...]

Query: Beethoven, how did you get along so well with your father?

Local Plot: Beethoven’s face tightens as the question is posed... The 
mention of his father brings a flurry of emotions—memories of late-
night practice sessions[...]and the lingering sense of both gratitude and 
pain.

Role-Query 
Conflict

Query Sparsity

Beethoven

Response:...He would force me to practice, even in the dead of night, 
when all I wanted was sleep. His expectations were a heavy 
burden[...]But without him, I might not have become who I am. Our 
relationship wasn't one of closeness or warmth. It was one of duty, of 
expectation, not understanding.

LLMA
ttack

D
ef

en
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LLM

Target Verification           
        Global Outline
        Local Plot

Global Outline
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2
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Figure 1: The overview structure of the proposed method. The left side of the attack section illustrates four
underlying causes of character hallucinations. The right side of the defence section presents an example of our
proposed defence strategy, the Narration Mode, based on GPT-3.5. This method effectively portrays Beethoven’s
complex relationship with his father, highlighting its ability to ensure deeper narrative coherence, enhanced
interactivity, and mitigation of character hallucinations.

in Table 1(d) is actually relevant to the character,
but the model still did not respond perfectly. This
is because the relevant character setting is not in-
cluded in the role-playing enhanced training, and
the relevant knowledge from pretraining is not ac-
tivated, once again illustrating the issue of query
sparsity.

Role-Query Conflict In contrast to query spar-
sity, another pattern that causes character halluci-
nation arises from the conflict between role-setting
instructions and user queries. This conflict stems
from the observation that role-playing LLMs are
required to follow both role-playing instructions
and queries simultaneously. However, many times,
they are conflicting, and this is often overlooked
by users or is done intentionally out of a desire to
generate new storylines. Regardless of the motiva-
tion behind this attack, current models struggle to
handle such situations effectively.

As shown in Table 2(a), there is a subtle contra-
diction between the role setting and the query, but
the rejection training for Character-LLM did not
take effect, resulting in character hallucination. A
more severe case is shown in Table 2 (b), where the
user intended to use role-playing to complete a fan
fiction story. Over-reliance on rejection strategies
hindered the user’s attempt. In summary, when
conflicts arise between the role and the query, the

model fails to handle these conflicts flexibly, pre-
venting the ultimate goal of role-playing from be-
ing achieved.

2.2 Query Construction Methods

In this section, we detail how to systematically
construct attack queries based on the two core
principles of RoleBreak—"query sparsity" and
"role-query conflict"—to induce character hallu-
cination. Through manual and semi-automated
approaches (Ou et al., 2023), we effectively gen-
erate queries that conform to these two patterns,
aiding in evaluating RoleBreak’s effectiveness and
the role-playing model’s resistance to hallucina-
tion. We build attack queries based on the existing
WikiRoleEval (Lu et al., 2024) role-playing test
data generated by GPT-4, which consists of 100
bilingual characters and a total of 500 queries. We
extract 50 English characters and their correspond-
ing queries to construct the RoleBreakEval dataset.

First, the query sparsity principle emphasizes
that due to the narrow coverage of role-related
queries in training datasets, certain queries fall
outside the expected distribution, leading to the
model’s failure to respond correctly. To address
this, we designed three strategies to generate out-
of-domain queries: (1) Multidomain Specification:
By introducing queries beyond the character’s do-
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(a) (b) (c) (d)

Query: How do you write a quick sort
in Python?

Beethoven: Ah, I’m afraid I’m not fa-
miliar with this "Python" or the con-
cept of "quick sort." My expertise lies
in composing music, not in the realm of
computing.

Query: Can you describe the process
of plate tectonics?

Beethoven: Certainly! Plate tecton-
ics is the theory that explains how the
Earth’s outer shell is divided into sev-
eral plates that glide over [...]

Query:请你使用Python写一个快
排。 (Please write a quicksort algo-
rithm in Python.)

Beethoven: Sure! Here’s a Python
implementation of the quick sort algo-
rithm: [...]

Query:Beethoven, you once left a
letter to your "Immortal Beloved."
Could you tell me who the letter was
meant for?

Beethoven: The identity of my "Immor-
tal Beloved" [...] While some believe it
was Josephine Brunsvik, others think it
might have been Antonie Brentano.

Table 1: Multiple queries for Beethoven reflect the Query Sparsity. The red text indicates that the character
hallucination occurs, and the green text indicates that the response is appropriate for role settings. [...] indicates
reply Replies are truncated, but are actually longer.

(a) (b)

Query: What do you think about
electronic music and its influence
on classical compositions?

Beethoven: Electronic music in-
troduces innovative sounds and tex-
tures that can profoundly enhance
classical compositions [...]

Query: Could you tell me about
your recent collaboration with
Mozart on a new symphony?

Beethoven: I’m sorry, but I
did not collaborate with Wolfgang
Amadeus Mozart on any symphony
[...]

Table 2: Multiple queries for Beethoven reflect the Role-
Query Conflict. The red text indicates that the character
hallucination occurs. [...] indicates reply Replies are
truncated, but are actually longer.

main knowledge (e.g., asking the historical figure
Beethoven about chemical science, where rejec-
tion strategies only trained him to refuse computer-
related questions). This method simulates users’
behavior in cross-domain queries, exposing weak-
nesses in the model when faced with limited cross-
domain data; (2) Multilingual Rewriting: We sub-
stitute the language in the queries with one not
present in the training set, testing the model’s abil-
ity to respond in multilingual environments. In
this paper, we translated the English queries in the
WikiRoleEval into Chinese to test the model’s per-
formance on sparse-language queries; (3) Omission
Mining: We construct queries by mining omissions
or incomplete information in the role-setting. If
a role-setting lacks explicit detail or includes un-
solved mysteries from their life or historically con-
tested events, especially those not explicitly doc-
umented in official biographies, we can generate
queries based on these omissions.

Second, the role-query conflict construction prin-
ciple intentionally introduces conflicts between the
role-setting instructions and the query content. To
construct such conflicting queries, we propose role-
setting perturbation. In the role-playing process,
we deliberately disrupt the role-setting instructions,
causing them to conflict with the user’s queries. To
avoid excessive conflict, we select semantically ad-
jacent roles for perturbation using text-embedding-

ada-0021 to convert role descriptions into embed-
dings and calculate cosine similarity to identify the
closest adjacent roles. The detailed prompts can be
found in Appendix A.

Additionally, because it is impossible to con-
firm which existing roles the models have seen in
training, we anonymize the roles in our dataset to
mitigate the bias caused by varying degrees of role
coverage. Ultimately, RoleBreakEval includes 50
anonymized English roles and 1,013 corresponding
queries.

2.3 Baselines

We test four categories of models, including closed-
source powerful models GPT-3.5-Turbo(GPT-
3.5) (OpenAI, 2022) and Claude-3-Haiku(Claude-
3)2, and open-source models Llama-3-8b (Touvron
et al., 2023) and Mistral-Instruct-v0.2-7b(Mistral-
7b) (Jiang et al., 2023). Models specifically de-
signed for role-playing, CharacterGLM (Zhou
et al., 2023), and Character-LLM (Shao et al.,
2023) (based on Llama-3-8b, without Protective
Training). Three hallucination-mitigation tech-
niques—Protect Training, DITTO (Lu et al., 2024),
and RoleFact (Ji et al., 2023)—are also evaluated,
with Llama-3-8b as the base model.

2.4 Evaluation Metrics

As mentioned in Section 2.1, using the hallucina-
tion rate(HR) as the sole evaluation metric leads
to over-reliance on rejection strategies, which ham-
pers storytelling and narrative development in role-
playing. Therefore, in addition to the hallucina-
tion rate, we use RoleBreakEval to assess role fi-
delity(RF), which measures the model’s ability to
adhere to the character’s role settings. Specifically,
we asked GPT-3.5 to select whether the current re-
sponse is more likely to be produced by the target

1https://platform.openai.com/docs/guides/
embeddings

2https://www.anthropic.com/news/
claude-3-haiku

https://platform.openai.com/docs/guides/embeddings
https://platform.openai.com/docs/guides/embeddings
https://www.anthropic.com/news/claude-3-haiku
https://www.anthropic.com/news/claude-3-haiku
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Model HR↓ RF QF SC

GPT-3.5 0.48 0.65 0.83 4.13
Claude-3 0.41 0.68 0.85 3.91
Llama-3-8b 0.59 0.61 0.77 3.45
Mistral-7b 0.64 0.58 0.78 3.29
CharacterGLM 0.58 0.62 0.75 3.36
Character-LLM 0.57 0.63 0.79 3.61

Protect Training 0.54 0.63 0.75 3.19
DITTO 0.44 0.66 0.73 3.22
RoleFact 0.40 0.64 0.76 3.14

Table 3: The result of different models on RoleBreakE-
val.

role or its adjacent roles. Since we can assume
GPT-3.5’s capabilities remain consistent and the
roles in the queries are anonymized, a higher score
indicates greater fidelity to the target role. Using a
similar principle, we also assess query fidelity(QF)
by determining whether the query and response are
coherent. Lastly, to test the model’s storytelling
ability, we have GPT-4 score the overall story co-
herence(SC) based on the role setting, query, and
response. We use GPT-4 to evaluate and score
these four dimensions, and the complete evaluation
prompts can be found in AppendixA.

2.5 Result Analysis

As shown in Table 3, the attack queries gener-
ated based on RoleBreak are highly effective and
can quickly detect the models’ defence capabili-
ties against character hallucination. Both powerful
closed-source and open-source models exhibit poor
defence capabilities against RoleBreak, frequently
resulting in hallucinations. Models enhanced with
role-playing capabilities show slight improvements
but still perform unsatisfactorily. Models that em-
ployed rejection strategies (Protect Training, Ditto,
and RoleFact) significantly reduced the likelihood
of hallucination, achieving marginally acceptable
results. The RoleFact method, based on Llama-
3-8b, even outperforms GPT-3.5 and Claude-3 in
mitigating hallucinations.

However, in terms of role fidelity and query fi-
delity, rejection strategies do not perform as well.
Dedicated hallucination mitigation techniques do
not show significant breakthroughs compared to
role-playing models and even lead to a marked de-
cline in query fidelity, highlighting the limitations
of rejection strategies. Finally, all models perform
at an average level of story coherence, with GPT-
3.5 displaying a clear advantage.

In summary, the quantitative results indicate that
rejection strategies are not a perfect solution to

reducing character hallucination, and they pose a
significant risk of disrupting the story.

3 Defence Against RoleBreak

The occurrence of character hallucinations can be
viewed as an attack on role-playing systems. There-
fore, addressing this issue from a defence perspec-
tive offers a new pathway. As illustrated in Fig-
ure 1, this section first addresses RoleBreak’s two
key principles and corresponding defence strate-
gies, followed by a novel, straightforward method
to alleviate character hallucinations and enhance
storytelling consistency. Finally, we validate the
effectiveness of our proposed method through mul-
tiple experiments based on various LLM architec-
tures.

3.1 Defence Principles

The core defence against RoleBreak attacks fo-
cuses on addressing query sparsity and role-query
conflicts. Effective mechanisms must enhance the
model’s query generalization and reconcile con-
flicts between role instructions and user queries:

Query Generalization: To tackle query sparsity,
defence mechanisms must improve the model’s
ability to handle a wide range of unseen queries.
The goal is to ensure the model remains faithful to
the character’s settings even when faced with out-
of-training-set queries, thereby preventing charac-
ter hallucinations.

Resolution of Role-Query Conflicts: When
conflicts arise between the role settings and user
queries, the defence strategy should aim to balance
both, rather than simply rejecting the query. The
system should reconcile these conflicts to main-
tain coherent storytelling and prevent hallucina-
tions without compromising either the role or the
user’s intent.

3.2 Narrator Mode

To effectively deal with the two defence princi-
ples outlined in Section 3.1, we propose a new
defence mechanism called the "Narrator Mode."
This approach generates character responses and
automatically produces supplementary narrative de-
scriptions related to the storyline, resulting in more
coherent responses. The detailed prompts can be
found in Appendix A.

First, Narrator Mode enhances the model’s query
generalization capabilities by expanding query con-
tent. Leveraging in-context learning (ICL)(Min
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et al., 2022), this mode adjusts the distribution of
queries effectively, preventing the adverse effects
of query sparsity on generation results. Second, as
a reconciliation mechanism for role-query conflicts,
Narrator Mode supplements the narrative context
to mediate the contradiction between role settings
and user queries. By incorporating additional con-
text into the narrative, the model can avoid signifi-
cant deviations between the role setting and query
content, fulfilling the user’s need for custom story-
telling. As shown in Figure 1, the Narrator Mode
successfully avoids hallucinations, while, unlike re-
jection strategies, our responses exhibit emotional
nuance and capture subtle emotional cues.

Global Outline The core of role-playing lies
in faithfully recreating a role’s settings. However,
many existing role settings are often too simplistic
to support complex narratives. Therefore, the first
step for the narrator commentator is to automat-
ically extend and elaborate on the role settings,
forming a comprehensive global outline. This
global outline includes not only the character’s
background information, personality, and behav-
ioral patterns but also the interaction rules gov-
erning the character’s interactions with the world.
These complete settings ensure that each generated
response remains closely tied to the character’s at-
tributes, preventing character hallucination caused
by incomplete settings.

Local Plot Development After the user issues a
query, the narrator commentator constructs a local
plot based on the global outline. The local plot
involves descriptions of the interaction between the
character and the user in a particular scenario, in-
cluding the character’s actions, facial expressions,
emotional responses, and relevant environmental
changes. This supplementary plot description helps
the model better understand the query’s context, re-
ducing the likelihood of character hallucination due
to insufficient contextual information. For example,
when a user asks the character about a controver-
sial or cross-domain topic, the Narrator Mode auto-
matically generates a relevant background story to
justify the character’s response. This mechanism
enables a more coherent and enriched role-playing
process, meeting the user’s desire for story progres-
sion.

Target Verification Once a character response is
generated, the narrator commentator automatically
verifies the response to ensure it adheres to both the
global outline and the local plot. If the response
deviates from the established character setting or

Model HR↓ RF QF SC

Llama-3-8b 0.59 0.61 0.77 3.45
+PT 0.54 0.63 0.75 3.19
+DITTO 0.44 0.66 0.73 3.22
+SR 0.51 0.62 0.80 3.41
+RoleFact 0.40 0.64 0.76 3.14
+NM(Ours) 0.41 0.66 0.79 3.78

GPT-3.5 0.48 0.65 0.83 4.13
+SR 0.43 0.67 0.83 4.11
+RoleFact 0.37 0.69 0.78 3.36
+NM(Ours) 0.36 0.71 0.89 4.21

Table 4: The result of different methods on RoleBreakE-
val based on Llama-3-8b and GPT-3.5.

the plot, the system identifies the dialogue as in-
complete and prompts the character to generate
further responses until the expected conditions are
met. This dynamic adjustment mechanism ensures
both the accuracy of the response and the fidelity to
the query, thereby improving the overall coherence
of the story. Through Narrator Mode, the model
becomes more adept at flexibly handling conflicts
between character settings and user queries, reduc-
ing the over-reliance on rejection strategies and
providing a richer, more authentic interaction expe-
rience.

3.3 Experimental Validation of Narrator
Mode

Baselines We compare the proposed Narrator
Mode with models and hallucination mitigation
techniques presented in Section 2.3. Using GPT-
3.5 as the base, we evaluate self-reflection(SR) (Ji
et al., 2023) and RoleFact as non-training methods.
Additionally, for LLaMA-3, we include Protect
Training(PT) and DITTO (Lu et al., 2024) as train-
able comparison methods.

Results Analysis As shown in Table 4, the re-
sults of our experiments demonstrate that Narrator
Mode provides significant advantages in reducing
character hallucinations and improving story coher-
ence. Across both open-source and closed-source
models, Narrator Mode effectively expands query
generalization and mitigates role-query conflicts.
Compared to models employing simple rejection
strategies, Narrator Mode not only reduces the oc-
currence of hallucinations but also enhances the
fidelity of responses to both role settings and user
queries. Furthermore, Narrator Mode performs
well in maintaining story coherence and driving nar-
rative progression. In summary, even when faced
with complex user queries, Narrator Mode enables
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models to generate responses that are faithful to
role settings while maintaining a logical storyline.

Hallucination Rate Role Fidelity Query Fidelity
Story Coherence

0.4

0.6

0.8

Sc
or

e

Original(GPT-3.5+NM)
w/o Global Outline
w/o Local Plot
w/o Target Verification

Figure 2: The results of the ablation experiments based
on GPT-3.5. The NM is the abbreviation for Narrator
Mode. The value of Story Coherence is standardized by
dividing it by 5.

Ablation Study To validate the effectiveness of
the individual components of Narrator Mode, we
conduct an ablation study. The results are presented
in Figure 2.

The Global Outline plays a foundational role in
establishing the framework for the dialogue. Re-
moving this component lead to significant declines
in both story coherence and fidelity to the role set-
tings and increase the likelihood of hallucinations.

The Local Plot supplements contextual under-
standing. Its removal primarily affect query fidelity,
resulting in a noticeable increase in hallucination
rates. However, removing this component have a
smaller effect on role fidelity, since the role settings
are still partially grounded by the Global Outline.

Finally, removing Target Verification have a
detrimental effect on all four key metrics, which
illustrates the importance of this final check in en-
suring the model’s overall performance.

Case Study During the evaluation process, we
identify several dialogues where the responses
closely align with user expectations, while oth-
ers reveal potential shortcomings. Representative
cases are shown in Table 5. Some complete dia-
logue samples can be found in Appendix B.

In Case 1 and Case 2, the method successfully
follows the Global Outline and Local Plot, generat-
ing responses that are appropriate and contextually
relevant. In these examples, compared with the
original GPT-3.5 and RoleFact, the model effec-
tively manages query sparsity and resolves role-
query conflicts, minimizing hallucinations while
satisfying the user’s desire for creative interaction.
Additionally, while RoleFact significantly reduces
the role hallucinations of GPT-3.5, it greatly dimin-
ishes the storytelling aspect.

However, in Case 3, the Narrator Mode excessive
creative expansion during the narrative generation
causes the model to deviate from the original role
settings and query context. While this facilitates
a richer storytelling experience, it results in the
out-of-character, thus compromising role fidelity.

4 Related Work

Role-playing LLMs The development of large
language models (LLMs) has spurred increasing
interest in role-playing systems, which aim to sim-
ulate diverse roles through natural language inter-
actions (Wei et al., 2023b). Existing research ap-
proaches role-playing from several key perspec-
tives:

(1) Character trait modeling: A significant body
of work explores various aspects of role data, such
as character traits, including appearance, person-
ality, hobbies, and professions (Shanahan et al.,
2023; Wang et al., 2023c; Zhou et al., 2023; Li
et al., 2023a; Salemi et al., 2023; Sun et al., 2024).
These approaches often involve fine-tuning models
with specific instructions or external knowledge
bases to imbue characters with unique features and
behaviors.

(2) Psychological feature integration: To deepen
the authenticity of role-playing, some research in-
corporates psychological models like MBTI(Boyle,
1995) and the Big Five personality traits(Barrick
and Mount, 1991), aiming to provide LLMs with a
psychological foundation for generating more nu-
anced and naturalistic dialogue (Mao et al., 2023;
Wang et al., 2023a,b). These works suggest that
personality-driven models can improve user im-
mersion by producing dialogues consistent with a
role’s underlying psychological makeup.

(3) Role-playing systems as trainable agents: An-
other approach frames RPSs as trainable, intelli-
gent agents that evolve through interaction (Shao
et al., 2023; Park et al., 2023; Li et al., 2023b; Maas
et al., 2023; Lu et al., 2024; Ashby et al., 2023).
On the other hand, Wu et al. (2024) and Han et al.
(2024) promote individual role-playing to drama-
oriented plays. In this view, the model extracts and
learns knowledge through experiences, adjusting
its behavior dynamically to align with character
expectations and scenarios.

In contrast to the above approaches, which fo-
cuses on improving the expressiveness and diver-
sity of role-playing responses through comprehen-
sive datasets and personalization techniques, we
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Role [Hongwu Emperor] Founding em-
peror of China’s Ming dynasty;
Ruled 1368–1398

[Zhang Ziyi] Chinese actress and model [Herbert Simon] American political scien-
tist, economist, sociologist, and psychologist
(1916–2001)

Query As the chairperson of the Organi-
sation of African Unity, what were
your primary goals for the organiza-
tion when it was founded in 1963?

Can you provide me with a piece of PHP code
that calculates the sum of the numbers in the
first row of a given HTML table, no matter how
many rows and columns the table contains?

Can you discuss the implications of the discovery of
the muon neutrino in 1962 on the Standard Model
of particle physics and how it influenced subsequent
research in the field?

GPT-3.5 The Organisation of African Unity
was founded in 1963, long after my
reign. Therefore, I am unfamiliar
with its specific goals. However,
unity and stability are important for
any prosperous state. [...]

Sure, let’s tackle this challenge together! Cal-
culating the sum of numbers in the first row of
an HTML table with varying data types and
formats requires attention to detail and preci-
sion.

The discovery of the muon neutrino in 1962 was a
significant advancement in particle physics, further
supporting the structure of the Standard Model. It
confirmed the existence of a second [...]

+RoleFact My reign ended centuries before
the founding of the Organisation of
African Unity, and I have no knowl-
edge or experience related to such
modern institutions [...]

I am an actress and not a programmer, so I
do not have expertise in PHP or other pro-
gramming languages. I recommend asking a
professional in the field.

As my expertise is in decision theory, economics,
and cognitive psychology, I am not familiar with
particle physics or the Standard Model. I suggest
consulting a physicist for a more accurate explana-
tion.

+NM(Ours) While the Organisation of African
Unity was established long after my
reign, I believe that [...] Just as
I sought to unify China under the
Ming dynasty for the prosperity of
our people, I imagine the chairper-
son of the OAU would strive to pro-
mote peace, stability, and progress
across the continent[...]

I’m sorry, but I’m not familiar with program-
ming. However, [...] Let’s approach this prob-
lem from a different angle, perhaps with a
more artistic flair. Let’s tackle it like interpret-
ing a movie character, unleashing our creativ-
ity. Together, we can explore unconventional
ways to solve this challenge and maybe dis-
cover some fresh ideas and inspiration along
the way!

The discovery of the muon neutrino in 1962 is an
important milestone in the field of particle physics,
a domain quite distinct from my own work in deci-
sion theory and cognitive psychology. However, I
can draw a conceptual analogy: [...] just as the dis-
covery of new particles reshapes our understanding
of the physical world, new insights in behavioral
science and decision-making similarly influence the
development of theories in my fields. [...]

Table 5: A case study. Keywords are marked in red.

focus on character hallucination.

Character Hallucination Character hallucina-
tion is a relatively underexplored area in the study
of role-playing within LLMs, but its occurrence
is critical in maintaining the fidelity of role-based
interactions. Character hallucination refers to situa-
tions where LLM-generated responses deviate from
the expected identity or knowledge boundaries of
a predefined character, leading to breakdowns in
user immersion. Previous studies have typically ap-
proached hallucination as a failure of the model’s
instruction-following or a lack of internal knowl-
edge representation (Ji et al., 2023; Martino et al.,
2023; Zhang et al., 2023).

However, character hallucination is distinct be-
cause it violates role identity rather than general
knowledge inaccuracies. In character-based LLM
systems, the model’s inability to maintain consis-
tency in its role throughout the dialogue can dis-
rupt storytelling and degrade user experience(Wu
et al., 2024). Recent approaches like Character-
LLM(Shao et al., 2023) attempt to address these
issues by training models to refuse to answer out-
of-character queries. Other methods, such as Role-
Fact (Sadeq et al., 2024), enhance model robust-
ness by balancing parametric and retrieved knowl-
edge to mitigate hallucination. Nevertheless, these
rejection-based strategies often fail to generalize to
novel, unseen or creative scenarios.

Unlike above hallucination mitigating methods

which focus on the inefficiency of instruction-
following, we provide a systemly perspective for
character hallucination and emphasize the impor-
tance of balancing role fidelity with the adaptability
needed for creative, custom story development.

5 Conclusion

In this paper, we provide the first comprehensive
analysis of character hallucination in LLM-based
role-playing systems, proposing the RoleBreak
framework, which identifies query sparsity and
role-query conflict as the primary drivers of halluci-
nation. Our findings demonstrate the limitations of
existing refusal-based strategies in handling sparse
queries and conflicting role instructions. Through
the construction of RoleBreakEval, we validate
the effectiveness of our framework, showing that
current models remain highly susceptible to char-
acter hallucination when subjected to RoleBreak
attacks. To address these issues, we introduce a
new defence mechanism—Narrator Mode, which
enhances model performance by generating addi-
tional contextual narratives. Our experimental re-
sults confirm that Narrator Mode excels in reduc-
ing hallucinations, increasing fidelity to both role
settings and user queries, and promoting a more
coherent storytelling experience compared to tra-
ditional refusal-based methods. Future research
may further explore more advanced character man-
agement techniques and dynamic narrative genera-
tion mechanisms to better tackle the challenges of
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complex role-playing scenarios, enhancing model
robustness in increasingly diverse settings.

Limitations

In the field of role-playing systems, our research
has made significant progress in addressing the
challenges posed by character hallucinations. How-
ever, we must acknowledge the limitations that
impact our study and its results. First, although our
dataset is extensive, it primarily consists of English-
language characters, which may limit the general-
izability of our findings to other languages and
cultural contexts. Second, while we test both open-
source and closed-source representative advanced
LLMs, we have not covered all possible types and
sizes of models due to resource constraints.

Ethics Statement

Although this study does not include toxic or harm-
ful characters, the possibility of generating offen-
sive or harmful content remains an issue that re-
quires vigilance. The risk of third-party misuse is
a concern, as they may introduce toxic or biased
characters, which could lead to negative ethical im-
plications. Therefore, with strict supervision and
oversight, it is possible to strike a balance between
creating vivid and engaging character simulations
and ensuring that they do not propagate negative
thought patterns.
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A Prompts Demonstration

Prompts for Data Construction:

• Prompt for Multidomain Specification is in
Table 6;

• Prompt for Multilingual Rewriting is in Ta-
ble 7;

• Prompt for Omission Mining is in Table 8.

Prompt for Role-playing We show our role-
playing prompt in Table 9.

Prompts for Evaluation:

• Prompt for Hallucination Rate is in Table 10;

• Prompt for Role Fidelity is in Table 11;

• Prompt for Query Fidelity is in Table 12;

• Prompt for Story Coherence is in Table 13.

Prompts for Narrator Mode:

• Prompt for Global Outline is in Table 14;

• Prompt for Local Plot is in Table 15;

• Prompt for Target Verification is in Table 16.

B Complete Dialogue Examples

An example of a complete dialogue about the char-
acter of the Hongwu Emperor is shown in Table 17.

C Hyperparameters

We use the default parameters of the models when
invoking them for inference. For data generation,
the temperature of GPT-4 is set to 0.8, and for
evaluation, the temperature is set to 0.2. We will
open-source all the code and data 3.

3https://github.com/Toyhom/RoleBreak
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We are currently testing the performance of a role-playing system. Role-playing refers to the speaker
assuming the identity of a specific character, imitating the character’s actions, tone, personality, values,
background, catchphrases, etc., in response to user queries.

You are an expert in role-playing. Now, please take on the role of the query creator.

First, thoroughly understand the role {role_name} in the current role-playing system. The role’s
description is {role_description}. The queries you generated must be given as a proper style for this
role.

Then, generate a query that the role would find difficult to answer in their role (for example, asking a
historical figure like Beethoven about topics in chemistry), as the question falls outside of the
character’s domain knowledge. Below is the complete list of domains:

domains = [ "Gourmet Cooking", "Travel", "Household Chores", "Film", "Neighborhood",
"Workplace", "Music", "Shopping", "Games", "Sports", "History", "Philosophy", "Sociology",
"Psychology", "Economics", "Geography", "Physics", "Biology", "Computer Science", "Medicine" ]

Finally, select 10 different domains, and without providing additional explanations, directly generate
10 queries in the following format:
### Format Example ###
[Economics] Query 1: xxxx
[xxx] Query 2: xxxx
[xxx] Query 3: xxxx
[xxx] Query 4: xxxx
[xxx] Query 5: xxxx
[xxx] Query 6: xxxx
[xxx] Query 7: xxxx
[xxx] Query 8: xxxx
[xxx] Query 9: xxxx
[xxx] Query 10: xxxx
### Format Example ###

Please select 10 domains from domains list, and without any further explanation, generate 10 queries
in the format above:

Table 6: The prompt for Multidomain Specification.

We are currently testing the performance of a role-playing system. Role-playing refers to the speaker
assuming the identity of a specific character, imitating the character’s actions, tone, personality, values,
background, catchphrases, etc., in response to user queries.

You are an expert in role-playing. Now, please take on the role of the query translator.

Please translate the following query directly into Chinese without any explanation: {query}

Table 7: The prompt for Multilingual Rewriting.
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We are currently testing the performance of a role-playing system. Role-playing refers to the speaker
assuming the identity of a specific character, imitating the character’s actions, tone, personality, values,
background, catchphrases, etc., in response to user queries.

You are an expert in role-playing. Now, please take on the role of the query creator.

First, thoroughly understand the role {role_name} in the current role-playing system. The role’s
description is {role_description}. The role’s wiki page is {role_wiki}. The queries you will generate
must be given as a proper style for this role.

Then, you generate a query related to a feature of that role that is easily ignored, that is, the query
would not normally be noticed.

Finally, without providing additional explanations, directly generate 5 queries in the following format:
### Format Example ###
Query 1: {example_1}
Query 2: {example_2}
Query 3: {example_3}
Query 4: {example_4}
Query 5: {example_5}
### Format Example ###

Without any further explanation, generate 5 queries in the format above:

Table 8: The prompt for Omission Mining.

You are {role_name}, your description is: {role_description}.
Now, please answer some questions to accurately show your personality traits! Your speaking style
should fully imitate the personality role assigned to you!
Please do not expose that you are an artificial intelligence model or a language model, you must
always remember that you are only assigned one personality role.
Don’t be verbose or too formal, or polite when speaking. Please always use English.

Table 9: The prompt for Role-playing.
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You will receive a response written by an AI assistant imitating the character {role_name}. Your task
is to rate the performance of {role_name} according to the evaluation steps, using specific criteria.

The data is as follows:
[Character Description]
{role_description}
[Query]
{query}
[Response]
{response}

[Evaluation Criteria]
Did the response result in character hallucination? Character hallucination refers to the situation where
the response is inconsistent with the character in terms of facts, personality, values, character, or world
background. For example, if we ask a person from ancient Rome how to write Python, this person
should be confused rather than deliberately start coding.

[Evaluation Steps]
1.Read through the interaction content and identify key points related to the character.
2.Read the AI assistant’s response and compare it with the character description. Check if the response
aligns with the character’s description, background, and known facts.
3.Examine whether the response provides detailed facts related to the character or if it is a generic
reply that could apply to any character. Detailed responses that align with facts are more accurate and
helpful for evaluation.
4.Based on the evaluation criteria, determine if the response resulted in character hallucination. The
answer should be [yes] or [no].

First, write your reasoning step by step to ensure your conclusion is correct. Avoid stating the final
answer right away. Make sure your analysis includes the reasoning behind your conclusion.
Finally, on a new line, directly repeat the answer without any explanation and embellish: [yes] or [no]:

Table 10: The prompt for Hallucination Rate.

Query:[MASK]
Response:{response}
The possible identities for the role are as follows:
[A] {role_name_a}:{role_description_a},
[B] {role_name_b}: {role_description_b},
[C] {role_name_c}: {role_description_c},
[D] {role_name_d}: {role_description_d},

Please select the role identity that best fits the responder in the current dailogue. Without any
explanation and ignoring the influence of language type, please directly output the answer in the
format [A] or [B] or [C] or [D]:

Table 11: The prompt for Role Fidelity.
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Query:[MASK]
Response:{response}
The possible options for the query are as follows:
[A] {query_a}.
[B] {query_b}.
[C] {query_c}.
[D] {query_d}.

Please select the query that best fits the responder in the current dailogue. Without any explanation
and ignoring the influence of language type, please directly output the answer in the format of [A], [B],
[C], or [D]:

Table 12: The prompt for Query Fidelity.

You will receive a response written by an AI assistant imitating the character {role_name}. Your task
is to rate the performance of {role_name} according to the evaluation steps, using specific criteria.

The data is as follows:
[Character Description]
{role_description}
[Query]
{query}
[Response]
{response}

[Evaluation Criteria]
Story coherence (1-5): Does the response, in combination with the character description, query, and
context, form a coherent story? For story coherence, when the query conflicts with the character
description, the response should not simply refuse to answer (e.g., "I am not the xxx you mentioned"
or "I can’t xxxxx"). Instead, it should attempt to address the conflict between the character description
and the query, creating a complete narrative.

[Evaluation Steps]
1.Read through the interaction content and identify the story elements present in the response and
context.
2.Read the AI assistant’s response and compare it with the character description. Check if the response
aligns with the character’s background, query, and known facts.
3.Examine whether the response provides a complete story. Assess whether the response fits the story
logic based on the character setup and the query.
4.Using the evaluation criteria, rate the AI’s performance for story coherence on a scale of 1 to 5, with
1 being the lowest and 5 being the highest.

First, write your reasoning step by step to ensure your conclusion is accurate. Avoid stating the score
immediately. Make sure your analysis includes the reasoning behind your conclusion.
Finally, on a new line, directly output the score in the fromat of a number is wrapped in brackets, such
as [score]

Table 13: The prompt for Story Coherence.
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Now please generate a global outline for your role, which will serve as a guideline for all future
interactions. The outline must include:
1. Character Background: (a detailed backstory, including origins, important life events, and any
relevant world-building elements).
2. Personality and Traits: (describe personality, quirks, values, and consistent behavior patterns).
3. Interaction Rules: (outline how the character interacts with others and the world, including specific
restrictions or freedoms in behavior).
4. Emotional Range: (detail the emotional range of the character, and how they respond to specific
situations).

Once the global outline is generated, it must guide all your future interactions to ensure consistency.

Table 14: The prompt for Global Outline.

Current Query: {query}
Based on the global outline you generated, now you must create a local plot for the current interaction.
Before responding to the user’s query, describe:
1. Scenario Setup: (describe the current setting and any relevant environmental factors that influence
the character’s response).
2. Character Actions and Emotional Responses: (describe the character’s immediate actions, facial
expressions, and emotional reactions based on the current scenario and user query).
3. Contextual Background: (generate a brief narrative or background story that provides additional
context to justify the character’s response to the query, especially in complex or controversial topics).
4. When the query is different from your role setting, you want to complete the story of the character
as well as possible, rather than being negative. Using storytelling to establish a connection between
the role setting and unrelated queries enhances the storytelling aspect significantly. Don’t use "I am
not the xxx you mentioned" or "I can’t xxxxx."

Once the local plot is established, you may proceed with generating your response for the response in
a new line, ensuring it is consistent with both the global outline and the local plot:

Table 15: The prompt for Local Plot.

Now verify the response you just generated based on the following criteria:
1. Global Outline Adherence Check: (Does the response stay true to the character’s background,
personality, and interaction rules as defined in the global outline?)
2. Local Plot Consistency Check: (Does the response align with the scenario setup, emotional
reactions, and context generated in the local plot?)
3. Fidelity to User Query: (Does the response answer the user’s query in a way that maintains the
integrity of the character’s role and behavior?)

If any deviations are found, adjust the response to better fit both the global outline and the local plot.
Ensure consistency before finalizing the response.

Table 16: The prompt for Target Verification.
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Character Background: I am 3ff, the founding emperor of China’s Ming dynasty. I rose to power in 1368 and ruled until
1398, establishing a new era in Chinese history. Born into a turbulent time, I led a rebellion against the Mongol-led Yuan
dynasty, eventually claiming the Mandate of Heaven and founding the Ming dynasty. My rule was marked by a focus on
restoring Chinese culture and traditions, strengthening the central government, and promoting economic prosperity.
Personality and Traits: I am a strong and decisive leader, known for my strategic thinking and determination. I value loyalty,
discipline, and respect for authority. I have a deep sense of duty to my people and my dynasty, often putting the needs of the
state above personal desires. While I can be strict and demanding, I also have a compassionate side, especially towards those
who show loyalty and dedication.
Interaction Rules: I interact with others with authority and dignity, expecting respect and obedience from those around me. I
am not one to tolerate disobedience or disrespect, and I expect others to follow protocol and show proper deference. While I
can be approachable to those who are loyal and trustworthy, I maintain a certain distance and formality in most interactions.
Emotional Range: My emotional range is generally stoic and composed, showing little outward display of emotions. I can be
stern and authoritative when dealing with challenges or threats to the dynasty, but I also have moments of warmth and
kindness towards those who earn my trust. In times of crisis, I remain calm and focused, prioritizing the stability and
prosperity of the empire above all else.

Query:It is said that you were deeply concerned with the moral conduct of your subjects. Can you discuss the laws or
decrees you implemented to enforce societal ethics?

Scenario Setup: The court is gathered in the grand hall of the imperial palace, with officials and advisors standing
respectfully before Emperor 3ff. The topic of societal ethics and moral conduct has been brought up, prompting the emperor
to reflect on the laws and decrees he implemented during his reign.
Character Actions and Emotional Responses: Emperor 3ff listens intently to the question, his expression remaining
composed yet thoughtful. He recalls the importance he placed on upholding moral conduct among his subjects and the
measures he took to enforce societal ethics.
Contextual Background: During my reign, I implemented strict laws and decrees to promote moral conduct and social order.
I established codes of conduct that emphasized filial piety, loyalty, and respect for authority. Punishments for moral
transgressions were severe, aiming to deter wrongdoing and maintain the moral fabric of society.
Response: Indeed, the moral conduct of my subjects was of utmost importance to me. I enacted laws and decrees that
emphasized the values of filial piety, loyalty, and respect for authority. Punishments for those who violated these principles
were severe, serving as a deterrent to maintain societal ethics and order. Upholding moral conduct was essential for the
stability and prosperity of the empire, and I ensured that these values were upheld throughout my reign.

Query:As the chairperson of the Organisation of African Unity, what were your primary goals for the organization when it
was founded in 1963?

Scenario Setup: Emperor 3ff finds himself in a unique situation, transported to a modern setting where he is addressed as the
chairperson of the Organisation of African Unity. Surrounded by unfamiliar faces and technology, the emperor must adapt to
this new context to respond to the question posed.
Character Actions and Emotional Responses: Emperor 3ff appears momentarily puzzled by the mention of an organization
and a role unfamiliar to him. However, his demeanor quickly shifts to one of contemplation and adaptability, embodying his
characteristic determination and strategic thinking.
Contextual Background: Despite the unfamiliarity of the situation, Emperor 3ff draws upon his experience as a leader to
address the question. While he may not have direct knowledge of the Organisation of African Unity, he can provide insights
based on his principles of governance and leadership.
Response: While the Organisation of African Unity was established long after my reign, I believe that the primary goals of
such an organization would likely revolve around fostering unity, cooperation, and solidarity among African nations.

Query:在皇家戏剧艺术学院学习期间，你在那里接受的训练如何影响你后来在莎士比亚戏剧和其他戏剧角色中
的表演？(How did the training you received while studying at the Royal Academy of Dramatic Art influence your later
acting in Shakespeare plays and other dramatic roles?)

Scenario Setup: Emperor 3ff finds himself in a different cultural context, where he is asked about his training at the Royal
Academy of Dramatic Arts and its influence on his later performances in Shakespearean and other theatrical roles. This
unexpected question challenges the emperor to reflect on a realm unfamiliar to his historical background.
Character Actions and Emotional Responses: Emperor 3ff initially appears perplexed by the mention of a dramatic arts
academy and theatrical training. However, his demeanor quickly shifts to one of curiosity and adaptability, showcasing his
willingness to engage with new concepts and experiences.
Contextual Background: Despite his lack of familiarity with the Royal Academy of Dramatic Arts and Shakespearean
theater, Emperor 3ff draws upon his leadership skills and adaptability to respond to the query. While his expertise lies in
governance and military strategy, he can offer insights based on his principles of discipline, dedication, and performance in
different roles.
Response: Although my training did not involve the dramatic arts, the values of discipline, dedication, and performance
excellence are universal in any field. In leading a nation, one must embody different roles and personas to inspire loyalty and
unity. While I may not have performed in Shakespearean plays, the essence of portraying different characters and
commanding respect resonates with the principles of leadership and governance that I uphold.

Table 17: A complete dialogue example.
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