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Abstract

In this research, we introduce the Courtroom-
LLM framework, a novel multi-LLM structure
inspired by legal courtroom processes, aim-
ing to enhance decision-making in ambigu-
ous text classification scenarios. Our approach
simulates a courtroom setting within LLMs,
assigning roles similar to those of prosecu-
tors, defense attorneys, and judges, to facili-
tate comprehensive analysis of complex tex-
tual cases. We demonstrate that this structured
multi-LLM setup can significantly improve
decision-making accuracy, particularly in am-
biguous situations, by harnessing the synergis-
tic effects of diverse LLM arguments. Our eval-
uations across various text classification tasks
show that the Courtroom-LLM framework out-
performs both traditional single-LLM classi-
fiers and simpler multi-LLM setups. These
results highlight the advantages of our legal-
inspired model in improving decision-making
for text classification.

1 Introduction

Text classification is a core task in Natural Lan-
guage Processing (NLP), playing a crucial role in
various applications. Despite recent advancements
in classification performance due to the develop-
ment of Large Language Models (LLMs), signifi-
cant challenges remain. This study focuses on de-
veloping methods to effectively utilize LLMs for
text classification without additional training.

The immediate application of LLMs holds sig-
nificant importance in many real-world scenarios,
primarily due to the frequent lack of time or re-
sources for fine-tuning models on large datasets.
Consequently, there is a need to develop struc-
tured methodologies that can maximize the use of
pre-trained LLM knowledge while achieving high
classification performance. This requires designing
an innovative framework that effectively leverages
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Figure 1: Comparison of the traditional courtroom sys-
tem with our Courtroom-LLM framework.

LLM capabilities, rather than simply increasing
model size.

In this context, a key challenge in text classi-
fication is the handling of difficult-to-classify in-
stances. These cases include borderline examples
where distinguishing between categories is unclear,
texts with complex contexts or subtle nuances,
and ambiguous cases where even experts may dis-
agree (Brodley and Friedl, 1999). Similar to the
hard examples described by (Bengio et al., 2009),
such instances often produce inconsistent or low-
confidence results in existing classification mod-
els. This issue becomes particularly critical in real-
world applications, where reliable classification is
essential. Thus, evaluating how well a training-free
method using LLMs can manage these difficult
cases is a crucial aspect of this research.

To address the challenges of text classification,
particularly in handling complex and ambiguous
cases, this study proposes a structured approach
that combines both collaboration and competition
among multiple LLMs. Inspired by the processes
found in a legal courtroom, where roles such as
prosecutors, defense attorneys, and judges engage
in argumentation and deliberation, we have devel-
oped the Courtroom-LLM framework. In this
setup (Figure 1), LLMs are assigned roles analo-
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Figure 2: Overall architecture of Courtroom-LLM framework.

gous to these courtroom participants: prosecutors
and defense attorneys engage in competitive argu-
mentation, while judges collaboratively deliberate
to reach a balanced decision. This structured ap-
proach allows for step-by-step reasoning, ensuring
diverse perspectives are considered, leading to well-
supported and interpretable outcomes, particularly
for difficult-to-classify cases.

Through extensive experiments, we demonstrate
that the Courtroom-LLM framework not only ex-
cels in handling ambiguous and difficult-to-classify
cases but also shows superior performance in gen-
eral classification tasks up to 150% performance
gain than single model. The structured, courtroom-
inspired approach leads to more robust and inter-
pretable decision-making, ensuring that the com-
petitive and collaborative dynamics between LLMs
enhance classification accuracy across various sce-
narios. Importantly, this improvement is achieved
without requiring additional model training, high-
lighting the potential of Courtroom-LLM as a ver-
satile and powerful solution for a wide range of text
classification challenges in real-world applications.

2 Related Works

Recent efforts to improve LLMs include enhancing
input prompts for precision, enriching queries with
context, and considering changes to LLM struc-
tures for more accurate responses.

One of the most extensively studied research
directions is prompt engineering, which has be-
come crucial across various tasks. Innovations in
this field involve adding sequential and system-
atic prompts that guide response generation and
optimizing the order of prompts to improve re-
sults(Mao et al., 2023). Significant advancements
include the use of chain-of-thought(CoT) reason-
ing(Feng et al., 2024), providing step-by-step or

take-a-deep-breath instructions(Shaikh et al., 2023;
Yang et al., 2023), and abstracting initial queries
to derive meaningful prompt blocks(Zheng et al.,
2023).

To enhance LLMs’ decision accuracy, recent
approaches have included additional information,
such as through retrieval functionalities. This sup-
plementary information often comes from exter-
nal search engines or internal databases(Lewis
et al., 2020), employing techniques like Vector
Databases(Vector DBs)(Pan et al., 2024) or search
algoritm as BM25(Yu et al., 2023). Vector DBs en-
able efficient similarity searches and information
retrieval, while CoT breaks complex problems into
step-by-step considerations, enhancing the trans-
parency of AI decision-making.

The decision accuracy is especially needed for
problems that are easily distorted or ambiguous.
Approaches such as filtering out easy data by us-
ing the intersection between models (Brodley and
Friedl, 1999) or evaluating based on the confidence
in the correct data have been utilized(Bengio et al.,
2009). Concurrently, researchers are developing
frameworks to assess the factual accuracy of LLMs,
addressing the critical need for reliability in AI-
generated information (Yang et al., 2024; Laban
et al., 2023).

Research on varying LLM connection structures
includes methods like querying multiple LLMs(Li
et al., 2024) and refining the answers through post-
processing, simulating real-world debates among
LLMs to converge on a consensus(Yao et al., 2023;
Pi et al., 2022), assigning specific roles to LLMs to
gather varied responses(Suzgun and Kalai, 2024),
and inducing more refined tasks through LLM co-
operation or competition(Lazaridou et al., 2016).

Our study intersects the realms of prompt engi-
neering, supplementary information provision, and
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exploration of LLM connection structures. By em-
ulating a real-world courtroom system with LLMs,
our research adopts an advanced approach to ex-
ploring connection structures and naturally incorpo-
rates prompt engineering by deriving materials for
the final decision-making LLM from the arguments
of prosecutors and attorneys. To our knowledge,
this is the first attempt to implement a courtroom
system through LLMs.

From an application perspective, this study is
specifically focused on NLP classification tasks.
Comparable approaches employed LLMs or un-
supervised learning methods for classification
tasks(Sun et al., 2023; Arora et al., 2022).

3 The Courtroom-LLM Framework

The Courtroom-LLM is a text classification frame-
work inspired by legal processes, designed to en-
hance accuracy and fairness in handling complex,
ambiguous cases. It employs a multi-LLM architec-
ture that simulates courtroom roles, leveraging both
competition and collaboration to improve decision-
making.

The framework operates in two phases:

1. Preliminary Hearing Phase: The Prelimi-
nary Hearing LLM (PH-LLM) conducts an
initial assessment and proposes two classifica-
tion options. For reliable decisions, it uses a
stable, high-performing model.

2. Main Trial Phase:

(a) Argument Stage: The Prosecutor-LLM
defends the PH-LLM’s classification,
while the Attorney-LLM argues for an
alternative. Both LLMs can use lighter
models focused on generating argu-
ments.

(b) Final Decision Stage: The Judge-
LLM(s) synthesize these arguments to
make the final classification. We exper-
iment with different models to evaluate
how size and type affect decision quality.

Figure 2 illustrates the overall architecture of our
framework.

3.1 Preliminary Hearing Phase
The Preliminary Hearing Phase serves as the foun-
dation of the Courtroom-LLM process and is led by
the PH-LLM. The primary objective of this phase
is to conduct an initial analysis of the input text and
identify potential classification options.

In a courtroom setting, legal cases often revolve
around two opposing viewpoints, each of which is
presented for consideration. Similarly, in the con-
text of text classification, the PH-LLM reduces the
possible outcomes to two candidate classes, allow-
ing the subsequent phases to focus on these two
options and weigh them against each other. This
reduction is essential to streamline the decision-
making process, ensuring a binary choice in the
Main Trial Phase.

The PH-LLM operates as follows:

• Text Analysis: The PH-LLM examines the
input text, extracting key features and identi-
fying critical themes.

• Initial Classification: Based on this analysis,
the PH-LLM proposes the most likely classifi-
cation (A1) and an alternative (A2).

• Handover to Main Trial: The classifications
A1 and A2 are then passed to the Prosecutor-
LLM and Attorney-LLM for further argumen-
tation in the Main Trial Phase.

This initial phase plays a critical role by lay-
ing the groundwork for the argumentation and
decision-making stages that follow. At its core, the
PH-LLM operates much like a traditional single-
LLM classifier based on standard prompt-driven
techniques. The preparatory prompt for PH-LLM’s
initial decision-making is presented in Appendix
A.1.

3.2 Main Trial – Argument Stage

The Argument Stage in the Main Trial leverages
competitive dynamics by simulating opposing roles.
The Prosecutor-LLM and Attorney-LLM engage in
an adversarial process, each randomly assigned to
represent either classification outcome (A1 or A2)
determined by the PH-LLM. This randomization
ensures unbiased argumentation for both classifica-
tions.

Each LLM constructs arguments emphasizing
features of the text that align with their assigned
classification, underscoring why it should be con-
sidered correct. They may use specific textual evi-
dence or examples to support their case, while also
critically examining the opposing classification and
pointing out its potential weaknesses.

This adversarial interaction ensures that both
classifications are rigorously evaluated before mov-
ing to the next stage. The arguments constructed
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by both LLMs are then passed on to the Judge-
LLM(s) for collaborative decision-making in the
next phase. Appendix A.2 shows an example of
a prompt designed for this purpose, guiding the
creation of arguments within these limits.

3.3 Main Trial - Final Decision Stage
The Final Decision Stage is where the Judge-
LLM(s) engage in collaborative decision-making
to synthesize the arguments presented during the
Argument Stage and reach a final classification de-
cision. This stage can be implemented using one of
two approaches: the Parallel Judge Method or the
Sequential Judge Method.

In the Parallel Judge Method, multiple Judge-
LLMs independently assess the arguments at the
same time. Each Judge-LLM reviews the argu-
ments from the Prosecutor-LLM and Attorney-
LLM, and after completing their assessments, the fi-
nal decision is made by majority vote. This method
promotes diverse perspectives by allowing each
judge to evaluate the arguments without influence
from others.

In the Sequential Judge Method, multiple Judge-
LLMs evaluate the arguments one by one. Each
Judge-LLM considers the conclusions of the pre-
vious Judge-LLM, building upon those insights
to form their own judgment. This process encour-
ages cumulative reasoning, where each subsequent
judge adds depth to the final decision.

The key benefits of this stage include: In the par-
allel judge method, each Judge-LLM independently
evaluates the arguments, ensuring diverse perspec-
tives and reducing bias from any single viewpoint.
In the sequential judge method, judges build on
each other’s deliberations, fostering collaboration
that enhances decision reliability. By combining
both independent assessments and collaborative
refinement, the framework ensures thorough and
balanced final classifications.

Appendix A.3 shows an example of a prompt de-
signed for judge-LLMs, providing collected prece-
dents, and arguments of the attorney and prosecutor
for a better judgment.

3.4 Similar Cases Retriever
The Similar Cases Retriever is an auxiliary mod-
ule of the Courtroom-LLM framework, enhancing
decision-making by retrieving relevant examples
from the domain dataset. Inspired by the use of
legal precedents in real courtrooms, it provides
Judge-LLM(s) with similar cases to ensure consis-

tency and accuracy in classifications. This approach
adapts the concept of referencing precedents to the
domain of text classification, supplying the model
with contextually relevant examples to inform cur-
rent decisions.

The Similar Cases Retriever works by:

1. Text Embedding: The input text and all texts
in the dataset are converted into vector repre-
sentations using text embedding techniques.

2. Similarity Calculation: Cosine similarity is
calculated between the input text and the
dataset texts to determine their closeness.

3. Selection of Similar Cases: The top N most
similar cases, based on similarity scores, are
selected as few-shot examples.

4. Provision of Results: These selected cases
are then made available to the Judge-LLM(s)
as few-shot examples to inform the decision-
making process.

By referencing these few-shot examples from
similar past cases, the Judge-LLM(s) can make
more informed decisions, grounded in historical
examples that closely resemble the current case.
The retrieved example can be found in Appendix
C.1.

3.5 Bias Prevention and Fairness
Enhancement

The Courtroom-LLM framework includes several
methods to reduce bias and make sure the decision-
making process is fair. One way to do this is
by using an argument length limitation, which
means that each LLM (like the Prosecutor-LLM or
Attorney-LLM) can only provide a certain amount
of information. This helps keep the arguments clear
and prevents any one LLM from overwhelming the
Judge-LLM(s) with too much information.

Another important feature is the use of multiple
Judge-LLMs, either one after another (in sequence)
or all at once (in parallel). This ensures that no
single Judge-LLM has too much power or influ-
ence over the final decision. By involving multiple
judges, the framework encourages a mix of perspec-
tives, which helps make the decision more balanced
and less likely to be biased.

To enhance fairness, the framework randomly
assigns the two most likely classifications (A1 and
A2) determined by the PH-LLM to either the Prose-
cutor or Attorney. This randomization prevents bias
from consistently assigning the "best" classification
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Subset Data name Label Original Size
(Sampled rate)

Natural Language
Understanding

RTE(Wang et al., 2019) Entailment, Non-entailment 277 (100%)
BoolQ(Clark et al., 2019) yes, no 2,370 (21.09%)

Natural Language
Inference

QNLI(Wang et al., 2019) Entailment, Non-entailment 5,460 (9.15%)

ANLI(Nie et al., 2020) R1
entailment, neutral, contradic-
tion

1,000 (50.00%)

Classification Emotion(Saravia et al., 2018)
sadness, joy, love, anger, fear,
surprise

2,000 (25.00%)

Table 1: Dataset summary. For evaluation, we randomly selected 500 samples from each dataset, except for RTE
which had fewer than 500 samples in total. We utilized the validation sets for RTE, BoolQ, and QNLI, while for
ANLI and emotion, we used the test sets.

Model name Size

Closed
GPT-4o 200B

Gemini-1.5-Flash 10B
Open LLaMA-3.1 8B

Table 2: Judge-LLM model size

to a particular role. It ensures both sides argue their
positions equally, regardless of which classification
they’re defending, promoting a balanced deliber-
ation process without favoring one classification
over the other based on initial assignment.

4 Experiments
In this section, we present a comprehensive series
of experiments designed to evaluate the effective-
ness of the Courtroom-LLM framework across var-
ious NLP classification tasks. Our experiments aim
to:

• Quantify the performance gains achieved
by the Courtroom-LLM structure compared
to single LLM and simple multi-LLM ap-
proaches.

• Compare the efficacy of sequential versus par-
allel judge deliberation within the Courtroom
structure.

• Examine how model size and type influence
the framework’s effectiveness.

• Assess the framework’s performance on am-
biguous classification cases, demonstrating its
robustness in challenging scenarios.

4.1 Experimental Setup
To comprehensively evaluate our Courtroom-LLM
framework, we conducted experiments across a
diverse range of NLP datasets and utilized various
LLM configurations.

4.1.1 Datasets

We selected a variety of classification datasets
widely recognized within the NLP community for
their relevance and challenge. Table 1 summarizes
the characteristics of these datasets.

4.1.2 Model Configurations

For our Courtroom-LLM framework, we carefully
selected different LLMs for each role to optimize
performance and efficiency:

• Preliminary Hearing LLM: We used GPT-
4o, known for its stable and consistently high
classification performance, to ensure reliable
initial classification.

• Prosecutor and Attorney LLMs: We em-
ployed LLaMA3.1-8b, an easily accessible
open-source LLM, for generating arguments
for and against the initial classification.

• Judge LLMs: To thoroughly investigate the
impact of model size and type on the fi-
nal decision quality, we experimented with
a wide range of models, including both open-
source and closed-source LLMs. The models
we examined include GPT-4o(et al, 2024c),
Gemini-1.5-Flash(et al, 2024b), and LLaMA
3.1 8B(et al, 2024a). Table 2 shows the Judge-
LLMs’ parameter size.

4.1.3 Implementation Details

To construct the similar case retriever, we utilized
the embeddings of the en_core_web_sm model
from spaCy (Honnibal et al., 2020). For implement-
ing PH-LLM, Prosecutor-LLM, Attorney-LLM,
and Judge-LLM, the temperature for the model
was fixed at 0.5 to balance creativity and coherence
in the generated responses.
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Figure 4: Performance gap between the two structures of the Courtroom-LLM framework: Parallel and Sequential.
GPT-4o was used as the PH-LLM, while LLaMA 3.1 8B was used as the Attorney-LLM and Prosecutor-LLM.
For the Judge-LLM, three models—GPT-4o, Gemini-1.5-Flash, and LLaMA 3.1 8B—were used to make 1-shot
predictions.

4.2 Performance Gains with Courtroom
Structure

Our experimental results demonstrate the efficacy
of the proposed Courtroom-LLM in enhancing per-
formance. Through experiments, we quantified the
extent of performance improvement achieved by
implementing the novel approach. Furthermore,
our analysis revealed specific conditions under
which the Courtroom-LLM yields particularly sig-
nificant performance gains. In our current exper-
imental setup and model conditions, we provide
that 1-shot examples consistently demonstrated the
best performance as a guideline.

4.2.1 Baseline vs. Courtroom

Comparatively, the sequential judge setup signifi-
cantly surpasses the single-LLM-based classifica-
tion across the board. Performance improvements
ranged from a 150% increase in the Emotion do-
main to a 11% enhancement in the QNLI task
compared to baseline models. Figure 3 presents
how the Courtroom-LLM approach consistently ex-
cels in classification tasks across different datasets.
Limited by space, we presented only configura-
tions with 1-shot predictions, but other setups also
demonstrate enhanced performance; see Appendix
B for full results.
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creases as we move towards NLI (QNLI, ANLI R1) and
multi-label classification tasks (Emotion).

4.2.2 Parallel vs. Sequential Judges
Two methods for structuring judges were evaluated
in the Courtroom-LLM framework: Parallel, where
judges form opinions independently, and Sequen-
tial, where each judge’s decision is influenced by
the previous judgement. Our experiments show the
sequential judge structure excels in most scenarios,
consistently outperforming other methods.

For the RTE task, using the Sequential approach
instead of Parallel resulted in performance gains
of up to 2.48%. Similarly, in the QNLI task, im-
provements of up to 2.45% were observed. The
Emotion task showed even more significant gains,
with performance increasing by 4.46%.

These improvements were especially notable
in multi-label classification tasks compared to bi-
nary classification, and became more apparent as
the number of few-shot examples increased. This
suggests that incorporating opposing opinions and
their respective decisions generally leads to bet-
ter outcomes, similar to judicial decision-making
processes. The trend is clearly illustrated in Figure
4. For each task discussed in this paper, examples
demonstrating the performance improvement of
the Courtroom-LLM framework over single-LLM
approaches can be found in Appendix C.2.

4.2.3 Performance Analysis on Ambiguous
Classification Cases

As a form of post-analysis, we conducted perfor-
mance comparisons between ambiguous and nor-
mal examples.

In this study, we define an ambiguous example
as a case where the PH-LLM produces inconsis-
tent classification results over N iterations. Specifi-
cally, if the top classification result varies even once
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Figure 6: Performance improvement (%) when apply-
ing the Courtroom Sequential structure compared to a
single-model (1-shot) prediction using GPT-4o as Judge-
LLM, shown for total (combined normal and ambiguous
cases), normal, and ambiguous cases across different
datasets. ℓ represents the number of classification labels.
The RTE dataset shows zero improvement for ambigu-
ous cases due to the near absence of such cases.

across five classification attempts (N = 5), we clas-
sify the case as ambiguous. In contrast, examples
with consistent results across all iterations are con-
sidered normal. Using this criterion, we analyzed
the distribution of ambiguous and normal cases
across the datasets utilized in our experiments. The
distribution of these cases is illustrated in Figure 5.

The experimental results show that ambiguous
cases are more difficult for single models to resolve
compared to simpler ones. In these challenging
scenarios, the Courtroom-LLM delivers significant
performance gains. For example, in the Emotion
task, accuracy improved by up to 200% for ambigu-
ous cases. This improvement is approximately 1.3
higher than that observed for normal cases, high-
lighting the framework’s strength in handling more
complex problems. The tendency was particularly
strong in the ANLI and Emotion tasks, where am-
biguous cases accounted for more than 10%. This
trend is shown in Figure 6. For a description of
the different Judge-LLM models used, refer to Ap-
pendix D.

4.3 Performance Analysis Across Model Sizes
and Types

In our experiments, we applied the Courtroom-
LLM framework to both open and closed LLMs.
The framework consistently outperformed simple
majority voting across all models. In addition to
model size, we observed differences in perfor-
mance between open and closed LLMs. Notably,
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Figure 7: The maximum accuracy of each LLM applied to the Courtroom-LLM framework Sequential structure.
The larger the model, the greater the diameter of the node proportionally. Generally, larger models tend to achieve
higher performance. Blue dots show the closed model performance, and red dot shows the open model performance.

among smaller models, the closed LLM Gemini
outperformed the open LLM LLaMA 3.1, despite
their similar size. This highlights the influence of
both model architecture and openness on perfor-
mance within the Courtroom-LLM. Figure 7 shows
the sequential accuracy for each LLM size.

5 Discussion

While employing multiple LLMs for binary or
multi-label classification may seem expensive ini-
tially, the long-term benefits outweigh the costs.
As on-device LLMs become more feasible and the
cost of using LLMs decreases, this collaborative
approach could prove more cost-effective than tra-
ditional fine-tuning.

Additionally, the Courtroom-LLM framework
demonstrated improved performance over single
LLMs by leveraging existing models without re-
quiring additional training, making it a resource-
efficient solution.

Our experiments showed the sequential approach
consistently outperforms alternatives. However,
due to cost limitations, we used the same judge-
LLM sequentially. Future work should explore how
varying the abilities and order of judge-LLMs could
further enhance decision-making and overall per-
formance.

Currently, the large-scale models used are costly
and may seem excessive for the problem at hand.

However, as LLM costs decline in the near future,
the proposed collaborative and competitive frame-
work is poised to demonstrate its full impact and
utility.

6 Conclusion
In this research, we introduced the Courtroom-
LLM framework, an innovative approach inspired
by legal courtroom procedures designed to enhance
performance in ambiguous text classification tasks.
By simulating roles analogous to prosecutors, de-
fense attorneys, and judges, this multi-LLM ar-
chitecture effectively balances collaborative and
competitive dynamics to improve classification ac-
curacy, particularly in challenging or borderline
cases.

Our evaluations across diverse NLP classifica-
tion tasks consistently demonstrate that the struc-
tured, debate-like setting of the Courtroom-LLM
framework significantly outperforms traditional
single-LLM classifiers and basic multi-LLM sys-
tems. The Sequential Judge approach, in particular,
proved most effective, showcasing its ability to pro-
cess complex reasoning step-by-step and deliver
well-grounded decisions. Our experiments revealed
that the Courtroom-LLM framework is especially
beneficial in managing hard-to-classify instances,
offering not only improved classification accuracy
but also clear, explainable decision-making.

Looking ahead, this research opens new avenues
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for leveraging structured multi-LLM collaboration
in NLP. Future work could explore applying this
framework to other tasks, such as sequential label-
ing or generative processes, further broadening its
impact on language processing technologies.

Limitations

The Courtroom-LLM framework, despite its ef-
fectiveness in NLP classification, presents certain
limitations:

1. Scope of Application: The current setup is
designed for text-classification, derived from
debates between prosecutor-LLM and defense
attorney-LLM. Expanding this framework to
accommodate generative NLP tasks and se-
quential labeling scenarios remains a chal-
lenge for future development.

2. Handling of Neutral Labels: The framework
shows limitations in accurately classifying
‘neutral’ labels in tasks like natural language
inference, indicating a need for improved
model sensitivity to nuanced classifications.

Future enhancements to the Courtroom-LLM
framework should aim to address these limitations,
broadening its applicability and efficiency in di-
verse NLP tasks.
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Choose the most appropriate label from the provided 
label list for the sentence.
Sentence: 
sentence1: Security forces were on high alert after an 
election campaign in which more than 1,000 people, 
including seven election candidates, have been killed. 
sentence2: Security forces were on high alert after a 
campaign marred by violence.
Label: entailment, non-entailment

Prompt for Preliminary Hearing 

entailment

Model Output ( )

Figure 8: Example of the preparatory prompt used in
PH-LLM’s initial decision-making process.

Please explain the context within these two sentence 
about the label 
The result should be one sentence.
Sentence: 
sentence1: Security forces were on high alert after an 
election campaign in which more than 1,000 people, 
including seven election candidates, have been killed. 
sentence2: Security forces were on high alert after a 
campaign marred by violence.

Prompt for Argument Stage (Prosecutor-LLM)

The context within these two sentences is that security 
forces were on high alert due to a campaign, either an 
election campaign or a campaign marred by violence.

Model Output (Argument of prosecutor-LLM)

Entailment← This part will be not-entailment
in case of an attorney-LLM.

Figure 9: Example prompts for generating arguments
by the prosecutor- or attorney-LLM. The highlighted
label part requesting explanation to the prosecutor and
attorney are different respectively.

Huaixiu Steven Zheng, Swaroop Mishra, Xinyun Chen,
Heng-Tze Cheng, Ed H Chi, Quoc V Le, and Denny
Zhou. 2023. Take a step back: evoking reasoning via
abstraction in large language models. arXiv preprint
arXiv:2310.06117.

A Prompt for Courtroom-LLM
framework

In this section, we introduce the real prompt of
each role in Courtroom-LLM framework.

A.1 Preliminary Hearing Phase

For Preliminary Hearing(PH), we use a general
prompt format. The input consists of sentences,
and candidate labels are provided alongside it. The
PH phase is conducted in a zero-shot. Figure 8
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There are two opposite arguments about the two 
sentences. Referring to precedents, which one do you 
think is correct about this?
---
Sentence:
sentence1: Security forces were on high alert after an 
election campaign in which more than 1,000 people, 
including seven election candidates, have been killed. 
sentence2: Security forces were on high alert after a 
campaign marred by violence.
Label: entailment, non-entailment
---
|attorney|
Both sentences describe a situation where security forces 
were on high alert due to a violent campaign, with the 
first sentence specifically mentioning the deaths of over 
1,000 people and seven election candidates.
|prosecutor|
The label non-entailment refers to the fact that the second 
sentence does not necessarily imply the same level of 
violence as mentioned in the first sentence.
---
|precedent|
Case: Entailment
text: sentence1: As a result, peptic ulcer disease has been 
transformed from a chronic, frequently disabling 
condition to one that can be cured by a short regimen of 
antibiotics and other medicines.
sentence2: Antibiotics are used against peptic ulcer.
reason: The label of "entailment" is appropriate for this 
pair of sentences because sentence 1 implies or suggests 
that peptic ulcer disease can now be cured by a short 
regimen of antibiotics and other medicines. Sentence 2 
directly states that antibiotics are used against peptic 
ulcer. 
Case: Non-entailment
Sentence: 
…

Prompt for Final Decision Stage

Based on the precedents, the correct label for the sentence 
pair is entailment.

Model Output (Decision of a judge-LLM)

Figure 10: Example prompts for Judge-LLM in decision
making using parallel and sequential judges delibera-
tion.

illustrates the input prompt and its output example.

A.2 Main Trial – Argument Stage

To generate the claim sentences for the argument,
we provide the input sentence along with the label
specified in the PH stage as input to the model.
Figure 9 shows the prompt for the Attorney-LLM
and Prosecutor-LLM.

A.3 Main Trial – Final Decision Stage

For the Final Decision, the model receives a total
of three types of text: first, the input sentence and
candidate labels; second, the claims generated in
the Argument Stage; and lastly, the precedents. In
the case of a sequential structure, the judge’s argu-
ment is also included as input. Figure 10 illustrates
the input prompt and its output example.

B Overall Accuracy

We experimented with the performance of few-shot
1 to 3 examples and judge-LLM configurations of
1, 3, and 5, using the data employed in the paper
to validate the methodology. We conducted experi-
ments for single-LLM, multiple-LLM without the
Courtroom-LLM framework, and two versions of
applying our framework (parallel and sequential
judges). Table 3, Table 5, and Table 4 displays the
performance of datasets for natural language un-
derstanding, natural language inference, and text
classification task.

C Examples

C.1 Examples of Similar Case Retriever

Table 6 shows the example of the retrieval input
and result comparing with random searching.

C.2 Examples of Judge LLM

In this section, we present the formatted context in-
put and corresponding outputs for the actual judge-
LLM. We provide the input forms for the RTE
dataset in natural language understanding task, the
ANLI R1 dataset in natural language inference task,
and the Emotion dataset in text classification task,
along with the outputs of single-LLM, multiple N-
LLM, and Courtroom-LLM(parallel judges), and
Courtoom-LLM(sequential judges). The inputs for
RTE, ANLI R1, Emotion datasets are shown in
Table 7, Table 9, and Table 11. The outputs are
shown in Table 8, Table 10, and Table 12. While
there have been no alterations to the actual input
data, redundant information overlapping with the
actual datasets has been condensed in the respective
tables.

D Performance Improvement on
Ambiguous Case

In this section, we present the performance im-
provement on ambiguous and normal case when
applying the Courtroom-LLM Sequential structure
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fewshot
Task LLM Structure

0 1 2
Single 0.661 0.603 0.671

Multiple 0.632 0.567 0.671
Parallel 0.751 0.769 0.769

GPT-4o

Sequential 0.744 0.787 0.783
Single 0.708 0.722 0.632

Multiple 0.726 0.733 0.643
Parallel 0.491 0.596 0.596

Gemini-1.5-Flash

Sequential 0.538 0.596 0.614
Single 0.588 0.494 0.578

Multiple 0.588 0.494 0.570
Parallel 0.537 0.415 0.565

RTE

LLaMA 3.1 8B

Sequential 0.491 0.520 0.580
Single 0.794 0.718 0.752

Multiple 0.834 0.712 0.746
Parallel 0.668 0.800 0.802

GPT-4o

Sequential 0.654 0.806 0.818
Single 0.738 0.684 0.704

Multiple 0.766 0.684 0.742
Parallel 0.518 0.590 0.514

Gemini-1.5-Flash

Sequential 0.464 0.570 0.500
Single 0.710 0.582 0.623

Multiple 0.710 0.572 0.623
Parallel 0.636 0.636 0.605

BoolQ

LLaMA 3.1 8B

Sequential 0.548 0.572 0.580

Table 3: Natural language understanding task accuracy comparison on RTE(Wang et al., 2019) and BoolQ(Clark
et al., 2019) dataset: Bold indicates the highest accuracy within each structure category. Parallel N-LLMs use N
independent LLMs for classification, finalized by majority voting.

few-shot
Task LLM Structure

0 1 2
Single 0.198 0.204 0.252

Multiple 0.224 0.176 0.236
Parallel 0.538 0.550 0.560

GPT-4o

Sequential 0.562 0.572 0.574
Single 0.302 0.220 0.183

Multiple 0.286 0.218 0.174
Parallel 0.478 0.472 0.444

Gemini-1.5-Flash

Sequential 0.500 0.482 0.502
Single 0.288 0.198 0.186

Multiple 0.288 0.198 0.186
Parallel 0.198 0.392 0.371

Emotion

LLaMA 3.1 8B

Sequential 0.342 0.462 0.474

Table 4: Classification task accuracy on Emotion(Saravia et al., 2018) datasets: Bold indicates the highest accuracy
within each structure category. Parallel N-LLMs use N independent LLMs for classification, finalized by majority
voting.
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fewshot
Task LLM Structure

0 1 2
Single 0.744 0.724 0.734
Multiple 0.760 0.710 0.748
Parallel 0.808 0.878 0.862

GPT-4o

Sequential 0.828 0.874 0.880
Single 0.738 0.702 0.656
Multiple 0.756 0.694 0.674
Parallel 0.514 0.580 0.576

Gemini-1.5-Flash

Sequential 0.500 0.568 0.538
Single 0.434 0.568 0.516
Multiple 0.434 0.568 0.516
Parallel 0.510 0.466 0.562

QNLI

LLaMA 3.1 8B

Sequential 0.574 0.498 0.560
Single 0.704 0.582 0.626

Multiple 0.760 0.594 0.682
Parallel 0.656 0.662 0.668

GPT-4o

Sequential 0.686 0.676 0.692
Single 0.624 0.580 0.522

Multiple 0.676 0.626 0.534
Parallel 0.546 0.558 0.548

Gemini-1.5-Flash

Sequential 0.564 0.564 0.562
Single 0.446 0.376 0.122

Multiple 0.446 0.376 0.338
Parallel 0.504 0.502 0.506

ANLI

LLaMA 3.1 8B

Sequential 0.508 0.540 0.549

Table 5: Natural language inference task accuracy comparison on QNLI(Wang et al., 2019) and ANLI(Nie et al.,
2020): Bold indicates the highest accuracy within each structure category. Parallel N-LLMs use N independent
LLMs for classification, finalized by majority voting.

input text
question: What came into force after the new constitution was herald?
sentence: As of that day, the new constitution heralding the Second Republic came into force.
randomly selected example
question: Who originally hosted Who Wants to Be a Millionaire for ABC?
sentence: Hosted throughout its ABC tenure by Regis Philbin, the program became a major ratings
success throughout its initial summer run, which led ABC to renew Millionaire as a regular series,
returning on January 18, 2000.
selected example using similar cases retriever
question: When was the new constitution promulgated?
sentence: As of that day, the new constitution heralding the Second Republic came into force.

Table 6: Selected few-shot case examples of QNLI dataset using random selection and similar cases retriever.
Highlighted words show the similar context, using similar cases retriever.
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Context
Sentence:
sentence1: Eric Harris and Dylan Klebold, seniors at the suburban Denver school, ...
sentence2: 13 persons were killed by two students in 1999.
Label: entailment,non-entailment
Arguments
|prosecutor|← A1

The label entailment is that the event described in sentence 2 is the same as the massacre
described in sentence 1 where Eric Harris and Dylan Klebold killed a teacher and 12 students,
representing the violent destruction of the perception of schools as safe havens.
|attorney|← A2

The label ""non-entailment"" refers to the fact that sentence 2 does not fully capture the
magnitude and impact of the event described in sentence 1, which involved the killing of a
teacher, the injuring of numerous individuals, and the shattering of the perception of schools as
safe places.
Precedents
Case: entailment
text:
sentence1: Rotorua has banned criminals with five or more dishonesty convictions ...
sentence2: The Central Business District (CBD) is part of Rotorua. reason: The label of
’entailment’ is appropriate for this sentence pair because sentence 2 directly follows from and is
implied by sentence 1. In sentence 1, it is mentioned that criminals with five or more dishonesty
convictions are banned from entering the Central Business District (CBD) of Rotorua. Sentence
2 simply states that the Central Business District (CBD) is part of Rotorua, which is a logical
consequence of the information provided in sentence 1. Therefore, sentence 2 can be inferred
from sentence 1, indicating an entailment relationship between the two sentences.
Case: non-entailment
text:
sentence1: The court in Angers handed down sentences ranging from four months suspended to
28 years for, ... .
sentence2: Franck V. comes from Angers.
reason: The reason for labeling the sentence as ‘non-entailment’ is that sentence 2 does not
necessarily follow or logically derive from sentence 1. While sentence 1 provides information
about Franck V.’s involvement in a sex ring in Angers, sentence 2 simply states that Franck
V. comes from Angers. There is no direct or implied connection between Franck V.’s origin
and his involvement in the sex ring mentioned in sentence 1. Therefore, sentence 2 does not
necessarily follow from sentence 1, leading to the label of ’non-entailment’.

Table 7: Natural language understanding task input example of judge-LLM on RTE dataset. The precedent size is 1,
and A1 label is ‘entailment’ and A2 is ‘non-entailment’. All the data included in the natural language understanding
task share the same input format.
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Answer Label
entailment
Single-LLM Output
non-entailment
Parallel N-LLM Output
non-entailment
Parallel N-LLM Output list
[non-entailment , non-entailment , non-entailment , non-entailment , non-entailment ]
Courtroom(Parallel Judges)
[non-entailment , non-entailment , non-entailment, non-entailment, non-entailment ]
Courtroom(Sequential Judges) Output
entailment
Courtroom(Sequential Judges) Output list
[non-entailment, non-entailment, entailment, non-entailment, entailment]
Courtroom(Sequential Judges) Responses
|Judge 0| The correct label for this sentence pair is "non-entailment."
|Judge 1| The correct label for this sentence pair is "non-entailment."
|Judge 2| |Judge 2| The correct label for this sentence pair is "entailment."
|Judge 3| The correct label for this sentence pair is "non-entailment."
|Judge 4| The correct label for this sentence pair is "entailment."

Table 8: Natural language understanding task output example of judge-LLM input on RTE dataset. The precedent
size is 1, and A1 label is ‘entailment’ and A2 is ‘non-entailment’.

compared to single model. Figure 11 shows the per-
formance changes of the Courtroom-LLM Sequen-
tial structure compared to single-model (1-shot)
predictions for total, normal, and ambiguous cases
across datasets, with Judge-LLM variations, GPT-
4o, Gemini-1.5-Flash, and LLaMA 3.1 8B.
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Context
premise: Helena Sukov (] ) (born 23 February 1965) is a former professional tennis player from
the Czech Republic.
hypothesis: Helena Sukova enjoyed attending professional football games.
Label: entailment,neutral,contradiction
Arguments
|prosecutor|← A1

The hypothesis that Helena Sukova enjoyed attending professional football games cannot be
determined from the given premise.
|attorney|← A2

The hypothesis that Helena Sukova enjoyed attending professional football games cannot be
supported or refuted based on the given information about her career as a professional tennis
player.
Precedents
Case: entailment
text: premise: Judy Tegart Dalton is a retired professional tennis player...
hypothesis: Judy and player Margaret Court played on the same doubles team in tournaments.
reason: The reason for labeling the sentence as ’entailment’ is that the hypothesis is supported
by the information provided in the premise. The premise states that Judy Tegart Dalton won
nine Grand Slam doubles titles, and five of those titles were with Margaret Court. Therefore, it
can be inferred that Judy and Margaret Court played on the same doubles team in tournaments.
Case: neutral
text: premise: Alexandra Lendon Bastedo was a British actress, best known for her role as
secret agent Sharron Macready ...
hypothesis: Alexandra Lendon Bastedo despised her role as Sharron Macready.
reason: The label of the sentence is ’neutral’ because it simply states a fact about Alexandra
Lendon Bastedo, without expressing any positive or negative sentiment. The sentence mentions
her role as Sharron Macready in the 1968 British espionage/science fiction adventure series
"The Champions" and states that she is best known for it. It does not provide any opinion or
judgment about her feelings towards the role.
Case: contradiction
text: premise: This is a list of cities in Azerbaijan. Azerbaijan is a country in the South Caucasus
region ... hypothesis: Azerbaijan has over 100 cities and 4,620 villages.
reason: The label of the sentence is ‘contradiction’ because the hypothesis states that Azerbaijan
has over 100 cities and 4,620 villages, which contradicts the information presented in the
premise. The premise clearly states that Azerbaijan has a total of 77 cities, including 12 Federal-
level cities, and provides the specific numbers for smaller "rayon"-class cities, urban-type
settlements, and villages. Therefore, the hypothesis contradicts the information given in the
premise.

Table 9: Natural language inference task input example of judge-LLM on ANLI R1 dataset. The precedent size is 1,
and A1 label is ‘neutral’ and A2 is ‘contradiction’. All the data included in the natural language inference task share
the same input format.
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Answer Label
Neutral
Single-LLM Output
Contradiction
Parallel N-LLM Output
Contradiction
Parallel N-LLM Output list
[Contradiction, Contradiction, Contradiction, Contradiction, Contradiction]
Courtroom(Parallel Judges)
[Neutral, Contradiction, Neutral, Neutral, Contradiction]
Courtroom(Sequential Judges) Output
Neutral
Courtroom(Sequential Judges) Output list
[Contradiction, Neutral, Neutral, Neutral, Neutral]
Courtroom(Sequential Judges) Responses
|Judge 0| Based on the precedents, the correct label for the sentence "The hypothesis that Helena
Sukova enjoyed attending professional football games cannot be determined from the given
premise" is contradiction.
|Judge 1| Based on the precedents, the correct label for the sentence "The hypothesis that Helena
Sukova enjoyed attending professional football games cannot be determined from the given
premise" is neutral.
|Judge 2| Based on the precedents, the correct label for the sentence is neutral.
|Judge 3| Based on the precedents, the correct label for the sentence is neutral.
|Judge 4| Based on the precedents, the correct label for the sentence " is neutral.

Table 10: Natural language inference task output example of judge-LLM on ANLI R1 dataset. The precedent size is
1, and A1 label is ‘neutral’ and A2 is ‘contradiction’.
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Context
Sentence: i jest i feel grumpy tired and pre menstrual which i probably am but then again its
only been a week and im about as fit as a walrus on vacation for the summer
Label: sadness,joy,love,anger,fear,surprise
Arguments
|prosecutor|← A1

The speaker is feeling grumpy, tired, and possibly premenstrual, which may contribute to their
sadness, but they also acknowledge that it has only been a week and they are not in the best
physical shape.
|attorney|← A2

The speaker is expressing their current state of feeling grumpy, tired, and premenstrual, possibly
attributing it to their hormonal cycle, but also acknowledging that it has only been a week since
their last period and they are not physically fit.
Precedents
Case: sadness
text: im pretty sure and its been about a week and a half so although im feeling kind of betrayed
and disillusioned by men at the moment everythings okay
reason: The label of "sadness" is assigned to this sentence because the person expresses feeling
betrayed and disillusioned by men. These negative emotions indicate a sense of sadness or
disappointment. Despite stating that everything is okay, the initial emotions conveyed suggest a
underlying feeling of sadness.
Case: anger
text: im not condoning terrorist action but you feel so furious and powerless
reason: The label of ’anger’ is appropriate for this sentence because the speaker expresses
a strong emotion of fury. The use of the word "furious" indicates a high level of anger and
frustration. Additionally, the feeling of powerlessness further emphasizes the intensity of the
speaker’s anger.

Table 11: Text classification task input example of judge-LLM on Emotion dataset. The precedent size is 1, and A1

label is ‘sadness’ and A2 is ‘anger’.
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Answer Label
anger
Single-LLM Output
suprise
Parallel N-LLM Output
anger
Parallel N-LLM Output list
[suprise, anger, anger, anger, anger]
Courtroom(Parallel Judges)
[sadness, anger, sadness, sadness, sadness]
Courtroom(Sequential Judges) Output
anger
Courtroom(Sequential Judges) Output list
[anger, sadness, anger, anger, anger]
Courtroom(Sequential Judges) Responses
|Judge 0| The correct label for the given sentence is "anger."
|Judge 1| The correct label for the given sentence is "sadness."
|Judge 2| The correct label for the given sentence is "anger."
|Judge 3| The correct label for the given sentence is "anger."
|Judge 4| The correct label for the given sentence is "anger."

Table 12: Text classification task output example of judge-LLM on Emotion dataset. The precedent size is 1, and A1

label is ‘sadness’ and A2 is ‘anger’.
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(a) GPT-4o
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(b) Gemini-1.5-Flash
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(c) LLaMA 3.1 8B
Figure 11: Performance change (%) of the Courtroom-LLM Sequential structure over single-model (1-shot)
prediction for total, normal, and ambiguous cases across datasets. GPT-4o serves as PH-LLM, LLaMA 3.1 8B as
Attorney- and Prosecutor-LLM, while GPT-4o, Gemini-1.5-Flash, and LLaMA 3.1 8B are used as Judge-LLM.
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