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Abstract

Highly realistic human-machine interaction is
challenging for open-domain dialogue systems.
Although existing methods have achieved no-
table progress by leveraging various interaction
factors (e.g., emotion, personality, topic) for de-
livering human-like (e.g., empathetic, person-
alized and semantically-consistent) responses,
they typically model such factors alone and
thus easily suffer from low-quality response
generation issue, due to the overlook of im-
plicit correlations among factors. Further-
more, different factors may alternately dom-
inate token-level response generation during
decoding, making it harder to generate high-
quality responses by applying various factors
at the sentence level. To address the issue, we
present a unified response generation frame-
work, which is capable of simultaneously mod-
eling Complex Multiple Interaction Factors
(named CoMIF) to generate human-like con-
versations. To model the implicit correlations
among factors, CoMIF first employs a dynamic
perception module to construct a directed col-
laborative-graph to jointly learn the dynamics
over time of each factor, as well as the cross-
dependencies among them. Additionally, we
also design a scalable post-adaptation mod-
ule to introduce token-level factor signals to
generate more human-like responses with ap-
propriately multiple factors. Extensive experi-
ments over multiple datasets demonstrate that
the proposed method achieves the superior per-
formance in generating more human-like re-
sponses with appropriate multiple-factors, as
compared to the state-of-the-art methods.

1 Introduction

Open-domain dialogue systems aim to achieve
highly realistic human-machine interactions, play-
ing increasingly vital roles not only in daily life but
also in industrial production, such as question an-
swering (Wei et al., 2011). To enhance the quality
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be some misunderstandings. You know, the
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Figure 1: An example of introducing speaker’s persona
into dialogue and considering its interaction with factors
such as emotion and topic.

of generated dialogues, an increasing number of
factors are being integrated into dialogue systems.
Recent research has delved into various aspects,
such as speaker emotions (Wei et al., 2019; Yan
et al., 2023; Zhao et al., 2023b), persona consis-
tency (Song et al., 2021; Liu et al., 2022), and topic
diversity (Sevegnani et al., 2021; Xu et al., 2021),
to better emulate human dialogue. These investiga-
tions have significantly advanced the development
of human-machine dialogue systems.

However, most existing works focus on the iso-
lated effects of different interaction factors on re-
sponse generation, which is incomplete as the inter-
action factors between humans and chatbots influ-
ence each other. As illustrated in Figure 1, without
considering the speaker’s persona, when Speaker
A shares negative news about Speaker B’s idol,
Speaker B may respond positively and continue the
conversation. However, when considering Speaker
B’s persona as a fan, they are more likely to exhibit
negative emotions and attempt to end or change
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the topic of the conversation. Clearly, people’s
responses are influenced by multiple interaction
factors, so jointly modeling these factors is key to
generating high-quality responses.

Another issue to address is the selective domi-
nance of interaction factors in token-level response
generation during decoding. As illustrated in the
lower half of Figure 1, only a small number of to-
kens are influenced by interaction factors, and the
tokens influenced by each factor vary. Allowing all
factors to dominate response generation simultane-
ously could significantly reduce the quality of the
generated responses.

To this end, we proposes a unified response
generation framework named CoMIF to simul-
taneously model the complex multiple interac-
tion factors in conversation generation. Specifi-
cally, interaction-related factors such as emotion,
topic, and persona are extracted from historical
dialogues. Subsequently, we use a directed collab-
orative graph to jointly model the temporal dynam-
ics within these factors to generate factor-related
signals consistent with the speaker’s situation. Fi-
nally, inspired by (Li et al., 2024), a scalable post-
adaptation module is proposed to selectively inject
token-level factor-related signals for generating re-
sponses. Experimental results on multiple datasets
show that our model has significant advantages in
dialogue generation.

The main contributions of this work are summa-
rized as follows:

* To the best of our knowledge, we are the
first to propose a multi-factor framework for
open-domain dialogue generation. This frame-
work integrates the correlations and coopera-
tive effects among multiple variables to pro-
duce more human-like responses, surpassing
those generated by previous single-factor ap-
proaches.

* We propose a unified multi-factor dialogue
framework named CoMIF, to simultaneously
model the complex multiple interaction fac-
tors for conversation generation.

* Results from extensive experiments on
datasets demonstrate that our model is effec-
tive in generating responses that are tailored
to the speaker’s situation.

2 Related Work

2.1 Personality-based Response

To simulate human conversations, a dialogue sys-
tem or chatbot should generate responses based
on a fixed persona. In this context, Zhang et al.
(2018) added persona information to the dialogue
and proposed the PERSONA-CHAT dataset, which
effectively improved the personality consistency of
the dialogue system. Kim et al. (2020) and Cheng
et al. (2023) extracted personality from the dia-
logue history and integrated it into the generation
process to produce personality-based responses.
Song et al. (2021) decomposed personality-based
dialogue generation into two subtasks: dialogue
response generation and personality consistency
understanding, achieving good performance on lim-
ited character personality dialogue datasets. In
contrast, Xu et al. (2023) automatically generated
character personality information based on a preset
template and used the generated personality infor-
mation to produce responses.

2.2 Topic-based Response Generation

A topic is essential for keeping each participant
engaged in a conversation and is therefore cru-
cial for a dialogue system. Previous work has
explored two approaches to applying topics to dia-
logue generation. On the one hand, retrieval-based
approaches (Tang et al., 2019; Qian and Dou, 2023)
aim to obtain responses related to the current topic
from a topic-based response repository. On the
other hand, generation-based approaches (Chen
and Yang, 2020; Xu et al., 2021) predict the topic
of the current dialogue from the context and gen-
erate appropriate responses that match the current
topic. Additionally, other approaches, such as com-
bining knowledge graphs with topics (Wu et al.,
2019; Liu et al., 2020), have been used to generate
appropriate responses.

2.3 Emotion-based Dialogue Generation

An emotional dialogue system can detect subtle
changes in the user’s emotions and generate re-
sponses with specific emotional tones. Emotions
have proven to be a key factor in creating more
engaging dialogue systems. Zhou et al. (2017) and
Wei et al. (2019) were the first to consider emo-
tional factors in dialogue generation, introducing
specific emotional representations in the genera-
tion process to produce emotional responses. Later,
Wang et al. (2022) modeled fine-grained changes
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in sentiment within a dialogue, making the gener-
ated responses more realistic. Other works, such
as Zhao et al. (2023b), consider information from
multiple rounds of sentimental dialogue to ensure
smooth transitions between dialogues.

3 Methodology
3.1 Task Definition

In this paper, our task is to dynamically perceive
interaction factors such as emotions and topics
in the dialogue, incorporate them into the gener-
ation process along with the speaker’s personas,
and generate semantically reasonable, emotion-
ally appropriate, and topic-consistent responses.
Hence, our response generation task is defined
as follows: given a set of predefined personas
P ={p1,p2, - ,pn} and historical dialogue sen-
tences X = {x1, X2, - , Xy, } with corresponding
emotion sequence Ep;s = {ej,e2, -+ ,ep} and
topic sequence Tj;s = {t1,t2, - ,tm}, the goal
is to generate a corresponding response Y that is
coherent with the speaker’s situation.

3.2 Overview of Architecture

The overall architecture of CoMIF is shown in Fig-
ure 2. We divide the entire model into three mod-
ules: the encoding module, the dynamics percep-
tion module, and the post-adaptation module. First,
the historical dialogue and predefined personas are
input into the encoding module to obtain various
representations in the embedding space, such as
the historical dialogue representation x , the pre-
defined personas representation sequence P, the
historical emotion representation sequence Fjp;s,
and the historical topic representation sequence
T}is. Then, in dynamics perception module, the
temporal dynamics within each factor are modeled
to obtain the token-level factor-related signals P,
E and T'. Finally, the post-adaptation module mod-
ifies the original output of the decoder according to
the signals to generate the final response.

3.3 Encoding Module

Personas Representation Sequence. An en-
coder is used to obtain the corresponding embed-
ding representation of the predefined personas. For
each persona p; € P, we encode them separately
and finally we get the personas representation se-

quence Pp.c = {p1,p2, -+ ,pn}

Historical Dialogue Representation. First, We
use the same encoder to encode each utterance x;

in the dialogue and get a sequence of utterance
representations X"¢ = {x{"¢, x§"¢, - - x&}

After that, X" is fed into a bidirectional RNN
to extract the semantic information and we obtain
X = {z3, x5, , 3, } containing semantic infor-
mation:

X = RNNsemantic(Xenc)- (1)

Note that z; has the same dimensions as x{"¢.

In order to obtain the historical dialogue repre-
sentation z, we need to fuse the semantic represen-
tations in X°. Based on the assumption that the
target response Y is often highly correlated with
the last sentence in the dialogue history (i.e., x;,,)
and inspired by Luong et al. (2015), we use the
method in Luong Attention to calculate the weight
of each semantic representation in X * and perform
a weighted sum to obtain z:

exp(Score;)
o =
’ i exp(Score;)’

r=Y_ o, (©)

where score; € R! and 2 € R?. The Score func-
tion is as follows:

2

Score; = sum(Wa-tanh(Wy- [z xf]+b1)), (4)

m

where W, € R24%d b, € R, Wy € R4*4 are the
parameters of linear layer.

Historical Representation Sequence. We model
the emotion factors and topic factors in the dialogue
to ensure the smoothness and consistency of the
generated dialogue in terms of emotion and topic.
Specifically, X*¢ is input into another bidirec-
tional RNN to extract specific historical emotion se-
quence representations Ep;s = {e1, e, ,ep}:

Ehis = RNNemotion(Xenc>7 (5)

where Ep;s € R™*4,

During training, e; is inputted into a linear layer
followed by softmax operation to generate the emo-
tion category distribution Pe,,,(e;), and we opti-
mize the model by minimizing the cross entropy
loss between the emotion category distribution
P.mo and the true label é;:

LB, =— Z log(Pemo(éi)) (6)
=1
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Figure 2: The overall architecture of our proposed CoMIF model, which consists of three modules: Encoding
Modulde, Factor Generation Module and Post-adaptation Module

The operation of obtaining T, is similar to that
of Ej;s, and will not be described in detail here:

This = RNNtopic(Xenc)a (7)
L7y, = = ) log(Prop(t))- (8)
=1

3.4 Dynamics perception module

As mentioned above, interaction factors influence
each other and change temporally, and it’s impor-
tant to jointly modeling these factors. To achieve
this, we makes use of a collaborative graph to
jointly model the temporal dynamics within each
factor in each turn of conversation.

Graph Construction. As shown in Figure 2, our
collaborative graph contains three types of nodes:
(1) The first type of nodes includes Personas Nodes
pi, Topic,;, Nodes t;, Emotion;;s Nodes e; and
Semantic Node z, which represent the information
extracted from the predefined personality and di-
alogue history respectively, and are initialized by
the output of the encoding module. (2) The second
type of nodes includes persona state node P, emo-
tion state node E and topic state node T'. These
nodes are the final output of the module and are
used as the factor-related signals for generating
responses. (3) The last type of nodes is called fu-
sion node, which is used to temporarily display the
detailed relationship between the other two nodes.
The edges in the graph reveal the dependencies
between different nodes, and the details of these
dependencies will be discussed later.

Dynamics Perception. We perceive the dynam-
ics in factors and generate the factor-related signals
based on the dependencies shown in the collabora-
tive graph.

In order to simplify the dependency details be-
tween various factors and improve the scalability
of the model, we use a single-layer Transformer
Encoder (Vaswani et al., 2017) as a factor fusion
module to handle the dependencies between differ-
ent factors. This module takes two factors as input:
the first factor is used as the Query in the attention
mechanism, and the second factor is used as both
the Key and the Value.

First, we deal with persona factor. The persona
displayed by the speaker in the dialogue should
be consistent with his or her own personality and
highly relevant to the current dialogue. Therefore,
the persona state node P in graph should be up-
dated based on the persona nodes P,,.. and the
semantic node z, that is, P(P|z, Pp):

P = TransEnc(z, Ppye), )

where P € R?.

Next, we take into account two factors: emotion
and topic. In contrast to persona, the variations
in emotion and topic within a dialogue are more
intricate and frequently interrelated. Therefore,
we first integrate historical emotions and historical
topics in an equal way:

f; = TransEnc(Th;s, Enis), (10)
ft' = TransEnc(Ep;s, Ths), (1D
f = TransEnc(z, W3[f;; ft,] + b3), (12)

7358



where fé,ft/ e R™¥d f e RY, Wy e R24%d apd
by € R,

The topic of the target response should be a con-
tinuation of the current historical topic sequence,
and the speaker’s personas, emotions, and the con-
text of the current dialogue will also have a certain
degree of influence on the variation of the current
topic. Therefore, we update the topic state node as
follows:

fi=z+g-p+Q—g)-f,  (13)
T = TransEnc( f;, Tp;s), (14)

where f;, T € R? and we get g; as follows:
gt = o(Wy,[x; P; f] + by,). (15)

Similar to the topic state node, We get f. in
the same way as f; and update the emotional state
node:

E = TransEnc( fe, Ep;s)- (16)

To ensure that the updated nodes contain the
corresponding emotion and topic signals, we input
them into linear layers to get the corresponding
probability distribution Peyy,,(E) and Py, (7"), and
constrain them through the cross entropy loss func-
tion:

Ly = —10g(Pemo(E)),
ﬁT = — log(Ptop(T))a

a7)
(18)

where F and T are the corresponding true labels.

3.5 Post-adaptation Module

As mentioned in Fan et al. (2024a), static fusion of
different factors results in a fixed trajectory of the
output distribution. We design a post-adaptation
module to selectively and dynamically inject mul-
tiple factor-related signals into the process of re-
sponse generation.

To generate the target response Y, we first con-
catenate the historical dialogue into the decoder,
and autoregressively generate the hidden state of
the original response that do not contain any factor-
related information:

hori;i = Decoder(Eor; <i, Ex) (19)

where F,,; «; denotes the embeddings of the gen-
erated words before the time step ¢, E'x is the em-
beddings of the catenated dialogue history.

Then, to make the generated response more suit-
able for the speaker’s situation, we utilize a unified

and scalable method to modify the original hidden
state of the response, taking into account various
factor-related signals. We fuse the hidden state
hori; with each signals s separately to obtain the
adapted hidden state h ;:

Ws = J(Ws [hori,i; 5] + bs)a (20)

hs,i =Ws- S+ (1 - ws) : hori,i> (2D

where s € [P,T,E], W, € R?¥4 and b ¢ R?
are trainable parameters. The final adapted hidden
state hqqp,; 1s the average of hp;, hr;, and hg ;.

The distribution over the vocabulary for the ¢-th
token can be obtained by a softmax layer:

P(yt|y<t, X) = SOftmaX(Whadp,t)a (22)

where X is the input historical dialogue, W €
RIVI*d and V is the vocabulary size.

We use cross entropy loss function to constrain
the generation process:

L
Lgen ==Y og(P(yely<s, X).  (23)
t=0

Finally, the following joint optimization objec-
tive is used to optimize the model parameters:

L= /\lﬁgen
+ ALy, + AL,
+ MLE + AL

(24)

where A1, A2, A3, Ay and A5 are hyper-parameters.

4 Experiments

4.1 Dataset

We conduct our experiments on two datasets,
Persona-Chat (Zhang et al., 2018) and Synthetic-
Persona-Chat (Jandaghi et al., 2023). The Persona-
Chat dataset addresses the issue of inconsistent
personality in traditional chat models and enhance
the model’s consistency and appeal by endowing
it with a persona. The Synthetic-Persona-Chat
dataset is a variant of the Persona-Chat dataset,
consisting of two parts. The first part has the same
user profile pairs as Persona-Chat but includes new
synthetic conversations. The second part contains
new synthetic personas and conversations.

Since we need labels such as historical emo-
tions and historical topics in the experiment, the
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Dataset SPC PC

dialogue 10,680 18,878

utterance 291,553 278,478
Pavg 4.49 449
Tavg 3.12 3.67
Eavg 1.83 1.99

Table 1: Statistics of the datasets. P4 is average per-
sona number per user, Ty, and E,,4 are the average
number of keywords and emotions per utterance, respec-
tively.

dataset was expanded before the formal experi-
ment. In short, we used two external tools, ‘roberta-
base-go_emotions’ ! and KeyBERT (Grootendorst,
2020), to generate the emotion labels and topic la-
bels of the dialogue respectively.See Appendix A
for more details. Table 1 shows the statistics of the
expanded datasets.

4.2 Implementation Details

In this experiment, the encoding module utilizes
the RoBERTa-base model (Liu et al., 2019) as the
encoder, with its pre-trained parameters serving
as the initial settings. During the training phase,
the encoder parameters remain fixed and are not
subject to updates. The RNNe¢potion, RNNiopic,
and RNNgepmantic Within the encoding module are
all implemented as two-layer bidirectional LSTMs
(Hochreiter and Schmidhuber, 1997), with random
initialization parameters. The decoder used in the
post-adaptation module is the smallest variant of
GPT-2 (Radford et al., 2019), namely GPT-2-small.

All baselines and our method are implemented in
PyTorch and trained on an RTX 4090 24GB GPU.
We maintain a maximum of 9 turns of historical
dialogue for our method. Throughout the experi-
ments, we utilize the Adam optimizer (Kingma and
Ba, 2014). The learning rate is set to 1e-4, and the
batch size is 12. The hyperparameters correspond-
ing to each loss function during joint training are:
A1 =10, Ao = A3 = Ay = A5 = 1. We train the
model for up to 10 epochs and employ early stop-
ping when the perplexity (PPL) does not improve
on the validation set.

4.3 Baselines
We compare our proposed model with the follow-

ing competitive baselines.

¢ GPT-2 (Radford et al., 2019): A model based

!This model can get from https://huggingface.co/
SamLowe/roberta-base-go_emotions

on the Transformer-Decoder architecture. We
used the smallest variant of GPT-2 in this ex-
periment.

* PPA (Huang et al., 2023): An encoder-
decoder model with a persona-enhanced at-
tention module. The model uses different
Transformer-based encoders to process con-
versation context and personas, respectively,
and generates responses through a Trans-
former decoder integrated with a persona-
enhanced attention mechanism.

* EmpSOA (Zhao et al., 2023a): An empa-
thy generation model based on an encoder-
decoder architecture comprehensively con-
sider self-other awareness. Through the three
stages of self-other differentiation, self-other
modulation, and self-other generation, the in-
formation of self-other awareness is clearly
maintained, regulated, and injected into the
process of empathic response generation.

* Llama 3 (Meta, 2024): The latest generation
of llama models in Meta’s LLAMA family. In
this experiment, the model we used is llama 3
8B Instruct.

4.4 Evaluation Metrics

Automatic Evaluation. We use the following au-
tomatic metrics for evaluation: (1) Perplexity (PPL)
to measure the overall quality of the generated re-
sponses; (2) Distinct-n (n=1,2) (Li et al., 2016)
measures the diversity of generated responses by
calculating the proportion of unique n-grams in
all n-grams; (3) ROUGE-n (n=1,2) (Lin, 2004) is
used to measure the relevance between the ground
truth and generated response. (4) Since n-gram-
based metrics often penalize semantically correct
phrases, we use BertScore (Zhang et al., 2019) to
compensate for this shortcoming.

Human Evaluation. Following previous works
(Liu et al., 2022; Fan et al., 2024b), we adopt Rel-
evance, Fluency and Informativeness of the gen-
erated utterances with the rating range of [0, 2].
We recruit three experienced annotators to evaluate
100 randomly selected dialogues. The evaluation
details are shown in the Appendix B.

7360


https://huggingface.co/SamLowe/roberta-base-go_emotions
https://huggingface.co/SamLowe/roberta-base-go_emotions

Dataset Model PPL Distinct-1 Distinct-2 ROUGE-1 ROUGE-2 BertScore Relevance Fluency Informativeness

GPT-2 2.81 7.51 25.24 39.43 25.89 91.62 1.35 1.80 1.60

SPC PPA 3.18 6.85 19.30 16.97 7.05 89.39 1.46 1.78 1.57
EmpSOA 4.28 8.20 27.01 40.81 24.34 89.99 151 1.82 1.59

CoMIF  2.81 10.58 33.52 43.11 29.95 91.88 1.57 1.84 1.61

GPT-2  19.42 6.82 21.39 13.77 2.33 87.43 0.98 1.54 133

PC PPA 13.12 5.64 15.96 10.18 1.33 87.26 1.18 1.59 1.29
EmpSOA 36.99 3.19 8.56 14.76 2.79 85.91 1.16 1.63 1.31

CoMIF  19.90 7.01 21.52 15.04 3.01 87.23 1.24 1.63 1.35

Table 2: Comparison of CoMIF against baselines on the Synthetic-Persona-Chat (SPC) dataset and Persona-Chat
(PC) dataset. Boldface indicates the best result in terms of the corresponding metrics and underline indicates the
suboptimal result. Distinct, ROUGE and BertScore are scaled by 1072,

5 Results

5.1 Automatic Evaluation

We evaluate all methods on the Persona-Chat
dataset and Synthetic-Persona-Chat dataset.The re-
sults are shown in Table 2.

On the Synthetic-Persona-Chat and the Persona-
Chat dataset, CoMIF achieved the best results
across most metrics, demonstrating the model’s
effectiveness. Benefiting from the comprehensive
consideration of multiple interaction factors dur-
ing generation, our model is able to generate high-
quality responses with lower perplexity. Addition-
ally, the improvements in Distinct highlight our
model’s superiority in generating more informative
responses.

It is worth noting that compared to the back-
bone model GPT-2, our model incorporates addi-
tional factors when generating responses, resulting
in more diverse and contextual outputs with nearly
the same perplexity. This demonstrates that the
performance improvement of our model is due to
the consideration of interaction factors rather than
solely optimizing the model structure.

5.2 Human Evaluation

In addition to the automatic evaluation, we con-
ducted a human evaluation of the responses gen-
erated by the baselines and CoMIF, as shown in
Table 2. The consistency metric of the evaluation
results, Fleiss” Kappa, is 0.573, indicating moder-
ate agreement.

CoMIF outperforms other baselines in all three
aspects. Additionally, while the scores for Fluency
and Informativeness are comparable, our model’s
score for Relevance is significantly higher than
those of other models. This suggests that our model
can generate responses that are more pertinent to

the current speaker’s situation by incorporating
multiple interaction factors.

5.3 Compaered with LLM

To demonstrate the importance of multiple interac-
tion factors modeling for the Large Language Mod-
els (LLMs), we choose Llama3 8B Instruct(Meta,
2024) as the backbone for experiments. We gen-
erated responses from prompts using the original
model (Llama3), and the finetuned model (LLlama3-
ft). We also design an enhanced variant of our
method (CoMIF*) by using Llama3 8B Instruct as
the decoder to generate responses. More details
of this experimental settings can be found in the
Appendix C.

The experimental results are shown in Table 3.
We find that although LLLM can generate more flu-
ent and diverse responses, they have difficulty in
comprehensively considering the associations be-
tween various interaction factors, which leads to
lower BertScore and Relevance. COMIF* achieve
optimal performance by modeling complex multi-
ple interaction factors for LLM, indicating that we
can cleverly utilize a small post-adapter to improve
the initiative and information of LLM generated
responses.

5.4 Ablation Study

We conducted ablation studies to assess the impact
of various factors on the performance of CoMIF.
Specifically, we removed persona, emotion, and
topic signals from the post-adaptation module in-
dividually and evaluated the model’s performance
using various metrics. The results are presented in
Tabel 4.

After removing the persona signal, the diver-
sity metric Distinct improved across both datasets,
while the quality of the model’s generated re-
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Dataset Model PPL Distinct-1 Distinct-2 ROUGE-1 ROUGE-2 BertScore Relevance Fluency Informativeness
Llama3(8B) - 17.60 54.46 18.02 6.55 88.17 1.33 2.04 1.68
SPC Llama3-ft(8B) - 13.88 43.49 39.21 25.98 91.58 1.62 1.97 1.71
CoMIF(0.2B) 2.81 10.58 33.52 43.11 29.95 91.88 1.57 1.84 1.61
CoMIF*(8.1B) 2.31 10.27 33.70 43.29 30.71 92.26 1.68 1.93 1.70
Llama3(8B) - 17.82 54.36 12.43 2.35 86.73 1.16 1.82 143
PC Llama3-ft(8B) - 17.22 52.96 12.53 2.54 87.00 1.21 1.77 1.38
CoMIF(0.2B) 19.90 7.01 21.52 15.04 3.01 87.23 1.24 1.63 1.35
CoMIF*(8.1B) 14.46 9.23 30.36 14.85 3.87 87.69 1.31 1.72 1.39

Table 3: The performance of CoMIF and LLMs. We report the number of parameters of each model in symbol ().

Dataset Model D-1 D-2 R-1 R-2 BertScore
-w/oP 1093 3437 42.06 29.13 91.12
SPC -w/oE 10.67 33.37 4243 29.30 91.19
-w/oT 10.41 32.86 43.39 29.83 91.31
CoMIF 10.58 33.52 43.11 29.95 91.88
-w/oP 7.18 21.99 1489 299 86.22
PC -w/oE 7.38 23.07 1486 2.96 86.22
-w/oT 649 19.32 15.06 3.06 86.38
CoMIF 7.01 2152 15.04 3.01 87.23

Table 4: Results of ablation study on two datasets.

sponses declined. This suggests that incorporating
persona factors effectively constrains the content
generated by the model, reducing responses that
do not align with the speaker’s persona and pro-
ducing responses that are more consistent with the
speaker’s situation.

The effect of removing the emotion signal on
the model is similar to that of the persona signal.
Although the Distinct-2 (D-2) metric decreases af-
ter removing the emotion signal on the Synthetic-
Persona-Chat dataset, the overall performance on
both datasets suggests that the introduction of emo-
tion factors moderately limits the diversity of the
model’s generated responses.

After removing the topic factor, the diversity of
responses generated by CoMIF decreases, while
the quality improves. This aligns with the previ-
ous example: considering the topic factor in the
generation process makes the model more likely to
explore new topics under certain conditions, rather
than continuing with existing ones. However, more
topics introduce greater uncertainty, which can re-
duce the quality of the generated responses to some
extent.

5.5 Case Study

We provide an example from the Synthetic-Persona-
Chat dataset in Table 5. We note that PPA mainly
considers the personas of the speaker and thus

P1: I have a wife and three kids. ~ Pa: I like playing poker.
P3: 1do not have many friends. P4: 1 am a carpenter.
Ps: I used to drink but i stopped five years ago.

Personas

A: What do you like to do for fun?

B: I like to ride horses.

A: That’s cool!I've always wanted to learn how to ride a horse.
B: It’s a lot of fun, but it can be dangerous.

A: What do you like about it?

B: I like the feeling of freedom and the challenge of it.

Context

‘ Gold Response: I can imagine. It must be really exhilarating.

GPT2: That sounds amazing. I’m sure it’s a lot of hard work,
but it sounds like it would be a lot of fun.

‘ PPA: Cool. I"ve always wanted to learn how to build things.

Response

‘ EmpSOA: I can see how that would be fun.

CoMIF: I can imagine. I'm not sure if I could handle the
stress of riding a horse, but it sounds like a lot of fun.

Table 5: A case extracted from Synthetic-Persona-Chat.

changes the topic of the current conversation in-
appropriately. Although the response given by
EmpSOA fits the character’s emotions, it lacks
consideration of the topic of the current conver-
sation, thus giving a relatively generic response.
Since GPT does not consider any interaction fac-
tors, the response it gives is too emotional which
deviates from the speaker’s situation, in addition,
its response revolves around suboptimal topic (chal-
lenge) rather than optimal topic (horse riding). On
the contrary, thanks to the comprehensive consid-
eration of multiple interactive factors, CoMIF’s
response can better reflect the speaker’s situation
in terms of emotions, topics, etc., and are superior
to other baselines.

6 Conclusion and Future Work

In this paper, we propose CoMIF that model com-
plex multiple interaction factors for conversation
generation. To achieve this goal, we jointly model
the temporal dynamics within each factor based
on a directed collaborative graph, and use a post-
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adaptation module to dynamically inject various
factors-related signals into the generation process.
Experimental results on multiple datasets demon-
strate the superiority of our model in generating
responses that are appropriate to the speaker’s situ-
ation.

In future research, we will delve deeper into the
specific interactions of different interaction factors
in order to gain a clearer understanding of how
these factors affect dialogue generation.

Limitations

First, our method only uses RNN to predict emo-
tion and topic representations in the dialogue his-
tory, without trying more clever sampling methods.
Second, although we demonstrate the effectiveness
of our method for LLM in Section 5.3, we did not
test the effect of this method on other larger LLMs
due to experimental costs.

Ethics Statement

In a broad sense, introducing personality informa-
tion into conversations may indeed lead to user pro-
file privacy leaks and false identity forgery. How-
ever, in this work, personality information and re-
sponses are limited to the scope of the experiment
and are not enough to threaten real conversations.
In addition, all models in this paper are trained and
evaluated on datasets collected in the public corpus,
and the dataset corpus is only used for experimen-
tal purposes. The dataset we use does not contain
unethical language.
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A Generate emotion labels and topic
labels for the dataset

Our model needs to extract the corresponding his-
torical sentiment sequences and historical topic
sequences from the conversation history, and then
model the interactions between these factors to
generate the emotion factors and topic factors con-
tained in the target response.

Since there are no emotion labels and topic labels
in the dataset, we need to generate these labels
through external tools.

For the emotion labels, we use the ‘roberta-base-
go_emotions’ which based on RoBERTa-base (Liu
et al., 2019) model and trained on the go_emotions
(Demszky et al., 2020) dataset to classify the emo-
tion of each utterance in the dialogue and obtain
the multi-classification labels. According to pub-
lic information, the model’s Precision, Recall, and

Relevance

2: Fits the speaker’s situation well

1: Fits the speaker’s situation in at least one
aspect (emotion, topic or persona)

0: Irrelevant with the speaker’s situation

Fluency

2: Fluent and easy to read

1: Grammatically formed

0: Not a complete sentence or hard to read

Informativeness

2: Have clear and specific meaning
1: Contain a few informative words
0: Meaningless sentence

Table 6: Criteria of human evaluation

Prompt

You are a chatbot with the following personas:
<persona 1>,<persona 2>...<persona n>

You need follow the above personas to chat with
the user.

The topic history is following:

<topic 1>, <topic 2>, ..., <topic n>

The emotion of each utterance is following:
<emotion 1>,<emotion 2>...<emotion n>

The conversation is following:

Assistant: <utterance 1>,

User: <utterance 2>,

Assistant: <utterance 3>,

User: <utterance n>,
Assistant:

Table 7: Prompts used in Llama3 and Llama3-ft

F1 metrics on the 28 classification labels of the
go_emotions dataset are 0.542, 0.577, and 0.541,
respectively, which meets our requirements. In this
experiment, the threshold optimized by the author
of the ‘roberta-base-go_emotions’ is used as the
probability threshold of each emotion label.

For the topic labels, the KeyBERT model is used
to extract keywords from the dialogue utterances.
Specifically, a pretrained model is used to extract
the sentence-level representation of the utterance;
then, we use the same model to extract word em-
beddings of n-grams/phrases; finally, cosine sim-
ilarity is utilized to identify the words or phrases
that most closely match the sentence, and these
highly matching terms are deemed the keywords of
the sentence.

B Human Evaluation

Relevance is used to evaluate whether the generated
response is consistent with the speaker’s current
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situation. Fluency is used to measure the fluency
of generated utterances. Informativeness is used to
evaluate whether the generated utterance revolves
around the topics and user personas. The detailed
scoring criteria are shown in Table 6.

C Experimental settings of LLM

All Llama3-ft models are obtained by fine-tuning
the Llama3 8B Instruct model using the Lora (Hu
etal., 2021) method for 3 epochs on the correspond-
ing datasets. In the study of CoMIF*, in order to
explore the importance of multi-interaction factor
modeling on large language models (LLM), we
froze all parameters of Llama3 and retrained only
the post-adaptation module. The prompts used in
Llama3 and Llama3-ft are shown in the Table 7.
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