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Abstract
Large Language Models (LLMs) have demon-
strated impressive capabilities across a wide
range of tasks. However, their proficiency
and reliability in the specialized domain of
financial data analysis, particularly focusing
on data-driven thinking, remain uncertain. To
bridge this gap, we introduce FinDABench, a
comprehensive benchmark designed to eval-
uate the financial data analysis capabilities of
LLMs within this context. The benchmark com-
prises 15,200 training instances and 8,900 test
instances, all meticulously crafted by human
experts. FinDABench assesses LLMs across
three dimensions: 1) Core Ability, evaluat-
ing the models’ ability to perform financial
indicator calculation and corporate sentiment
risk assessment; 2) Analytical Ability, deter-
mining the models’ ability to quickly compre-
hend textual information and analyze abnor-
mal financial reports; and 3) Technical Abil-
ity, examining the models’ use of technical
knowledge to address real-world data analy-
sis challenges involving analysis generation
and charts visualization from multiple perspec-
tives. We will release FinDABench, and the
evaluation scripts at https://github.com/
cubenlp/FinDABench. FinDABench aims to
provide a measure for in-depth analysis of LLM
abilities and foster the advancement of LLMs
in the field of financial data analysis.

1 Introduction

With the release of the ChatGPT series (Ope-
nAI, 2022), decoder-only Large Language Mod-
els (LLMs) like GPT-4 (OpenAI, 2023) and the
LLaMA family (Meta AI, 2024) have rapidly be-
come cornerstones of modern artificial intelligence,
demonstrating remarkable versatility and power
in natural language processing (NLP). The ability
of LLMs to understand, generate, and even rea-
son with human language has led to transforma-
tive applications across numerous fields (Huang
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Figure 1: The job skills and their corresponding task
names required for financial analysts to manage daily
work. Text highlighted in green denotes the standard
capabilities of financial analysts.

et al., 2023; Zhong et al., 2023). As LLM technol-
ogy evolves rapidly, so do its applications in the
financial domain (Zhang and Yang, 2023). Models
like BloombergGPT (Wu et al., 2023b) have been
purpose-built from scratch for finance, and sub-
sequent models like FinGPT (Wang et al., 2023),
DISC-FinLLM (Chen et al., 2023) have enhanced
capabilities in financial question answering, text
classification, and information extraction. How-
ever, despite their broad capabilities, the perfor-
mance of LLMs in the financial domain, particu-
larly those requiring data-driven financial analyti-
cal skills, has not been thoroughly examined.

Figure 1 illustrates the daily workflow of a fi-
nancial analyst 1. First, analysts engage with news
and company announcements, assess public sen-
timent, and calculate relevant metrics—tasks that
require Core Ability. Second, they review corpo-
rate financial statements to extract data, evaluate
anomalies, and formulate opinions, demonstrating
their Analytical Ability. Lastly, using data analy-
sis techniques to derive insights and generate re-
search reports exemplifies their Technical Ability.
Using LLMs to assist financial analysts presents
unique opportunities, but existing datasets do not

1https://www.princetonreview.com/careers/68/
financial-analyst

https://github.com/cubenlp/FinDABench
https://github.com/cubenlp/FinDABench
https://www.princetonreview.com/careers/68/financial-analyst
https://www.princetonreview.com/careers/68/financial-analyst
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Figure 2: FinDABench aims to provide a multi-faceted
evaluation framework that mirrors the multifarious na-
ture of financial data analysis tasks.

adequately evaluate the capabilities and limitations
of LLMs in this specific scenario. This financial
scenario stands in stark contrast to previous finan-
cial benchmarks like BBT-CFLEB (Lu et al., 2023),
FinEval (Zhang et al., 2023), and ICE-PIXIU (Hu
et al., 2024), which primarily focus on evaluating
financial concepts through traditional NLP tasks.
Unlike these, financial data analysis demands the
synthesis of information from diverse sources, the
formulation of pertinent questions, and the applica-
tion of advanced technical skills for in-depth data
analysis and interpretation.

To address this challenge, we intro-
duce FinDABench, a pioneering benchmark
specifically designed to probe the depths of LLMs’
data analysis capabilities within the financial
data analysis domain. Inspired by Bloom’s
Taxonomy (Krathwohl, 2002) and Thinking, Fast
and Slow (Kahneman, 2011; Bengio, 2019),
which provide a widely recognized framework for
categorizing tasks (Yu et al., 2023), we developed
a three-tiered framework to evaluate the financial
data analysis capabilities of large models. The
dataset framework diagram is shown in Figure 2.
FinDABench evaluates LLM skills involving
domain-specific knowledge, including financial
indicator calculations that encompass 0-7 rounds of
interactive calculations (Fin Indicator Calculation)
and corporate sentiment risk assessment, covering
145 fine-grained labels (Early Warning Analysis).
It is essential for LLMs to extract structured
financial tables from reports, constructing tables of
varying complexity labeled as Simple, Medium,
Hard, and Extra Hard (Fin-report2Markdown),
and introduce new tasks to interpret real-world
financial charts (FinChartData2Insight). Further-
more, the detection of financial fraud in reports,
previously limited to credit fraud (Fin-report fraud

detection), is now included. Additionally, it is
crucial to perform multi-perspective analysis skill-
fully and generate corresponding visualizations
(FinNL2ViSQL).

FinDABench comprises 6 sub-tasks, which fall
under three categories of task types: classification,
extraction, and generation. Together, these tasks
constitute a comprehensive suite that rigorously
tests the models across the spectrum of skills re-
quired in financial data analysis. Our goal is to es-
tablish a standard for in-depth evaluation of LLMs
in the context of finance and to catalyze further ad-
vancement in applying LLMs to data analysis. By
doing so, we hope to bridge the gap between the
capabilities of general-purpose LLMs and the spe-
cialized demands of financial data analysis, paving
the way for more sophisticated and reliable AI tools
in the realm of business and beyond.

Our contributions are summarized as follows:

• We introduce FinDABench, the first bench-
mark featuring six sub-tasks across three di-
mensions, with 15,200 training instances and
8,900 evaluation instances, designed to as-
sess the financial data analysis capabilities
of Large Language Models.

• We systematically benchmark 45 popular
LLMs’ financial data analysis capabilities for
the first time. On top of their performance on
FinDABench, we offer deep insights into the
status quo of LLMs’ development and high-
light the deficiencies that need improvements.

• We evaluate the most recent methods on
FinDABench. Our benchmark poses chal-
lenges to existing techniques. Notably, the
SoTA GPT-4 achieves only a 32.37% total
result in zero-shot settings, while the perfor-
mance of all other methods falls below 30%.

2 Related work

2.1 Financial Evaluation Benchmarks

We introduce several publicly available datasets
and summarize them in Table 1. CFBench-
mark (Lei et al., 2023) and BBT-Fin (Lu et al.,
2023) evaluate financial NLU and generation ca-
pabilities across dimensions including summa-
rization, question answering and classification.
FinEval (Zhang et al., 2023) offers thousands
of multiple-choice question-answering pairs that
serve as evaluation suites for LLMs. CFLUE (Zhu
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Benchmark Data Source Evaluation Angle Core Ability Anakytical Ability Technical Ability Training
BBT-Fin (Lu et al., 2023) Existing datasets Financial knowledge ✓ ✗ ✗ ✗

FinEval (Zhang et al., 2023) Academic books Financial subject knowledge ✓ ✗ ✗ ✗

SuperCLUE-Fin (Xu et al., 2024) Exams & Academic books Financial knowledge ✓ ✗ ✗ ✗

CFLUE (Zhu et al., 2024) Exams & Existing datasets Financial knowledge ✓ ✗ ✗ ✓

FinBen (Xie et al., 2024) Existing datasets Financial knowledge ✓ ✓ ✗ ✗

ICE-PIXIU (Hu et al., 2024) Existing datasets Financial knowledge ✓ ✓ ✗ ✗

FinDABench (ours) Real scenarios Finanical data analysis ✓ ✓ ✓ ✓

Table 1: Comparison of FinDABench with most recent financial benchmarks: FinDABench is the first and the
only benchmark that focuses on the financial data analysis domain. "Training" means providing a training dataset.

et al., 2024) is a collection of high-quality multiple-
choice questions, with over 16k test instances
across distinct groups of NLP tasks. ICE-
PIXIU (Hu et al., 2024) and FinBen (Xie et al.,
2024) aggregates existing financial datasets, cover-
ing tasks such as semantic matching, entity recog-
nition, and question answering, encompassing all
aspects of financial natural language processing.
SuperCLUE-Fin (Xu et al., 2024) spans six real-
world scenarios and 25 subtasks, evaluating models
in financial contexts across two dimensions. Com-
pared to the aforementioned financial benchmarks,
our proposed FinDABench focuses on financial data
analysis scenarios and evaluates the report genera-
tion capabilities of LLMs.

2.2 Financial Large Language Models

Mate-AI’s open-source LLaMA (Touvron et al.,
2023) model has driven the development of large
financial models such as FinGPT (Wang et al.,
2023) and FinMA (Xie et al., 2023), which ap-
ply LoRA (Hu et al., 2021) fine-tuning technology
to the financial domain. XuanYuan 2.0 (Zhang and
Yang, 2023) has shown improvements in model ca-
pability by dynamically adjusting the proportion of
domain knowledge during the pre-training phase
and incorporating a vast amount of specialized fi-
nancial corpus. With the emergence of general-
purpose large models like Baichuan (Yang et al.,
2023) and Qwen (Yang et al., 2024), Chinese fi-
nancial models such as DISC-FinLLM (Chen et al.,
2023) and Tongyi-Qwen have also appeared. DISC-
FinLLM has been fine-tuned on 250,000 financial
data entries to enhance its capabilities in financial
consulting and financial tasks, while Tongyi-Qwen
employs 200 billion high-quality financial industry
corpora for incremental learning and extends the
financial vocabulary.

3 FinDABench

We present FinDABench, the first benchmark
specifically designed to evaluate the financial data

analysis capabilities of LLMs, comprising 15,200
training instances and 8,900 test instances. Sub-
sequent sections will detail the guidelines for
dataset construction based on task levels, describe
FinDABench’s data and annotation structure, and
present statistics of the dataset. Examples of these
tasks are illustrated in Figure 3.

3.1 Core Ability
The Foundational ability level measures essential
skills for numerical computations and requires keen
awareness of daily news that can impact finan-
cial markets. Professionals with this ability are
equipped to interpret and respond to market fluctu-
ations and news developments, providing the foun-
dation for making timely and informed decisions.

Fin Indicator Calculations (1-1): Task defini-
tion: Financial indicator calculations based on text
from financial reports.

Performing indicator calculations based on finan-
cial reports is a fundamental skill for financial ana-
lysts. We modified the ConvFinQA dataset (Chen
et al., 2022) by first translating English financial re-
ports and questions using GLM-4. Specifically, we
provided a translation prompt along with detailed
requirements for the financial reports, which are
outlined in Appendix B.2.1. As these reports con-
tain both text and tables, and to prevent information
loss during translation, we opted not to translate the
table content, adhering instead to heuristic rules.
After translation, manual checks ensured that the
text conformed to the grammatical norms of the
Chinese context. Additionally, we sampled 1,800
data entries based on the number of computational
rounds, selecting samples with interaction counts
ranging from zero to seven.

Early Warning Analysis (1-2): Task definition:
extract the company entities from news, along with
their associated opportunity and risk labels.

Sentiment is one of the crucial indicators in fi-
nancial data analysis for assessing the status of
a company. Comprehensively evaluating a com-
pany’s sentiment status, we have constructed a
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Context: The Credit Union Systems and Services segment's revenues 

increased 14 percent (14%) in fiscal 2008 compared to fiscal 2007, and all 

revenue components of the segment grew in fiscal 2008. The segment's gross 

profit increased $9,344 in fiscal 2008 compared to fiscal 2007, primarily due 

to growth in the highest margin license revenue.

Cash generated from operating activities increased by $25,587 to $206,588 

for the fiscal year ended June 30, 2009 compared to $181,001 for the fiscal 

year ended June 30, 2008. The decrease in accounts receivable is primarily 

due to the fact that annual software maintenance services were provided to 

customers earlier in fiscal year 2010 than in the prior year, which resulted in 

more cash being collected by the end of the fiscal year than in previous years. 

In addition, we collected more cash in the current fiscal year compared to 

fiscal 2008 related to revenue that will be recognized in subsequent periods. 

Cash used in investing activities for the fiscal year ended June 2009 was 

$59,227….

Prompt：What was the net cash generated from operating activities in 2009?

Answer： 206588.0

Fin Indicator Calculations

(1-1)
Context: Task Objective extract the paragraph in the subject company and the 

corresponding opportunity label and risk label, paragraph content: the official website 

shows, rongxin group was founded in 2003, headquartered in Shanghai, listed on the 

Hong Kong Stock Exchange in January 2016 (referred to as: rongxin china, stock code: 

3301.HK), the same year included in the MSCI index and the Hang Seng index, and was 

selected as one of the first batch of shenzhen-hong Kong through the constituents of the 

stock.

The list of tags is below:

Opportunity Tags:{'Market Opportunities': ['Account Opening', 'Industry Leaders', 

'Winning Bid', . 'Registered', 'Starburst', 'Increased Performance', 'Interbank Market'. 

'Golden Bull Award', 'Syndication', 'Land acquisition', 'Positive major event', 'Major 

event', 'Award' 'Awards', 'Offer', ...]} 

Risk Label: {'Financial Risk': ['Liabilities', 'Revenue Warning', 'Bankruptcy Liquidation', 

'Financial Abnormalities', 'Financial Risks', 'Payment Risks', 'Termination of Listing', 

'Asset Losses', 'Economic Losses',,... ]} 

Prompt: Label type may be null, one or more, finally please output in List JSON format, 

the format reference is as follows:{"subject_company": "Subject company name", " 

op_label":["opportunity_label",....] , "risk_label":["risk_label", ...]}If the judgment label 

is empty, you need to return the subject company, the format is: {"subject_company": 

subject company name, "op_label":[], "risk_label":[]}Please be careful not to return 

information that is not possible with the contents of the json.

Answer：{"subject_company": "Unicredit China", "op_label": ["Shenzhen-Hong Kong 

Stock Connect", "Listing"], "risk_label": []}

Early Warning Analysis

(1-2)

Prompt: You are an expert in identifying financial fraud. Based on the relevant 

financial data of the company, please determine whether there is any kind of fraud in 

the company's finance. Type: ['Inflated Profit', 'Inflated Revenue', 'Inflated Profit 

Amount', 'Inflated Bank Deposits', 'Other', 'No Fraud']

Context: Money Funds:671993946.2 yuan, Notes Receivable:164351976.8 yuan, 

Accounts Receivable:345194541.6 yuan,Prepayments:10395215.35 

yuan,InterestReceivable:2311657.01 yuan, Other Receivables: 3584940.6 yuan, 

Inventory:93721763.13 yuan, Total Current Assets. 1291554041.0 yuan,long-term 

equity investment:20260864.19 yuan, fixed assets:563496949.2 yuan, construction in 

progress:63918166.78 yuan, intangible assets:35853006.19 yuan, long-term amortized 

expenses:545688.63 yuan, deferred income tax assets:11001814.32 yuan, non Total 

Current Assets: 695076489.3 yuan, Total Assets: 19,866,30530.0 yuan, 

NotesPayable:43,137,262.89 yuan, Accounts Payable:75,412,307.23 yuan, Accounts 

Received in Advance: 922,595,915.77 yuan, Employee Compensation 

Payable:1,252,975,393.8 yuan, Taxes Payable:1,187,779.23 yuan. Other 

payables:557897.12 yuan, Other current liabilities: 1063084.72 yuan, Total current 

liabilities: 156568806.8 yuan, Long-term borrowings: 5,000,000.0 yuan, Deferred 

income: 37445439.83 yuan, Total non-current liabilities: 42445439.83 yuan, Total 

liabilities:$199014246.6. Paid-in capital (or share capital):295000000.0 yuan, capital 

surplus:1143311774.0 yuan, surplus:38056735.85 yuan, undistributed 

profit:311247773.9 yuan, total owner's equity 

Answer：The company has a fraud problem of the type of inflated earnings.

Fin-report Fraud Detection

(2-1)

Prompt: The given text is the content of an annual report of a listed company, and it is 

desired to represent it in the Markdown language as a table, where the content of the 

table accurately reflects the logical relationship between the individual data (e.g., 

profitability from an A-value to a B-value). It is not necessary to populate the table with 

all the text, but only to show the logical relationships of the data. If it is not possible to 

convert the text of the paragraph into a table form, it is simply returned as unsupported. 

Please note that the returned result is either a table or unsupported and will not contain 

redundancy.

Context: Financial report content: in the field of new energy vehicles, after years of 

dedicated research and development and continuous process improvement, the 

company's production of new energy vehicle battery thermal management system 

materials have been recognized by a large number of customers, as of the end of 2020, 

the company has become more than ten car companies dozens of new energy models of 

the main suppliers: Reporting period, the company's related products to new energy 

vehicles in the field of revenue of 128.9023 million yuan, an increase of 34.23%, 

accounting for 6.37% of the company's annual revenue. During the report period, the 

operating income of the company's related products to the field of new energy vehicles 

amounted to 128,902,300 yuan, an increase of 34.23% year-on-year, accounting for 

6.37% of the company's annual income.

Answer：

Fin-report2Markdown

(2-2)
Prompt: You are an expert in analysing and exploring the hidden deep information 

and laws in data, please generate a professional data analysis plan in Chinese from 

different perspectives using 3 key points. I have provided you with a question and 

the data of the answer to this question, please analyse it from the perspective of 

indicators commonly used in data analysis, give the results of the calculated 

indicators, and combine with your knowledge to give targeted and relevant 

suggestions. Requirements: no more than 2048 tokens, do not output non-analytical 

content.The format of the answer is as follows.[‘1. Analytical content’, ‘2. 

Analytical content’, ‘3. Analytical content’] 

Context: 

Title: ‘Histogram of the number of cinemas opened per year in descending order of 

the year they opened’ Chart data: [‘x_name’: ‘Opening_year ’,  ‘y_name’: 

‘ COUNT(Openning_year) ’,   ‘x_data’: [[‘2009-01-01’, ‘2010-01-01’, ‘2011-01-01’, 

‘2012-01-01’, ‘2013-01-01’, ‘2015-01-01’]], ‘y_data’: [[1, 3, 3, 1, 1, 1, 1]]

Answer：[1. According to the data provided, we can see the number of new 

cinemas opened each year from 2009 to 2015. By constructing a bar chart, we can 

clearly see that 2010 and 2011 were the two years of rapid growth in cinemas, with 

the number of new cinemas opening in each year being 3...,.2. The distribution of the 

data is relatively smooth, with the exception of 2010 and 2011, when the number of 

cinema openings was relatively small and flat. The high growth in these two years 

may be a special period of industry development or a bias in the data collection 

process. In response to such outliers, ..., ]

FinChartData2Insight

(2-3)
Prompt: Based on the table structure and analysis goals, generate several 

multi-angle SQL queries whose results can be viewed in one of the following 

chart types: [‘table’, ‘LineChart’, ‘BarChart’, ‘IndicatorValue’] and respond 

with the following json format.[{{‘SQL’: ‘data analysis SQL’, ‘title’: ‘data 

analysis title’, ‘showcase’: ‘What type of charts to show’, ‘thoughts’: 

‘Current thinking and value of data analysis"}}]Analysis goal: Analyse the 

duration of grants to understand typical grant durationstable_name:Grants

Context: Table schema:['grant_id', 'organisation_id', 'grant_amount', 

'grant_start_date', 'grant_end_date', 'other_details’]

Answer：[{"sql": "SELECT grant_id, grant_start_date, grant_end_date, 

DATEDIFF(grant_end_date, grant_start_date) AS grant_duration FROM 

Grants", "title": "Analysis of Grant Durations", "showcase": "Table", 

"thoughts": " By comparing grant start and end dates, we can understand the 

duration of the grant. This helps us to understand the usual grant period. "}, 

{"sql": "SELECT organisation_id, COUNT(grant_id) AS count_of_grants 

FROM Grants GROUP BY organisation_id", "title": "Count of Grants per 

Organisation", "showcase": "BarChart", "thoughts": " We can see which 

organisations receive grants more often by analysing the number of grants 

each organisation receives. This helps us to understand how grants are 

distributed. "},…]

FinNL2ViSQL

(3-1)

Figure 3: Data examples for the six sub-tasks of FinDABench, each including questions and answers with a unique
identifier to facilitate differentiation. For the Chinese version, please see the Appendix A.

three-tier sentiment tagging system from a corpo-
rate perspective, set against the backdrop of the
financial market and incorporating extensive in-
dustry expert experience. The primary labels are
Opportunity labels (positive) and Risk labels (neg-
ative). Opportunity labels include secondary labels
that represent potential opportunities such as mar-
ket, policy, financing, investment, innovation, and
strategic opportunities, with a total of 76 tertiary
sub-labels. Risk labels encompass secondary labels
for potential challenges including financial, invest-
ment, market, governance, and external risks, with
a total of 69 tertiary sub-labels. A detailed descrip-
tion of the labeling system is in AppendixB.3.

We scraped 3,000 company news articles from
financial news websites and used regular expres-
sions to extract the news summaries. After filtering
out duplicates and irrelevant content, we retained
2,100 news summaries. Initially, we used sentiment
keywords for rough labeling and then conducted a
manual review to ensure the accuracy of the labels.

3.2 Analytical Ability

The analytical ability level demands a deep under-
standing of financial reports, surpassing basic data
comprehension. It involves discerning potential
fraud in financial statements and conducting in-
depth analyses of chart data. Professionals with

these skills can interpret explicit content and criti-
cally assess an organization’s financial health and
integrity, thus offering valuable insights.

Fin-report Fraud Detection (2-1): Task defi-
nition: infer potential financial fraud in financial
statements based on financial report data and fi-
nancial knowledge..

Determining whether a company’s financial data
involves fraud is foundational for subsequent an-
alytical research. Based on the Securities Reg-
ulatory Commission’s penalty announcements 2

and financial experts’ expertise, we categorize
financial fraud into six types: overstated prof-
its, inflated revenue, exaggerated profit mar-
gins, inflated bank deposits, other, and no fraud.
We obtained names of companies involved in fi-
nancial fraud from the Commission’s penalty an-
nouncements and downloaded the corresponding
financial reports. We then extracted key account-
ing data from the financial statement tables in
these reports,annotated them based on the Commis-
sion’s regulatory provisions, and conducted manual
checks, ultimately generating 1,000 data entries.

Fin-report2Markdown (2-2): Task definition:
convert unstructured information from financial
reports into Markdown format by logically orga-
nizing the numerical data.

2http://www.csrc.gov.cn/csrc/xwfb/index.shtml

http://www.csrc.gov.cn/csrc/xwfb/index.shtml
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Cognitive Level ID Task Data size Metric Type
Train Test

Core
Ability

1-1 Fin Indicator Calculations 3,000 1,800 Accuracy Generation
1-2 Early Warning Analysis 2,000 2,100 F1 Extraction

Analytical
Ability

2-1 Fin-report fraud detection 2,200 1,000 F1 Classification
2-2 Fin-report2Markdown 1,400 1,200 ROUGE,BLEU Generation
2-3 FinChartData2Insight 2,800 1,500 ROUGE,BLEU Generation

Technical
Ability 3-1 FinNL2ViSQL 3,800 1,300 EM Generation

Table 2: Basic information for FinDABench.

Extracting and converting unstructured data into
tabular format showcases a financial analyst’s ana-
lytical skills. We downloaded 1,200 PDF financial
reports from the Shanghai Stock Exchange 3. Us-
ing the PDF parsing tool pdfumber, we extracted
unstructured content based on chapter structure,
ensuring paragraph integrity. Based on the exper-
tise of financial professionals, Section 3 of these
reports (Company Overview/Management Discus-
sion and Analysis) often contains crucial data; thus,
we selected this section as the unstructured data
for conversion. We utilized GPT-4 for data annota-
tion, providing it with specific prompt and detailed
requirements for financial reports, as detailed in
AppendixB.2.2. Finally, the data underwent man-
ual review and correction to ensure accuracy.

FinChartData2Insight (2-3): Task definition:
Generate data analysis suggestions and insights
from the given financial chart data.

Generating viewpoints from chart data show-
cases the data reasoning skills of financial analysts.
We selected 1,500 finance-related data entries from
nvBench’s (Luo et al., 2021) charts, categorized
by difficulty into Easy, Medium, and Hard lev-
els. During the annotation process, we first trans-
lated queries in the data into Chinese, treating these
queries as captions for the charts. We then fed X-
axis and Y-axis data, along with the captions, into
GPT-4. In particular, we provided it with prompt
and specific requirements for chart data, as detailed
in the AppendixB.2.3. Finally, the insights were
reviewed by two senior financial data analysts.

3.3 Technical Ability

The technical ability demands that LLMs embrace
data-centric thinking and master external tools like
SQL for sophisticated financial data analyses. This
proficiency enables analysts to devise diverse ana-
lytical strategies, select optimal visualization types,
and generate executable queries. With these skills,
financial analysts can clearly translate complex
datasets into actionable insights, boosting data in-

3https://www.sse.com.cn
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terpretation and utility.

FinNL2ViSQL (3-1): Task definition: Generate
SQL analysis statements from given questions and
table structures, considering multiple perspectives.

Generating multi-perspective data analyses and
visualizations from databases is an advanced ca-
pability for financial analysts. Using the single-
table structure from financial reports, we employed
few-shot learning with GPT-4 to align data anal-
ysis goals closely with real-world scenarios each
single-table; detailed instructions for this approach
are presented in Appendix B.2.4. We defined four
visualization chart types: Table, LineChart, Bar-
Chart, and IndicatorValue, and required annotators
to justify their SQL queries. Two senior financial
analysts crafted multi-perspective SQL queries and
selected appropriate visualization types based on
the table structure and objectives. Additionally,
we categorized tasks by difficulty levels: Basic,
Intermediate, and Advanced.

For a detailed overview of our annotation norms
and consistency, please refer to the Appendix B.1.

3.4 Inner Annotator Agreements

To evaluate the reliability of the argument com-
ponent annotations, we follow the approach of
Kennard et al. (2022) and Cheng et al. (2022), us-
ing Cohen’s kappa to compute the Inter-Annotator
Agreement (IAA). A total of 24,100 instances are
labeled and the average Cohen’s kappa is 72.36%
among the three groups of annotators, which is a
reasonable and relatively high agreement consider-
ing the annotation complexity (Cheng et al., 2022;
Kennard et al., 2022) . Further details on IAA cal-
culation can be found in Appendix B.1.

https://www.sse.com.cn


715

1 23.2%

0
0.4%

2

22.2%

328.4%

4

15.6%

6

2.0%
5

7.4%
7

0.8%

(a) Interaction Rounds Data
Distribution

(b) Distribution of opportunity
and risk labels

overstated
profits

25.0%

inflated revenue

25.0%

exaggerated
profit margins

12.5%

inflated
bank deposits5.0%

other
7.5%

no fraud

25.0%

(c) Fraudulent labels distribution

[100, 200)

62.7%

[200, 400)

26.7%

[400, 600)

5.7%
[600, 800)

2.3%
[800, 1000)

2.7%

(d) Length distribution

Easy
13.4%

Medium

47.6%

Hard

39.0%

(e) Difficulty distribution

Basic
31.0%

Intermediate
45.0%

Advanced

24.0%

(f) Distinction distribution

Figure 5: The statistical information for each sub-task of FinDABench is as follows: (a) represents Numberical
Calculation QA, (b) represents Early Warning Analysis, (c) represents Fin-Report Fraud Detection, (d) represents
Fin-Report2Markdown, (e) represents ChartData2Insight, and (f) represents NL2VisQL.

4 Experiments

4.1 Dataset Statistics
Table 2 displays the count, evaluation metrics, and
types for each sub-task. The Foundational Ability
comprises 3,900 data entries, the Reasoning Abil-
ity includes 4,900 entries, and the Technical Skill
has 1,300 entries, along with the task types and
evaluation metrics for each sub-task. Details of the
sub-task data distribution are shown in Figure 5.
Figure 5 (a) and (b) describe the data distribution
for Foundational Ability, with (b) showing that op-
portunity labels account for 55% and risk labels for
23.3%. The other pie charts follow similarly.

4.2 Evaluation Metrics
We defined 4 different metrics in total to measure
different types of tasks: For the 1-1 task, we use
accuracy to measure answer prediction capability.
For the 1-2 and 2-1 tasks, we employ the Macro
F1 score. For the 2-2 and 2-3 tasks, we report
BLEU (Papineni et al., 2002) and ROUGE (Lin,
2004) scores. For the 3-1 task, we use EM (Exact
Set Match) (Yu et al., 2018) to evaluate the con-
sistency between the predicted View SQL and the
Gold SQL elements.

4.3 Evaluated Models
We evaluate a wide spectrum of large language
models of various sizes, grouping them into three

major categories based on their pre-training and
fine-tuning domains: English LLMs, Chinese
LLMs, Financial LLMs. We provide a short re-
view of them in the following section. The detailed
model list is shown in Appendix Table 8.

English LLMs: We consider 10 open-source En-
glish models: LLaMA-2-7B / 13B / 70B, LLaMA-
2-Chat-7B / 13B / 70B, Alpacav1.0- 7B, Vicuna-
v1.3-7B, WizardLM-7B, Phi-2B. In addition, two
commercial models, GPT-3.5-turbo-0613 and GPT-
4-0613, are included.

Chinese LLMs: A number of Chinese LLMs
have been proposed to enhance Chinese compre-
hension. They typically perform better than En-
glish models on Chinese NLP tasks. We include 24
open-sourced, Chinese LLMs in our evaluation: Yi-
Base-6B/34B, Yi-Chat-6B/34B, InternLM-Base-
7B/20B, InternLM-Chat-7B/20B, Qwen-Base-
1.8B/7B/14B, Qwen-Chat-7B/14B, Baichuan2-
Base-7B/13B, Baichuan2-Chat-7B/13B, TigerBot-
Base-7B, TigerBot-Chat-7B, Chinese-Alpace2-7B,
ChatGLM2-6B, ChatGLM3-Base-6B, ChatGLM3-
6B, MiniCPM-2B. Moreover, three commercial
models, Qwen-turbo , ERNIEv4.0 and GLM-4 ,
are included.

Financial LLMs: Certain Chinese-oriented
LLMs are further fine-tuned on Chinese corpus
in the financial domain to improve LLMs’ under-
standing of Chinese financials. We include 6 Fi-
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Type Model
1-1 1-2 2-1 2-2 2-3 3-1

ACC F1 F1 BLEU-1 BLEU-4 R-1 R-2 R-L BLEU-1 BLEU-4 R-1 R-2 R-L EM

English Model

LLaMA2-7B-Chat0−shot 0.70 0.10 18.00 12.32 5.47 24.67 13.23 18.39 6.67 2.58 3.67 0.23 0.50 5.72
LLaMA2-7B-Chat3−shot 0.92 0.32 20.23 15.91 7.80 28.72 14.36 23.58 9.69 3.25 7.63 0.78 1.23 7.21

GPT-3.50−shot 0.81 24.30 26.30 13.00 6.38 37.25 14.87 24.17 10.86 5.26 23.73 12.84 10.95 9.89
GPT-3.53−shot 2.93 25.86 40.45 16.20 9.27 42.32 16.53 28.32 13.46 8.37 29.37 14.67 16.37 11.78
GPT-40−shot 10.30 71.77 57.64 23.83 12.56 42.36 18.27 29.51 18.24 10.21 20.89 9.27 10.27 10.21
GPT-43−shot 15.45 82.31 65.21 28.35 15.32 48.67 19.34 33.27 21.85 14.96 23.26 10.81 13.45 11.01

Chinese Model

GLM-40−shot 3.64 22.03 15.14 24.21 11.23 39.26 15.28 25.75 17.36 11.87 25.87 12.36 14.79 10.58
GLM-43−shot 9.45 28.67 29.34 29.51 15.35 41.37 17.36 26.35 20.96 14.68 29.76 15.35 17.84 12.58

ERNIEv40−shot 2.99 19.23 12.13 11.47 5.21 38.26 14.59 24.32 9.26 4.26 23.67 11.31 13.56 9.62
ERNIEv43−shot 7.26 23.54 24.58 12.37 7.83 39.41 15.21 25.75 11.23 5.95 25.83 13.42 16.93 10.32

Qwen-turbo0−shot 8.49 15.60 21.10 24.86 17.36 44.20 17.86 32.27 9.65 4.31 10.23 3.23 1.62 5.72
Qwen-turbo3−shot 12.32 19.32 25.32 27.76 19.58 46.31 18.68 35.57 10.32 5.86 13.42 5.76 8.89 8.63

Internlm-chat-7B0−shot 1.66 28.98 20.45 23.60 16.39 42.12 15.96 29.48 12.31 7.26 8.23 2.12 1.25 5.34
Internlm-chat-7B3−shot 5.27 31.24 18.65 26.71 18.46 43.46 18.26 31.27 14.98 9.37 9.62 4.41 3.21 7.52

Yi-34-Chat0−shot 7.26 14.11 7.53 24.37 14.46 42.08 15.58 29.41 8.23 4.25 8.02 2.01 1.11 3.45
Yi-34-Chat3−shot 9.23 16.48 10.37 28.39 17.85 42.35 15.87 30.23 10.79 6.87 10.57 3.26 5.87 5.89

Financial Model

FinGPTV3-6B0−shot 0.81 1.20 5.26 7.85 1.42 10.34 7.29 9.26 6.78 2.33 4.27 0.62 0.87 3.75
FinGPTV3-6B3−shot 1.27 2.39 6.46 8.51 3.17 12.37 9.52 10.95 7.28 4.36 5.72 1.36 3.95 4.61
XuanYuan-13B0−shot 8.24 14.39 13.97 16.38 8.35 38.75 14.39 25.17 9.63 5.34 6.29 1.12 0.85 4.08
XuanYuan-13B3−shot 10.29 18.22 17.40 19.32 10.90 38.82 14.75 26.82 11.80 7.64 6.71 2.37 2.38 6.31

Tongyi-Finance-14B0−shot 6.25 10.23 10.78 8.83 5.46 25.60 11.87 20.36 7.93 4.86 5.26 1.03 0.94 4.81
Tongyi-Finance-14B3−shot 8.96 12.46 13.62 12.70 10.91 28.73 13.41 23.57 9.76 6.75 5.82 2.01 1.93 5.34

XuanYuan-70B0−shot 11.23 22.40 21.33 25.79 11.36 47.21 19.32 36.28 14.32 9.56 9.68 2.31 5.87 4.30
XuanYuan-70B3−shot 18.3 26.65 21.03 27.94 14.46 48.52 20.76 38.67 17.35 11.47 13.02 4.96 8.67 8.72

SFT Model

ChatGLM3-6B-FinDA0−shot 5.23 25.31 28.39 27.37 15.85 32.86 11.65 21.36 8.68 4.26 12.37 9.37 11.35 9.25
ChatGLM3-6B-FinDA3−shot 6.37 27.85 30.41 29.40 18.71 34.32 13.95 23.46 10.74 6.65 14.21 12.86 13.47 10.46
Baichuan2-7B-FinDA0−shot 4.26 23.61 25.98 23.68 12.75 29.80 9.37 18.46 6.35 3.36 10.47 7.36 10.27 8.10
Baichuan2-7B-FinDA3−shot 5.36 25.73 27.48 25.73 14.80 31.90 11.32 21.34 7.38 4.74 12.74 9.49 12.58 9.73

Qwen-7B-FinDA0−shot 9.21 27.83 30.38 18.35 12.32 40.36 18.47 28.79 11.85 8.46 13.81 10.46 12.72 10.31
Qwen-7B-FinDA3−shot 12.67 35.91 35.89 29.35 15.49 43.97 22.92 31.70 14.32 10.45 15.17 13.94 14.48 12.23

Table 3: Fine-grained results of FinDABench: Performance of various LLMs on the detailed sub-tasks in 0-shot and
3-shot scenarios. The best results are highlighted in bold, and the second-best results are underlined.

Type Model
1-1 1-2 2-1 2-2 2-3 3-1

Acc F1 F1 BLEU-4 R-L BLEU-4 R-L EM

Base LLMs

LLaMA2-70B 3.60 4.27 0.43 3.58 2.15 4.24 0.98 2.18
LLaMA2-13B 0.71 0.28 0.32 3.24 1.74 2.67 0.17 1.69
LLaMA2-7B 0.24 0.00 0.10 2.65 0.52 1.63 0.14 0.39
Qwen-14B 1.46 5.63 0.38 4.75 2.83 3.64 1.02 2.52
Qwen-7B 0.52 0.56 0.28 3.75 0.72 1.79 0.26 0.53

Baichuan2-13B 1.13 4.68 0.27 5.26 2.51 4.72 0.84 2.18
Baichuan2-7B 0.62 3.74 0.15 4.62 0.52 2.84 0.23 0.77
ChatGLM3-6B 4.65 5.63 1.26 5.91 2.46 5.79 1.52 3.67

Financial LLMs

XuanYuan-70B 11.23 22.40 21.33 11.36 36.28 9.56 5.87 4.30
XuanYuan-13B 8.24 14.39 13.97 8.35 25.17 5.34 0.85 4.08

FinMA-7B 5.62 8.73 10.26 3.63 17.52 3.21 0.62 3.84
Tongyi-Finance-14B 6.25 10.23 10.78 5.46 20.36 4.86 0.95 4.81
DISC-FinLLM-13B 6.03 9.68 11.35 5.32 18.87 4.15 0.84 3.59

FinGPTV3-6B 4.21 5.78 6.73 2.81 10.25 2.16 0.35 2.56

SFT LLMs
ChatGLM3-6B-FinDA 5.23 25.31 28.39 15.85 21.36 4.26 11.35 9.25
Baichuan2-7B-FinDA 4.26 23.61 25.98 12.75 18.46 3.36 10.27 8.10

Qwen-7B-FinDA 9.21 27.83 30.38 12.32 20.79 8.46 12.72 10.31

Table 4: Comparison between different parameter Fi-
nancial specific LLMs and their base models.

nancial LLMs in our evaluation: FinGPTV3-6B,
FinMA-7B, DISC-FinLLM-13B, Tongyi-Finance-
14B, XuanYuan-Chat-13B/70B. All these models
have been fine-tuned on Chinese financial corpora.

SFT LLMs: We perform additional fine-tuning
on the open-source models using the training
dataset. Specifically, we utilize LoRA for fine-
tuning ChatGLM3-6B, Qwen2-7B, and Baichuan2-
7B, setting the rank to 8, alpha to 32, and dropout
to 0.1. This process is executed on four NVIDIA
3090/24G GPUs. The maximum length is set to
2400, and the batch size is 2, with a gradient accu-
mulation step of 8.

4.4 Experiment Setting

In the large language models, we set the tempera-
ture to 0.7 and top p to 1. We tailor the prompt by
using specific prefixes and suffixes for each model.
We set the token length limit to 2400. Right trun-
cation is performed for input prompts exceeding
the length limitation. We evaluate all models in
zero-shot and few-shot settings.

4.5 Main Results

Figure 14 shows the overall zero-shot performance
of each model. Our findings include the following:
Firstly, GPT-4 and GLM-4 lead the benchmarks,
vastly surpassing all others. Secondly, LLMs of
the same model size underwent SFT in Chinese out-
performed both base Chinese LLMs and English
SFT LLMs, demonstrating the effectiveness of fine-
tuning on Chinese data. Furthermore, smaller
models, such as Qwen-1.8B-Chat and MiniCPM-
2B, also outperform many larger LLMs, showing
that an LLM’s capabilities and its size are not
linearly related. Lastly, Financial LLMs outper-
form open-source general LLMs, suggesting that
domain-specific fine-tuning enhances a model’s do-
main capabilities. Additionally, Fine-tuning gen-
eral domain LLMs with LoRA on the FinDABench
dataset significantly boosts their performance. For
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Figure 6: Display the average scores and variance for the
GPT-4, GLM4, XuanYuan-70B, Yi-34B, and Internlm-
chat-7B models across three dimensions, showing only
the highest and lowest scores for each model.

example, the accuracy of Qwen-7B increases to
23.81% from 19.87%. Even with only 4% of
the parameters used in FinGPTV3-6B, FinMA-7B,
Tongyi-Fiance-14B, and DISC-FinLLM-13B all
surpass LLaMA2-70B-Chat.

In Table 3, we display the fine-grained scores
of different model configurations across all tasks.
We made several observations. First, there is sub-
stantial variation in the distribution of scores across
tasks. The best-performing model, such as GPT-4,
can score over 60 in tasks 1-2 and 2-1 but does not
exceed 30 in tasks 3-1 and 2-3. This demonstrates
that our benchmark effectively assesses model ca-
pabilities in various aspects. Second, it is evident
that scores under few-shot conditions are consis-
tently higher than those under zero-shot across all
model types. Third, it is promising that most
LLMs exhibit some capability in handling financial
data analysis tasks, yet there is still considerable
room for improvement. Even the top-performing
model, GPT-4, achieves only an average score of
32.37% in zero-shot and 39.38% in few-shot, high-
lighting the need for further efforts in the future.

5 In-depth Analysis

We have selected representative LLMs for in-depth
analysis based on their types and high scores.

Financial-specific fine-tuning proves benefi-
cial but has limitations. To assess the impact
of financial domain knowledge fine-tuning, we
compared three LLMs, specifically fine-tuned with
financial domain knowledge, against their corre-
sponding base models, as shown in Table 4. No-
tably, the XuanYuan models show continuous score
improvements after financial-specific knowledge
fine-tuning. A closer examination of the 6 sub-

Model
Generate
avg Len

Table Type Num

None Simple Medium Hard Extra Hard

GPT-4 125.15 141 8 110 32 9

GLM-4 198.56 265 0 7 19 9

Yi-34B 923.38 293 4 0 0 3

Qwen-14B 24.82 296 2 2 0 0

Tongyi-Qwen-14B 123.65 173 50 60 15 2

XuanYuan-13B 416.75 298 0 0 0 2

Internlm-chat-7B 360.91 200 3 46 19 32

Golden 268.03 63 21 134 43 39

Table 5: Compare the detailed data of different models
on sub-task 2-2, with descriptions of Table Type avail-
able in the Appendix B.4.

tasks reveals that LLaMA2-13B and 70B perform
poorly across all tasks, indicating a lack of pre-
training on a large-scale, high-quality financial
corpus. Nonetheless, fine-tuning with financial
knowledge significant improvements. However,
XuanYuan models do not excel in tasks 2-3 and 3-1
post-fine-tuning, suggesting that fine-tuning alone
may not suffice for complex financial data analysis
tasks. possibly necessitating further research with
Agents (Pan et al., 2024; QwenLM, 2023).

LLMs lack reasoning capabilities with finan-
cial reports. As shown in Table 5, where we dis-
play the table types for sub-task 2-2 Gold and those
generated in markdown by various models. We
observe that almost all models tend not to create
Markdown tables, indicating that current models do
not understand the intrinsic reasoning relationship
between financial text and numerical data. Among
them, the best performers, GPT-4 and GLM-4, pre-
fer generating Medium and Hard tables, which
might suggest a slight overfitting in the model train-
ing process to generate tables. On the other hand,
Yi-34B and Internlm-chat-7B rarely produce tables
but generate longer outputs, suggesting that these
models have limited capabilities in organizing data.
LLMs require further training on data with high in-
formation density (Pang et al., 2024), such as tables
and formulas, to fully understand the relationships
between different types of data and enhance their
true logical reasoning capabilities.

Most LLMs lack the capability for financial
technical skill. As shown in Figure 6, we selected
five models covering a variety of types and model
parameters. We display these five models’ aver-
age scores and variance across three evaluated di-
mensions. GPT-4 exhibits a comprehensive advan-
tage in all three categories, particularly in Founda-
tional Ability and Reasoning Ability, with scores of
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Goal:分析目标：最近几个月南方誉隆基金怎么样？
table_name:Funds

Context: Table schema [基金代码,基金名称,成立时间,基金类型,基金规模,销售状态,是否可销售,风险等级,基金公司名称,分红方式,

赎回状态,是否支持定投,净值同步日期,净值,成立以来涨跌幅,昨日涨跌幅,近一周涨跌幅,近一个月涨跌幅,近三个月涨跌幅,近六个
月涨跌幅,近一年涨跌幅,基金经理,主题/概念,一个月夏普率,一年夏普率,三个月夏普率,六个月夏普率,成立以来夏普率,投资市场,

板块,行业,晨星三年评级,管理费率,销售服务费率,托管费率,认购费率,申购费率,赎回费率,分红年度,权益登记日,除息日,派息日,红
利再投日,每十份收益单位派息,主投资产类型,基金投资风格描述,估值,是否主动管理型基金,投资,跟踪指数,是否新发,重仓]

GPT-4 Answer: [ {

"sql": "SELECT `基金类型`, AVG(`近一年涨跌幅`) AS `平均年涨跌幅` FROM 基金 WHERE `基金名称` LIKE '%南方誉隆%' 

GROUP BY `基金类型`",

"title": "南方誉隆基金类型与年度表现",

"show": "LineChart",

"thoughs": "探索不同类型的南方誉隆基金过去一年的平均涨跌幅，评估各类型基金的表现，为投资者提供过去一年的表现
参考。"

},]

Gold Answer：[{

"sql": "SELECT AVG(`近一月涨跌幅`) AS `平均一月涨跌幅`, AVG(`近三个月涨跌幅`) AS `平均三月涨跌幅`, AVG(`一个月夏
普率`) AS `平均一个月夏普率`, AVG(`三个月夏普率`) AS `平均三个月夏普率` FROM 基金 WHERE `基金名称` LIKE '%南方誉隆
%'",

"title": "南方誉隆基金近期表现分析",

"showcase": "Table",

"thoughts": "分析南方誉隆基金在最近一月和三月的平均涨跌幅及夏普率，通过平均值了解基金短期内的表现稳定性和风险
调整后的回报效率。"

},,]

Figure 7: Case study on the NL2ViSQL task, we high-
light large language model analysis error.

41.03 and 32.47, respectively, significantly higher
than the other models. This may indicate GPT-4’s
strong capability in handling financial data analy-
sis regarding foundational and reasoning abilities.
Currently, the capabilities of open-source models
are generally poor, and even their performance in
foundational ability is not ideal. Most models, in-
cluding GPT-4 and GLM-4, significantly decline
performance on the Technical Skill dimension, in-
dicating a lack of data thinking and analytical abil-
ities. LLMs need to employ a multi-agent frame-
work (Wu et al., 2023a; Park et al., 2023) to simu-
late real and complex financial analysis scenarios,
enhancing their ability to adapt and respond dynam-
ically, before they can be truly applied in real-world
financial decision-making contexts.

Case Study. In Figure 7, which displays incor-
rect analytical results, we noted that GPT-4 lacks
essential financial knowledge, failing to properly
understand financial reasoning and analysis meth-
ods. It mistakenly identifies fund names as finan-
cial terminology. This error highlights a broader
issue: mastering financial technical skills is a sig-
nificant challenge for LLMs. Therefore, enhancing
LLMs’ understanding of financial terminology is
crucial for their practical application.

6 Conclusion

In this work, we introduced FinDABench, a bench-
mark designed to evaluate the capabilities of LLMs
in financial data analysis, comprising six tasks
across three cognitive dimensions. We conducted
a comprehensive examination of 45 LLMs, assess-
ing their performance. The results reveal that cur-
rent LLMs generally struggle to deliver meaningful
data analysis, with poor scores across most tasks.
FinDABench is a valuable resource for future re-
search and development financial data analysis.

Limitations

Insufficient Data Coverage: Although we have de-
veloped a financial data analysis evaluation frame-
work encompassing three dimensions, the num-
ber of sub-tasks currently included does not fully
cover all the challenges present in the financial
data analysis landscape. In future work, we plan to
collaborate with professional financial institutions
to construct a more comprehensive and robust fi-
nancial evaluation dataset. This enhancement will
better gauge the advancements of large models in
handling complex financial data analyis scenarios.

Inadequate Evaluation Metrics: The evalua-
tion metrics currently in use are those traditionally
applied to NLP tasks. These metrics fail to ade-
quately measure the performance of large models
on generative tasks such as Fin-report2Markdown
and FinNL2ViSQL, nor do they reflect the financial
data analysis thinking inherent to large models. In
the future, we intend to design more appropriate
evaluation metrics based on the real-world objec-
tives of financial data analysis, thereby providing a
truer reflection of the models’ capabilities.
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according to their workload and ensure that our
dataset will not cause any potential harm.
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A Chinese Version Data examples

Context: 2008 财年，信用社系统与服务业务部门的收入比 2007 财
年增长了 14% （14%）。2008 财年，该业务部门的所有收入构成
都实现了增长。该业务部门 2008 财年的毛利润与 2007 财年相比
增长了 9344 美元，这主要是由于利润率最高的许可证收入的增长。

2008 年 6 月 30 日的财政年度的 181001 美元相比，截至 2009 年 6 

月 30 日的财政年度运营活动产生的现金增加了 25587 美元，达到
206588 美元。应收账款减少的主要原因是 2010 财年向客户提供年
度软件维护服务的时间早于上年，这使得在财年结束前收取的现
金多于往年。此外，与 2008 财年相比，我们在本财年收取了更多
与将在后续期间确认的收入相关的现金。截至 2009 年 6 月的财政
年度，投资活动使用的现金为 59227 美元，其中包括 2019 年以前
收购支付的或有对价 3027 美元。….

Prompt：2009 年经营活动产生的净现金是多少？
Answer： 206588.0

Fin Indicator Calculations 

(1-1)

Context: 任务目标抽取出段落中主体公司和对应的机会标签和风险标签，
段落内容：官网显示，融信集团于2003年成立，总部位于上海，2016年
1月于香港联交所上市(简称：融信中国，股票代码：3301.HK)，同年纳
入MSCI指数及恒生指数，并入选首批深港通成份股。
标签列表如下：
机会标签：{‘市场机遇’: [‘开户’, ‘行业龙头’, ‘中标’, ‘注册’, ‘星火’, ‘业
绩增加’, ‘银行间市场’, ‘金牛奖’, ‘银团’, ‘拿地’, ‘重大事件利好’, ‘获奖’, 

‘要约’, ...], ‘政策机遇’ : [‘建设基金’, ‘批准成立’, ‘PPP’, …

风险标签：{'财务风险': ['负债', '收入预警', '破产清算', '财务异常', '财务
风险', '兑付风险', '终止挂牌', '资产流失', '经济损失', '业绩下滑', '质押', '债
务逾期', '资金短缺', '债务危机', '重大损失',, ,…]} 

Prompt: 标签类型可能有为空，一个或多个，最后请以List JSON的格式
输出,格式参考如下：{“subject_company”: “主体公司名称”, 

“op_label”:[“机会标签”,...], "risk_label":["风险标签", ...]}

如果判断标签为空，需要返回主体公司即可，格式为：
{"subject_company": 主体公司名称, "op_label":[], "risk_label":[]}

请注意不要返回与json内容无法的信息。
Answer：{"subject_company": "融信中国", "op_label": ["深港通", "上市"], 

"risk_label": []}

Early Warning Analysis

(1-2)

Prompt: 你是一名精通财务舞弊识别的专家，请根据公司相关的财务数
据来，判断是否公司财务存在那种舞弊情况，类型: ['虚增利润'，'虚增
营业收入'，'虚增利润额'，'虚增银行存款'，'其他'，'无舞弊']

Context: 货币资金:671993946.2元，应收票据:164351976.8元，应收账
款:345194541.6元，预付款项:10395215.35元，应收利息:2311657.01元，
其他应收款 :3584940.6 元， 存货 :93721763.13 元 ，流动资产合
计 :1291554041.0 元 ， 长 期 股 权 投 资 :20260864.19 元 ， 固 定 资
产:563496949.2元，在建工程:63918166.78元，无形资产:35853006.19元，
长期待摊费用:545688.63元，递延所得税资产:11001814.32元，非流动资
产 合 计 :695076489.3 元 ， 资 产 总 计 :1986630530.0 元 ， 应 付 票
据:43137262.89元，应付账款:75412307.23元，预收款项:9225915.77元，
应付职工薪酬 :15297539.8元，应交税费 :11874799.23元，其他应付
款 :557897.12 元 ， 其 他 流 动 负 债 :1063084.72 元 ， 流 动 负 债 合
计:156568806.8元，长期借款:5000000.0元，递延收益:37445439.83元，
非流动负债合计:42445439.83元，负债合计:199014246.6元，实收资本
( 或 股 本 ):295000000.0 元 ， 资 本 公 积 :1143311774.0 元 ， 盈 余 公
积:38056735.85元，未分配利润:311247773.9元，归属于母公司所有者权
益合计:1787616283.0元，……

Answer：该公司存在舞弊问题，类型为虚增盈利。

Fin-report Fraud Detection

(2-1)

Prompt: 给定的文本是一段上市公司年度报告的内容，希望以
Markdown语言将其表示为一个表格，其中表格内容能够准确反映各个
数据之间的逻辑关系（例如，由A值盈利到B值）。不需要将所有文本
填入表格，只需展示数据的逻辑关系。如果无法将该段文本转换为表格
形式，则直接返回不支持。请注意，返回的结果要么是表格，要么是不
支持，不会包含多余的内容。
Context: 财报内容：在新能源汽车领域 ,经过公司多年的潜心研发和持
续不断的工艺改进,公司生产的新能源车电池热管理系统材料获得了大
量客户的认可 ,截止到2020年末,公司已经成为十余家车企数十个新能源
车型的主要供应商: 报告期内 ,公司相关产品对新能源汽车领域的营业收
入为12890.23万元,同比增长34.23%,占公司全年收入的6.37%。

Answer：

Fin-report2Markdown

(2-2)

Prompt: 你是分析和挖掘数据中隐藏的深层信息和规律的专家，请用中
文从不同的角度用3个要点生成一个专业的数据分析方案。我向你提供
了一个问题和这个问题的答案数据，请从数据分析常用的指标角度进行
分析，给出计算后的指标结果，并结合你的知识给出针对性的相关建议。
要求：不能超过2048个token，不要输出非分析性的内容。
回答的格式如下:

[“1.分析内容",  "2.分析内容",  "3.分析内容“] 

Context: 标题: “按照开放年份降序排列的每年开放的电影院数量的柱
状图” 图表数据：["x_name": "Openning_year ", 

"y_name": " COUNT(Openning_year) ",  

"x_data": [['2009-01-01', '2010-01-01', '2011-01-01', '2012-01-01', '2013-01-

01', '2015-01-01‘]],

"y_data": [[1, 3, 3, 1, 1, 1]]

Answer：[

1.根据提供的数据，可以看出自2009年至2015年的每年新开放的电影院
数量。通过构建柱状图，我们可以清楚地看到2010年和2011年是电影院
快速增长的两年，每年新开放的电影院数量均为3…,

2. 数据分布较为平稳，除了2010年和2011年，其他年份的电影院开放数
量相对较少且持平。这两年的高增长可能是行业发展的特殊时期或者是
数据收集过程中的偏差。针对这类异常值，…， ]

FinChartData2Insight

(2-3)

Prompt: 根据表结构和分析目标，生成几个多角度SQL查询，其结果可
以以下图表类型之一查看： ['table', 'LineChart', 'BarChart', 

'IndicatorValue']，并以以下json格式响应:

[{{"SQL": "data analysis SQL"，"title": "data analysis title", "showcase"：
"What type of charts to show", "thoughts": "Current thinking and value of 

data analysis"}}]

分析目标：分析赠款的期限，以了解典型的赠款期限
table_name:Grants

Context: Table schema:['grant_id', 'organisation_id', 'grant_amount', 

'grant_start_date', 'grant_end_date', 'other_details’]

Answer：[{"sql": "SELECT grant_id, grant_start_date, grant_end_date, 

DATEDIFF(grant_end_date, grant_start_date) AS grant_duration FROM 

Grants", "title": "Analysis of Grant Durations", "showcase": "Table", 

"thoughts": "通过比较赠款开始和结束日期，我们可以理解赠款的持续
时间。这有助于我们了解通常的赠款时期。"}, 

{"sql": "SELECT organisation_id, COUNT(grant_id) AS count_of_grants 

FROM Grants GROUP BY organisation_id", "title": "Count of Grants per 

Organisation", "showcase": "BarChart", "thoughts": "我们可以通过分析每
个组织获得的赠款数量，来了解哪些组织更常获得赠款。这有助于我们
了解赠款的分发情况。"},…]

FinNL2ViSQL

(3-1)

Figure 8: Data examples for the six sub-tasks of FinDABench in Chinese.

B More Details of FinDABench

B.1 Annotation Norms and Consistency
Annotating FinDABench is a highly challenging task that requires a solid foundation in finance and
technical skills. It necessitates understanding financial reports and the ability to provide insightful and
analytical perspectives on financial data.

Team Composition Our annotation work was carried out by four Master’s degree holders in Computer
Science, two PhDs in Computer Science, and two financial data analysis experts. Prior to the actual
annotation process, the team underwent training and pre-annotation exercises.

Division of Responsibilities To ensure consistency in the annotations, the team was divided based on
their understanding of financial knowledge. One PhD and two Master’s degree holders were responsible
for the annotation tasks of 1-1, 1-2, and 2-1, while another PhD and two Master’s degree holders handled
the tasks of 2-2, 2-3, and 3-1. Each pair of financial experts reviewed the annotations for three sub-tasks.
For each task, one annotator was primarily responsible for the annotations, while another served as the
reviewer to ensure accuracy. In cases of significant disagreement between the first two annotators, a third
annotator was involved, with the final review conducted by a financial expert.

Annotation Duration The entire annotation process spanned one month, during which a total of 2,400
data entries were annotated.

Inter-Annotator Agreement (IAA) Calculation Our annotation team was divided into three groups,
and Table 6 shows the IAA scores of different annotation groups and the average result.

B.2 Prompt Template
B.2.1 Fin Indicator Calculations Translation Prompt
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Group Cohen’s kappa

1 71.28
2 73.46
3 72.35

Avg. 72.36

Table 6: Consistency analysis results showing the inter-annotator agreement (IAA) scores (in percentage) across
different groups. The last row shows the average IAA scores for all groups.

你是专业的金融行业翻译师，请你为下面的上市公司财报进行翻译，请注意需要保证金融名词翻
译正确，金融符号保持一致。补充知识：对于上市公司财务报表,0331为一季报,0630为半年
报,0930为三季报,1231为年报.财报指标包括: current_ratio: 流动比率。quick_ratio: 速动比率。
netprofit_margin: 销售净利率 grossprofit_margin: 销售毛利率。roe:净资产收益率。roe_dt: 净资产
收益率(扣除非经常损益)。财报内容：[CONTENT]。

You are a professional translator in the financial industry, please translate the following financial report for 

a listed company, please note that you need to ensure that the financial terms are translated correctly and 

the financial symbols are consistent. Supplementary knowledge: For the financial statements of listed 

companies, 0331 is the first quarterly report, 0630 is the half-yearly report, 0930 is the third quarterly 

report, and 1231 is the annual report. Financial indicators include: current_ratio: current ratio. quick_ratio: 

quick ratio. netprofit_margin: net sales margin grossprofit_margin: gross sales margin. roe: return on net 

assets. roe_dt: return on net assets (net of extraordinary gains and losses). report content: [CONTENT].

Figure 9: The prompt for translating financial texts into English is displayed above, with the translated version
below.

B.2.2 Fin-report2Markdown Convert Prompt

给定的文本是一段上市公司年度报告的内容，希望以Markdown语言将其表示为一个表格，其中
表格内容能够准确反映各个数据之间的逻辑关系（例如，由A值盈利到B值）。不需要将所有文
本填入表格，只需展示数据的逻辑关系。如果无法将该段文本转换为表格形式，则直接返回不支
持。请注意，返回的结果要么是表格，要么是不支持，不会包含多余的内容。文本以换行符\n分
割。年度报告: [CONTENT]。

The given text is the content of an annual report of a listed company, and it is desired to represent it in the 

Markdown language as a table, where the content of the table accurately reflects the logical relationship 

between the individual pieces of data (e.g., profitability from an A-value to a B-value). It is not necessary 

to populate the table with all the text, but only to show the logical relationship of the data. If it is not 

possible to convert the text of the paragraph into a table form, then return directly to the 

unsupportedSupported. Note that the returned result is either a table or unsupported and will not contain 

redundancy. The text is separated by the line feed character \n. Annual Report: [CONTENT].

Figure 10: The prompt used for extracting structured Markdown data from an annual report is shown above, with
the translated English version presented below.

B.2.3 FinChartData Understanding Prompt
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你是分析和挖掘数据中隐藏的深层信息和规律的专家，请用中文从不同的角度用3个要点生成一
个专业的数据分析方案。我向你提供了一个目标和这个问题的表格数据，请从金融数据分析指标
角度进行分析，给出计算后的指标结果，并结合你的知识给出针对性的相关建议。要求：
不能超过2048个token，回答的格式如下:["1.Analysis Content"，"2.Analysis Content", …]。注意不
要输出非分析性的内容。分析目标[GOAL]，分析内容: [CONTENT]。

You are an expert in analysing and mining the hidden deep information and patterns in data, please 

generate a professional data analysis plan in Chinese from different perspectives in 3 bullet points. I have 

provided you with an objective and tabular data for this question, please analyse it from the perspective of 

financial data analysis indicators, give the calculated indicator results, and give targeted and relevant 

suggestions with your knowledge. Requirement:Cannot exceed 2048 tokens, the format of the answer is as 

follows:[‘1.Analysis Content’, ‘2.Analysis Content’, ...]. Be careful not to output non-analysis content. 

Analysis Target [GOAL], Analysis Content: [CONTENT].

Figure 11: The prompt used for generating analytical insights from chart data is displayed above, with the translated
English version provided below.

B.2.4 FinNL2ViSQL Prompt

你是数据分析专家，也是优秀的 SQL技术者，请提供专业的数据分析解决方案。根据以下表格结
构定义：[table_schema].提供专业的数据分析，以支持用户的目标： -分析的输出数据不能超过 4 

列。确保 SQL 只包含表结构定义中提到的列名。- 根据分析数据的特点，从下面提供的图表中选
择最合适的图表进行数据显示，图表类型为[“Table”, “LineChart”, “BarChart”, “IndicatorValue”] - 

注意分析结果输出内容的长度，不要超过 4000 token。确保您的输出格式与下面的示例相同，没
有多余的文字，并以中文输出简要的分析思路。- 请勿创建或假定表结构中未提及的任何列名。
给出正确分析 SQL、分析标题、显示方法和简要分析思路摘要，并以以下 json 格式回复：" 

[ {{"sql": "数据分析SQL ", " title ": "数据分析标题", " showcase " : "图表类型", " thoughts " : "对应
的分析内容与想法"}}] ".

You are a data analysis expert and an excellent SQL writer, please provide a professional data analysis 

solution. I need you to follow the following advice and not make mistakes. According to the following 

table structure definition:[table_schema]. Provide professional data analysis to support users‘ goals: [goal]- 

Provide at least 4 and 8 dimensions of analysis according to user goals.- The output data of the analysis 

cannot exceed 4 columns. Ensure the SQL only includes the column names mentioned in the table structure 

definition.- According to the characteristics of the analyzed data, choose the most suitable one from the 

charts provided below for data display, chart type: ["Table", "LineChart", "BarChart", "IndicatorValue"] - 

Pay attention to the length of the output content of the analysis result, do not exceed 4000 tokens. Ensure 

your output is formatted as the example below with no extra words and brief analysis thinking output in 

Chinese. - Do not create or assume any column names not mentioned in the table structure.- Do not 

perform multiple table link queries. Give the correct MySQL analysis SQL, analysis title, display method 

and summary of brief analysis thinking, and respond in the following JSON format:" [ {{"sql": "data 

analysis SQL", "title": "Data Analysis Title", "showcase": "What type of charts to show", "thoughts": 

"Current thinking and value of data analysis"}}] ".

Figure 12: The prompt used for generating multi-perspective SQL based on objectives and table structure is shown
above, with the translated English version provided below.

B.3 Early Warning Analysis Label System
B.4 Fin-report2Markdown Label System

C LLM Test

C.1 Large Language Model Test List
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机会标签(频数)
Opportunity Labels(Frequency)

风险标签（频数）
Risk Labels(Frequency)

市场机遇
Market 

opportunities

政策机遇
Policy 

opportunities

融资机遇
Financing 

opportunities

投资机遇
Investment 

opportunities

创新机遇
Innovation 

opportunities

战略机遇
strategic 

opportunities

财务风险
Financial risk

法律风险
Legal risk

投融资风险
Investment and 

financing risks

市场风险
market risk

治理风险
Governance risk

外部风险
External risks

开户(3)
Open an account(3)

建设基金(1)
construction 

fund(1)

评级上调(34)
Rating upgrade(34)

结构性存款(3)
Structured 

deposits(3)

5G(69)
5G(69)

总部基地(2)
Abp(2)

负债(36)
Liabilities(36)

拖欠工资(4)
wage arrears(4)

股改异常(1)
Abnormal stock 

reform(1)

产品缺陷(2)
Product defects(2)

环保问题(10)
Environmental 

issues(10)

安全生产事故(2)
safety accident(2)

行业龙头(81)
Industry leader(81)

批准成立(10)
establishment by 

sanction(10)

沪港通(0)
Shanghai-Hong Kong 

Stock Connect(0)

注资(13)
Capital 

injection(13)

产业园(26)
Industrial Park(26)

赎回票据(1)
Redemption of notes(1)

收入预警(19)
Income 

warning(19)

司法拍卖(7)
Judicial Auction(7)

评级下降(26)
Rating downgrade 

(26)

市场风险(17)
Market risk (17)

人事变动(59)
Personnel Changes 

(59)

意外事故(4)
Accidents (4)

中标(26)
Winning the bid (26)

PPP(10)
PPP(10)

配股(5)
Rights issue (5)

入股(25)
Investment (25)

创新(201)
Innovation (201)

自然人独资(4)
Sole proprietorship by 

natural persons (4)

破产清算(15)
Bankruptcy 

liquidation (15)

被约谈(3)
Interviewed (3)

收购风险(8)
Acquisition risk (8)

交易异常(8)
Transaction Exception (8)

管理问题(13)
Management issues 

(13)

工程受阻(0)x
Engineering obstruction 

(0)

注册(72)
Registration (72)

批准通过(80)
Approved (80)

借壳(8)
Borrowing Shell (8)

投资事件(37)
Investment events 

(37)

创业(15)
Entrepreneurship 

(15)

委托贷款(2)
Entrusted loan (2)

财务异常(19)
Financial 

anomalies (19)

监管处罚(81)
Regulatory penalties 

(81)

平仓风险(11)
Closing risk (11)

股价异常(23)
Abnormal stock price (23)

曝出(8)
Exposure (8)

指责投诉(23)
Blaming Complaints 

(23)

星火(0)
Spark (0)

批复(36)
Approval (36)

招股(24)
IPO (24)

购买理财产品(7)
Purchasing wealth 

management 

products (7)

创业园(1)
Entrepreneurship 

Park (1)

兑换票据(1)
Exchange Notes (1)

财务风险(50)
Financial risk (50)

产品涉假(4)
Product fraud (4)

IPO遇阻(2)
IPO obstructed (2)

产销异常(1)
Abnormal production and 

sales (1)

质量事故(0)
Quality accident (0)

舆论风险(10)
Public opinion risk (10)

业绩增加(107)
Performance increase 

(107)

批准筹建(8)
Approved for 

establishment (8)

港股通(0)
Hong Kong Stock 

Connect (0)

量化对冲(0)
Quantitative 

hedging (0)

孵化所(2)
Incubation Center 

(2)

私有化(22)
Privatization (22)

兑付风险(27)
Redemption risk 

(27)

停牌彻查(1)
Suspension and 

thorough 

investigation (1)

注资异常(0)
Abnormal capital 

injection (0)

贸易壁垒(0)
Trade barriers (0)

安全隐患(2)
Safety hazards (2)

陷入局面(11)
Trapped in a situation 

(11)

银行间市场(10)
Interbank market (10)

民营企业(20)
Private enterprises 

(20)

上市(115)
Listing (115)

FOF(1)
FOF(1)

区块链(13)
Blockchain (13)

股票回购(18)
Stock repurchase (18)

终止挂牌(6)
Termination of 

Listing (6)

进场核查(8)
Entry verification (8)

股份减持(46)
Share reduction (46)

二级市场(11)
Secondary market (11)

内部矛盾(0)
Internal Conflict (0)

工程事故(7)
Engineering accidents 

(7)

金牛奖(3)
Golden Bull Award (3)

批准授权(2)
Approval 

Authorization (2)

增资扩股(11)
Capital increase and 

share expansion (11)

房地产信托基金(1)
Real Estate Trust 

Fund (1)

人工智能(27)
Artificial 

Intelligence (27)

现金管理(5)
Cash Management (5)

资产流失(2)
Asset loss (2)

资产冻结(32)
Asset freeze (32)

发债遇阻(8)
Debt issuance 

obstructed (8)

价格异动(4)
Price Changes (4)

混乱(1)
Chaos (1)

投标受阻(0)
Bid obstructed (0)

银团(2)
Syndicate (2)

批准发行(4)
Approved for 

issuance (4)

超额认购(0)
Over subscription (0)

股权增持(21)
Equity increase (21)

专利发明(31)
Patent Invention 

(31)

履行程序(3)
Fulfillment Procedure 

(3)

经济损失(46)
Economic losses 

(46)

欺诈(0)
Fraud (0)

民间融资(4)
Private financing (4)

销售风险(29)
Sales risk (29)

黑天鹅(3)
Black Swan (3)

拿地(26)
Land acquisition (26)

获批许可证(10)
Approved License 

(10)

新三板(7)
New Third Board (7)

并购基金(4)
Merger and 

acquisition fund (4)

闲置资金(1)

Idle funds (1)

业绩下滑(58)
Performance 

decline (58)

税务问题(0)
Tax issues (0)

壳资源(0)
Shell resource (0)

行业衰退(0)
Industry recession (0)

重大事件利好(3)
Positive for major events 

(3)

批准进入(0)
Approved entry (0)

证券化(1)
Securitization (1)

产业基金(9)
Industrial Fund (9)

转让票据(3)
Transfer Note (3)

质押(56)
Pledge (56)

限制消费(6)
Restricting 

Consumption (6)

股权风险(45)
Equity risk (45)

获奖(29)
Awards (29)

政府引导基金(4)
Government 

Guidance Fund (4)

融资成功(20)
Financing success (20)

MOM(0)
MOM(0)

交债转债(7)
Convertible bonds (7)

债务逾期(5)
Debt overdue (5)

监管风险(58)
Regulatory risk (58)

融资担保风险(2)
Financing guarantee 

risk (2)

要约(15)
Offer (15)

资质证书(13)
Qualification 

certificate (13)

融资担保(13)
Financing Guarantee 

(13)

国债逆回购(0)
Treasury bond reverse 

repurchase (0)

资金短缺(11)
Shortage of funds 

(11)

拖欠费用(2)
Unpaid fees (2)

投资失利(1)
Investment failure (1)

合作(369)
Collaboration (369)

授信额度(6)
Credit limit (6)

国企混改(1)
State owned enterprise 

mixed ownership 

reform (1)

债务危机(7)
Debt Crisis (7)

资金占用(13)
Fund Occupation 

(13)

债务融资(13)
Debt financing (13)

Figure 13: The detailed tagging architecture is divided into two main categories: opportunity tags and risk tags.
From a financial perspective, it covers sentiment tags throughout the entire lifecycle of a company.

Table Type Description

Simple Markdown tables with both rows and columns fewer than 3.

Medium Markdown tables with both rows and columns fewer than 6 but at least 3.

Hard Markdown tables with both rows and columns fewer than 9 but at least 6.

Extra Hard Markdown tables with both rows and columns 9 or more.

Table 7: Details of Markdown table type.

C.2 Large Language Model Zero-shot Result
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Type Model Parameters Instruction RL Access BaseModel

English LLMs

GPT-4-0613 — ✓ ✓ API —
GPT-3.5-turbo-0613 — ✓ ✓ API —

LLaMA2-Base 7/13/70B ✓ ✗ Weights —
LLaMA2-Chat 7/13/70B ✓ ✓ Weights LLaMA2-7/13/70B

Vicuna-v1.5 7B ✓ ✗ Weights LLaMA2-7B
Alpaca-v1.0 7B ✓ ✗ Weights LLaMA-7B
WizardLM 7B ✓ ✗ Weights LLaMA-7B

Phi 2B ✓ ✗ Weights —

Chinese LLMs

通义千问(Qwen-turbo) — ✓ ✓ API —
文心一言(ERNIEv4.0) — ✓ ✓ API —
智谱清言(GLM-4) — ✓ ✓ API —

Yi-Base 6B/34B ✓ ✗ Weights —
Yi-Chat 6B/34B ✓ ✗ Weights Yi-6B/34B

InternLM-Base 7B/20B ✓ ✗ Weights —
InternLM-Chat 7B/20B ✓ ✗ Weights InternLM-7B

Qwen-Base 7B/14B ✓ ✗ Weights —
Qwen-Chat 1.8B/7B/14B ✓ ✗ Weights Qwen-1.8/7/14B

Baichuan2-Base 7B/13B ✓ ✗ Weights —
Baichuan2-Chat 7B/13B ✓ ✗ Weights Baichuan2-7/13B
TigerBot-Base 7B ✓ ✗ Weights —
TigerBot-Chat 7B ✓ ✗ Weights TigerBot-7B

Chinese-Alpace2 7B ✓ ✗ Weights LLaMA2-7B
ChatGLM2 6B ✓ ✗ Weights ChatGLM-6B

ChatGLM3-Base 6B ✓ ✗ Weights —
ChatGLM3 6B ✓ ✗ Weights ChatGLM3-6B-Base
MiniCPM 2B ✓ ✗ Weights —

Financial LLMs

FinGPTV3 6B ✓ ✗ Weights Chatglm3-6B
FinMA 7B ✓ ✗ Weights LLaMA2-7B

DISC-FinLLM 13B ✓ ✗ Weights Baichuan2-13B-Chat
Tongyi-Finance 14B ✓ ✗ Weights Qwen-14B
XuanYuan-Chat 13/70B ✓ ✗ Weights LLaMA2-13/70B

Table 8: LLMs tested on FinDABench. We classify these models by their main training corpora.
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Figure 14: Average performance (zero-shot) of 45 LLMs evaluated on FinDABench
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