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Abstract

Large Language Models (LLMs) have demon-
strated impressive capabilities across a wide
range of tasks. However, their proficiency
and reliability in the specialized domain of
financial data analysis, particularly focusing
on data-driven thinking, remain uncertain. To
bridge this gap, we introduce FinDABench, a
comprehensive benchmark designed to eval-
uate the financial data analysis capabilities of
LLMs within this context. The benchmark com-
prises 15,200 training instances and 8,900 test
instances, all meticulously crafted by human
experts. FinDABench assesses LLMs across
three dimensions: 1) Core Ability, evaluat-
ing the models’ ability to perform financial
indicator calculation and corporate sentiment
risk assessment; 2) Analytical Ability, deter-
mining the models’ ability to quickly compre-
hend textual information and analyze abnor-
mal financial reports; and 3) Technical Abil-
ity, examining the models’ use of technical
knowledge to address real-world data analy-
sis challenges involving analysis generation
and charts visualization from multiple perspec-
tives. We will release FinDABench, and the
evaluation scripts at https://github.com/
cubenlp/FinDABench. FinDABench aims to
provide a measure for in-depth analysis of LLM
abilities and foster the advancement of LLMs
in the field of financial data analysis.

1 Introduction

With the release of the ChatGPT series (Ope-
nAl, 2022), decoder-only Large Language Mod-
els (LLMs) like GPT-4 (OpenAl, 2023) and the
LLaMA family (Meta Al, 2024) have rapidly be-
come cornerstones of modern artificial intelligence,
demonstrating remarkable versatility and power
in natural language processing (NLP). The ability
of LLMs to understand, generate, and even rea-
son with human language has led to transforma-
tive applications across numerous fields (Huang
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Figure 1: The job skills and their corresponding task
names required for financial analysts to manage daily
work. Text highlighted in denotes the standard
capabilities of financial analysts.

et al., 2023; Zhong et al., 2023). As LLM technol-
ogy evolves rapidly, so do its applications in the
financial domain (Zhang and Yang, 2023). Models
like BloombergGPT (Wu et al., 2023b) have been
purpose-built from scratch for finance, and sub-
sequent models like FinGPT (Wang et al., 2023),
DISC-FinLLM (Chen et al., 2023) have enhanced
capabilities in financial question answering, text
classification, and information extraction. How-
ever, despite their broad capabilities, the perfor-
mance of LLMs in the financial domain, particu-
larly those requiring data-driven financial analyti-
cal skills, has not been thoroughly examined.
Figure 1 illustrates the daily workflow of a fi-
nancial analyst . First, analysts engage with news
and company announcements, assess public sen-
timent, and calculate relevant metrics—tasks that
require Core Ability. Second, they review corpo-
rate financial statements to extract data, evaluate
anomalies, and formulate opinions, demonstrating
their Analytical Ability. Lastly, using data analy-
sis techniques to derive insights and generate re-
search reports exemplifies their Technical Ability.
Using LLMs to assist financial analysts presents
unique opportunities, but existing datasets do not

1https://www.princetonreview.com/car‘eers/68/
financial-analyst
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Figure 2: FinDABench aims to provide a multi-faceted
evaluation framework that mirrors the multifarious na-
ture of financial data analysis tasks.

adequately evaluate the capabilities and limitations
of LLM s in this specific scenario. This financial
scenario stands in stark contrast to previous finan-
cial benchmarks like BBT-CFLEB (Lu et al., 2023),
FinEval (Zhang et al., 2023), and ICE-PIXIU (Hu
et al., 2024), which primarily focus on evaluating
financial concepts through traditional NLP tasks.
Unlike these, financial data analysis demands the
synthesis of information from diverse sources, the
formulation of pertinent questions, and the applica-
tion of advanced technical skills for in-depth data
analysis and interpretation.

To address this challenge, we intro-
duce FinDABench, a pioneering benchmark
specifically designed to probe the depths of LLMs’
data analysis capabilities within the financial
data analysis domain. Inspired by Bloom’s
Taxonomy (Krathwohl, 2002) and Thinking, Fast
and Slow (Kahneman, 2011; Bengio, 2019),
which provide a widely recognized framework for
categorizing tasks (Yu et al., 2023), we developed
a three-tiered framework to evaluate the financial
data analysis capabilities of large models. The
dataset framework diagram is shown in Figure 2.
FinDABench evaluates LLM skills involving
domain-specific knowledge, including financial
indicator calculations that encompass 0-7 rounds of
interactive calculations (Fin Indicator Calculation)
and corporate sentiment risk assessment, covering
145 fine-grained labels (Early Warning Analysis).
It is essential for LLMs to extract structured
financial tables from reports, constructing tables of
varying complexity labeled as Simple, Medium,
Hard, and Extra Hard (Fin-report2Markdown),
and introduce new tasks to interpret real-world
financial charts (FinChartData2Insight). Further-
more, the detection of financial fraud in reports,
previously limited to credit fraud (Fin-report fraud

detection), is now included. Additionally, it is
crucial to perform multi-perspective analysis skill-
fully and generate corresponding visualizations
(FinNL2ViSQL).

FinDABench comprises 6 sub-tasks, which fall
under three categories of task types: classification,
extraction, and generation. Together, these tasks
constitute a comprehensive suite that rigorously
tests the models across the spectrum of skills re-
quired in financial data analysis. Our goal is to es-
tablish a standard for in-depth evaluation of LLMs
in the context of finance and to catalyze further ad-
vancement in applying LLMs to data analysis. By
doing so, we hope to bridge the gap between the
capabilities of general-purpose LLMs and the spe-
cialized demands of financial data analysis, paving
the way for more sophisticated and reliable Al tools
in the realm of business and beyond.

Our contributions are summarized as follows:

* We introduce FinDABench, the first bench-
mark featuring six sub-tasks across three di-
mensions, with 15,200 training instances and
8,900 evaluation instances, designed to as-
sess the financial data analysis capabilities
of Large Language Models.

* We systematically benchmark 45 popular
LLMs’ financial data analysis capabilities for
the first time. On top of their performance on
FinDABench, we offer deep insights into the
status quo of LLMs’ development and high-
light the deficiencies that need improvements.

* We evaluate the most recent methods on
FinDABench. Our benchmark poses chal-
lenges to existing techniques. Notably, the
SoTA GPT-4 achieves only a 32.37% total
result in zero-shot settings, while the perfor-
mance of all other methods falls below 30%.

2 Related work

2.1 Financial Evaluation Benchmarks

We introduce several publicly available datasets
and summarize them in Table 1. CFBench-
mark (Lei et al., 2023) and BBT-Fin (Lu et al.,
2023) evaluate financial NLU and generation ca-
pabilities across dimensions including summa-
rization, question answering and classification.
FinEval (Zhang et al.,, 2023) offers thousands
of multiple-choice question-answering pairs that
serve as evaluation suites for LLMs. CFLUE (Zhu
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Benchmark Data Source

Evaluation Angle

Core Ability Anakytical Ability ~Technical Ability Training

BBT-Fin (Lu et al., 2023) Existing datasets Financial knowledge X X X
FinEval (Zhang et al., 2023) Academic books Financial subject knowledge X X X
SuperCLUE-Fin (Xu et al., 2024) Exams & Academic books Financial knowledge X X X
CFLUE (Zhu et al., 2024) Exams & Existing datasets Financial knowledge X X
FinBen (Xie et al., 2024) Existing datasets Financial knowledge X X
ICE-PIXIU (Hu et al., 2024) Existing datasets Financial knowledge X X

FinDABench (ours) Real scenarios

Finanical data analysis

Table 1: Comparison of FinDABench with most recent financial benchmarks: FinDABench is the first and the
only benchmark that focuses on the financial data analysis domain. "Training" means providing a training dataset.

et al., 2024) is a collection of high-quality multiple-
choice questions, with over 16k test instances
across distinct groups of NLP tasks. ICE-
PIXIU (Hu et al., 2024) and FinBen (Xie et al.,
2024) aggregates existing financial datasets, cover-
ing tasks such as semantic matching, entity recog-
nition, and question answering, encompassing all
aspects of financial natural language processing.
SuperCLUE-Fin (Xu et al., 2024) spans six real-
world scenarios and 25 subtasks, evaluating models
in financial contexts across two dimensions. Com-
pared to the aforementioned financial benchmarks,
our proposed FinDABench focuses on financial data
analysis scenarios and evaluates the report genera-
tion capabilities of LLMs.

2.2 Financial Large Language Models

Mate-Al’s open-source LLaMA (Touvron et al.,
2023) model has driven the development of large
financial models such as FinGPT (Wang et al.,
2023) and FinMA (Xie et al., 2023), which ap-
ply LoRA (Hu et al., 2021) fine-tuning technology
to the financial domain. XuanYuan 2.0 (Zhang and
Yang, 2023) has shown improvements in model ca-
pability by dynamically adjusting the proportion of
domain knowledge during the pre-training phase
and incorporating a vast amount of specialized fi-
nancial corpus. With the emergence of general-
purpose large models like Baichuan (Yang et al.,
2023) and Qwen (Yang et al., 2024), Chinese fi-
nancial models such as DISC-FinLLM (Chen et al.,
2023) and Tongyi-Qwen have also appeared. DISC-
FinLLM has been fine-tuned on 250,000 financial
data entries to enhance its capabilities in financial
consulting and financial tasks, while Tongyi-Qwen
employs 200 billion high-quality financial industry
corpora for incremental learning and extends the
financial vocabulary.

3 FinDABench

We present FinDABench, the first benchmark
specifically designed to evaluate the financial data

analysis capabilities of LLMs, comprising 15,200
training instances and 8,900 test instances. Sub-
sequent sections will detail the guidelines for
dataset construction based on task levels, describe
FinDABench’s data and annotation structure, and
present statistics of the dataset. Examples of these
tasks are illustrated in Figure 3.

3.1 Core Ability

The Foundational ability level measures essential
skills for numerical computations and requires keen
awareness of daily news that can impact finan-
cial markets. Professionals with this ability are
equipped to interpret and respond to market fluctu-
ations and news developments, providing the foun-
dation for making timely and informed decisions.

Fin Indicator Calculations (1-1): Task defini-
tion: Financial indicator calculations based on text
from financial reports.

Performing indicator calculations based on finan-
cial reports is a fundamental skill for financial ana-
lysts. We modified the ConvFinQA dataset (Chen
et al., 2022) by first translating English financial re-
ports and questions using GLM-4. Specifically, we
provided a translation prompt along with detailed
requirements for the financial reports, which are
outlined in Appendix B.2.1. As these reports con-
tain both text and tables, and to prevent information
loss during translation, we opted not to translate the
table content, adhering instead to heuristic rules.
After translation, manual checks ensured that the
text conformed to the grammatical norms of the
Chinese context. Additionally, we sampled 1,800
data entries based on the number of computational
rounds, selecting samples with interaction counts
ranging from zero to seven.

Early Warning Analysis (1-2): Task definition:
extract the company entities from news, along with
their associated opportunity and risk labels.

Sentiment is one of the crucial indicators in fi-
nancial data analysis for assessing the status of
a company. Comprehensively evaluating a com-
pany’s sentiment status, we have constructed a
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Context: The Credit Union Systems and Services segment's revenues Context: Task Objective extract the paragraph i the subject company and the o
increased 14 percent (14%) in fiscal 2008 compared to fiscal 2007, and all Prompt: You are an expert in identifying financial fraud. Based on the relevant
revenue components of the segment grew in fiscal 2008. The segments gross shows, was founded in 2003, ,lsted on the financial data of the company, please determine whether there is any kind of fraud in
profitincreased $9,344 in fiscal 2008 compared to fiscal 2007, primarily due Hong Kong Stock Exchange in January 2016 (referred to as: rongxin china, stock code: the company’s finance. Type: [Inflated Profit, 'Inflated Revenue’, ‘Inflated Profit
to growth in the highest margin license revenue. 3301 HK), the same year included in the MSCI index and the Hang Seng index, and was Amount ‘Inflated Bank Deposits', ‘Other’, 'No Fraud]
L bt selected as one of the first batch of shenzhen-hong Kong through the constituents of the Context: 946.2 yu
5416 yuanPr
The list of tags is below: yuan, InterestReceivable:2311657.01 yuan, Other Receivables: 3584940.6 yuan,
Somowe n %wonuni;ygaui('hﬁavk:; ng:umnei' ['AC;ZHS! gpemf\g\ 'Ir:dns'!'r)ya Lkeigerilr Inventory:93721763.13 yuan, Total Current Assets. 1291554041.0 yuan,long-term
e i i finning Bid', . Registered', ‘Starburst, Increased Performance’,‘Interbank Market 19 yuan, fixed .2 yuan, construction in
£ m operating activities increased by $25,587 (0 $206,568 ‘Golden Bull Award, Syndication’, 'Land acquisition, Positive major event’, "Major = 8 yuan, b 19 Wﬂl‘ﬁu"n"&"ﬂ amortized
or the fiscal year ended June 30, 2003 compared to $181,001 for the fiscal event, ‘Award ‘Awards’, )} ‘expenses:545688.63 yuan, deferred income tax assets:11001814.32 yuan, non Total
year ended June 30, 2008. The decrease in accounts receivable is primarily Risk Label: {Financial Risk: [Liabiliies, Revenue Warning, Bankruptcy Liquidation’ Current Assets 695076439.3 yuan, Total Assets: 10,866,30530.0 yuan.
due to the fact that annual software maintenance services were provided to “Financial Abnormalities’, Financial Risks’, Payment Risks. Termination of Listing’ 43,137,262.89 yuan, 307,23 yuan, Accounts
customers earlier in fiscal year 2010 than in the prior year, which resulted in AsetLosss, Economic Loses,. 1 Received in Advance: 022,506,615.77 yuan, Employee Compensation
‘more cash being collected by the end of the fiscal year than in previous years. Prompt: Label type may be null, one or more, finally please output in List JSON format, Payable:1,252,975,393.8 yuan, Taxes Payable:1,187,779.23 yuan. Other
n addition, we collected more cash in the current iscal year compared to thefomat referencs i s follows:{-subjec company”. “Subjectcompany payables:557897.12 yuan, Other current liabilties: 1063084.72 yuan, Total current
fiscal 2008 related to revenue that will be recognized in subsequent periods; op Il Copportunty abel )tk Iibe ek lael I i ocgment abl \iabilties: 1565688068 yuan, Long-{erm borrowings: 5,000,000.0 yuan, Deferred
Cash used in investing activities for the fiscal year ended June 2009 was is empty, you need to retur the subject company, the format i {"subject_company'* income: 37445439.83 yuan, Total nocurtent ailes: 24454398 yoan, Total
$50,227.... subject company name, "op_label":[], “risk_label":[J}Please be careful not to retum pital (or share capital
Prompt: What was the net cash generated from operating activities in 2009? information that i not possible with the contents of the json. surplus:1143311774.0 yuan, wp;..s 3805673585 yuan, undistributed
Answer: 206588.0 Answer: {"subject_company": "Unicredit China", “op_label": ["Shenzhen-Hong Kong profit:311247773.9 yuan, total owner's equity
Qﬂ Connect", "Listing"), “rsk _label”: [} / \\ns\\er: “The company has a fraud problem of the type of inflated earnings. /
- -
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- Prompt: You are an expert in analysing and exploring the hidden deep information

Prompt: The given text is the content of an annual report of  listed company, and it is
desrd 1 repeesent it e Markown language . able s theconenof the gifferent

and laws in data, please generate a professional data analysis plan in Chinese from

Prompt: Based on the table structure and analysis goals, generate several
multi-angle SQL queries whose results can be viewed in one of the following

ne logical
prolllahlllly 10 an Awvlue 5.2 Bvaue) 1 s ot necessar t populae th table wth

3 key points. |
the data of the answer to this question, please analyse it from the perspective of

ou with a question and
¥ 9 chart types: [table’, *LineChart’, ‘BarChart’, “IndiatorValue) and respond

all the text, but only to show the logical relationships of the data. If it is not possible to usee
convert thetext of the paragraph into a table form, i is simply returned as unsupported.
Please note that the retumned result is either a table or unsupported and will not contain
redundancy.

Context: Financial report content: in the field of new energy vehicles, after years of
dedicated research and uwelopmenr and continuous nrocess improvement, the
company’s production of thermal

materials have been recognized by a mge number of cusmms a5of theend of 2020,
ten car of

par
the ippliers: Reporting period, lated pvmuus o newenergy
vehicles in the field of revenue of 128.9023 million yuan, an increase of 34.23%,
accounting for 6.37% of the cnmpanys annual revenue. During the report penod the

amounted 10 126,902.300 yuan, an incease of 4 23% year-on-year, accounting for
st of the company's annual income.

give the results of
indicators, and combine with your knowledge o give targeted and relevant
sugpeslons Recrments: i st 2040 wkars,do ot ot re el
answer is as follows.[*1. Analytical content’,

. Analytical content’]

r) ",

-01-01°, *2015-01-01"]]
ding to the data provi
cinemas opened each year from 2009 to 2015. By constructing a bar chart, we can

o the field of clearly see that 2010 and 2011 were the two years of rapid growth in cinemas, with
the number of new cinemas opening in each year being 3....2. The distribution of the
data is relatively smooth, with the exception of 2010 and 2011, when the number of
cinema openings was relatively small and flat. The high growth in these two years

- . may be a special period of industry development or a bias in the data collection each organisation receives. This helps us to understand how grants are
\ (= | = ~ / wcess In response to such outlirs, .., ] / kmimcd "l /

case’
“Current thinking and value of data analysis”}}Analysis goal: Analyse the

duration of grants to understand typical grant durationstable_name:Grants

Context: Table schema:['grant_id', ‘organisation_id', ‘grant_amount’,

nt_end_date, grant_start_date) AS grant_duration FROM
" “Analysis of Grant Durations", “showcase": “Table",

" By comparing grant start and end dates, we can understand the
duration of the grant. This helps us to understand the usual grant period. "},
{"sal" "SELECT organisation_id, COUNT(grant_id) AS count_of_grants
FROM Grants GROUP BY organisation_id", "title": “Count of Grants per
Organisation", “showcase": “BarChart", “thoughts": * We can see which
organisations receive grants more often by analysing the number of grants

Figure 3: Data examples for the six sub-tasks of FinDABench, each including questions and answers with a unique
identifier to facilitate differentiation. For the Chinese version, please see the Appendix A.

three-tier sentiment tagging system from a corpo-
rate perspective, set against the backdrop of the
financial market and incorporating extensive in-
dustry expert experience. The primary labels are
Opportunity labels (positive) and Risk labels (neg-
ative). Opportunity labels include secondary labels
that represent potential opportunities such as mar-
ket, policy, financing, investment, innovation, and
strategic opportunities, with a total of 76 tertiary
sub-labels. Risk labels encompass secondary labels
for potential challenges including financial, invest-
ment, market, governance, and external risks, with
a total of 69 tertiary sub-labels. A detailed descrip-
tion of the labeling system is in AppendixB.3.

We scraped 3,000 company news articles from
financial news websites and used regular expres-
sions to extract the news summaries. After filtering
out duplicates and irrelevant content, we retained
2,100 news summaries. Initially, we used sentiment
keywords for rough labeling and then conducted a
manual review to ensure the accuracy of the labels.

3.2 Analytical Ability

The analytical ability level demands a deep under-
standing of financial reports, surpassing basic data
comprehension. It involves discerning potential
fraud in financial statements and conducting in-
depth analyses of chart data. Professionals with

these skills can interpret explicit content and criti-
cally assess an organization’s financial health and
integrity, thus offering valuable insights.

Fin-report Fraud Detection (2-1): Task defi-
nition: infer potential financial fraud in financial
statements based on financial report data and fi-
nancial knowledge..

Determining whether a company’s financial data
involves fraud is foundational for subsequent an-
alytical research. Based on the Securities Reg-
ulatory Commission’s penalty announcements >
and financial experts’ expertise, we categorize
financial fraud into six types: overstated prof-
its, inflated revenue, exaggerated profit mar-
gins, inflated bank deposits, other, and no fraud.
We obtained names of companies involved in fi-
nancial fraud from the Commission’s penalty an-
nouncements and downloaded the corresponding
financial reports. We then extracted key account-
ing data from the financial statement tables in
these reports,annotated them based on the Commis-
sion’s regulatory provisions, and conducted manual
checks, ultimately generating 1,000 data entries.

Fin-report2Markdown (2-2): Task definition:
convert unstructured information from financial
reports into Markdown format by logically orga-
nizing the numerical data.

Zhttp://www.csrc.gov.cn/csrc/xwfb/index. shtml
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- gy Data size .
Cognitive Level ID Task Train  Test Metric Type

Core Fin Indicator Calculations 3,000 1,800 Accuracy Generation

1-
1-

1
Ability 2 Early Warning Analysis 2,000 2,100 Fl Extraction
Analytical -1 Fin-report fraud detection 2,200 1,000 F1 Classification
Abi);i " 2-2  Fin-report2Markdown 1,400 1,200 ROUGEBLEU  Generation
Y 2-3 FinChartData2Insight 2,800 1,500 ROUGE,BLEU  Generation
Technical
5 L NT OV -
Ability 3-1 FinNL2ViSQL 3,800 1,300 EM Generation

Table 2: Basic information for FinDABench.

Extracting and converting unstructured data into
tabular format showcases a financial analyst’s ana-
Iytical skills. We downloaded 1,200 PDF financial
reports from the Shanghai Stock Exchange 3. Us-
ing the PDF parsing tool pdfumber, we extracted
unstructured content based on chapter structure,
ensuring paragraph integrity. Based on the exper-
tise of financial professionals, Section 3 of these
reports (Company Overview/Management Discus-
sion and Analysis) often contains crucial data; thus,
we selected this section as the unstructured data
for conversion. We utilized GPT-4 for data annota-
tion, providing it with specific prompt and detailed
requirements for financial reports, as detailed in
AppendixB.2.2. Finally, the data underwent man-
ual review and correction to ensure accuracy.

FinChartData2Insight (2-3): Task definition:
Generate data analysis suggestions and insights
from the given financial chart data.

Generating viewpoints from chart data show-
cases the data reasoning skills of financial analysts.
We selected 1,500 finance-related data entries from
nvBench’s (Luo et al., 2021) charts, categorized
by difficulty into Easy, Medium, and Hard lev-
els. During the annotation process, we first trans-
lated queries in the data into Chinese, treating these
queries as captions for the charts. We then fed X-
axis and Y-axis data, along with the captions, into
GPT-4. In particular, we provided it with prompt
and specific requirements for chart data, as detailed
in the AppendixB.2.3. Finally, the insights were
reviewed by two senior financial data analysts.

3.3 Technical Ability

The technical ability demands that LLMs embrace
data-centric thinking and master external tools like
SQL for sophisticated financial data analyses. This
proficiency enables analysts to devise diverse ana-
Iytical strategies, select optimal visualization types,
and generate executable queries. With these skills,
financial analysts can clearly translate complex
datasets into actionable insights, boosting data in-

3h’ctps://www. sse.com.cn

English LLMs
B Chinese LLMs
EEm Financial LLMs

Zero-Shot Result (%)

Figure 4: Displays the best-performing model in each
category on FinDABench. Details on the average per-
formance (zero-shot) of the 45 LLMs are available in
Appendix Table14.

terpretation and utility.

FinNL2ViSQL (3-1): Task definition: Generate
SQOL analysis statements from given questions and
table structures, considering multiple perspectives.

Generating multi-perspective data analyses and
visualizations from databases is an advanced ca-
pability for financial analysts. Using the single-
table structure from financial reports, we employed
few-shot learning with GPT-4 to align data anal-
ysis goals closely with real-world scenarios each
single-table; detailed instructions for this approach
are presented in Appendix B.2.4. We defined four
visualization chart types: Table, LineChart, Bar-
Chart, and IndicatorValue, and required annotators
to justify their SQL queries. Two senior financial
analysts crafted multi-perspective SQL queries and
selected appropriate visualization types based on
the table structure and objectives. Additionally,
we categorized tasks by difficulty levels: Basic,
Intermediate, and Advanced.

For a detailed overview of our annotation norms
and consistency, please refer to the Appendix B.1.

3.4 Inner Annotator Agreements

To evaluate the reliability of the argument com-
ponent annotations, we follow the approach of
Kennard et al. (2022) and Cheng et al. (2022), us-
ing Cohen’s kappa to compute the Inter-Annotator
Agreement (IAA). A total of 24,100 instances are
labeled and the average Cohen’s kappa is 72.36%
among the three groups of annotators, which is a
reasonable and relatively high agreement consider-
ing the annotation complexity (Cheng et al., 2022;
Kennard et al., 2022) . Further details on TAA cal-
culation can be found in Appendix B.1.
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Figure 5: The statistical information for each sub-task of FinDABench is as follows: (a) represents Numberical
Calculation QA, (b) represents Early Warning Analysis, (c) represents Fin-Report Fraud Detection, (d) represents
Fin-Report2Markdown, (e) represents ChartData2Insight, and (f) represents NL2VisQL.

4 [Experiments

4.1 Dataset Statistics

Table 2 displays the count, evaluation metrics, and
types for each sub-task. The Foundational Ability
comprises 3,900 data entries, the Reasoning Abil-
ity includes 4,900 entries, and the Technical Skill
has 1,300 entries, along with the task types and
evaluation metrics for each sub-task. Details of the
sub-task data distribution are shown in Figure 5.
Figure 5 (a) and (b) describe the data distribution
for Foundational Ability, with (b) showing that op-
portunity labels account for 55% and risk labels for
23.3%. The other pie charts follow similarly.

4.2 Evaluation Metrics

We defined 4 different metrics in total to measure
different types of tasks: For the 1-1 task, we use
accuracy to measure answer prediction capability.
For the 1-2 and 2-1 tasks, we employ the Macro
F1 score. For the 2-2 and 2-3 tasks, we report
BLEU (Papineni et al., 2002) and ROUGE (Lin,
2004) scores. For the 3-1 task, we use EM (Exact
Set Match) (Yu et al., 2018) to evaluate the con-
sistency between the predicted View SQL and the
Gold SQL elements.

4.3 Evaluated Models

We evaluate a wide spectrum of large language
models of various sizes, grouping them into three

major categories based on their pre-training and
fine-tuning domains: English LLMs, Chinese
LLMs, Financial LLMs. We provide a short re-
view of them in the following section. The detailed
model list is shown in Appendix Table 8.

English LLMs: We consider 10 open-source En-
glish models: LLaMA-2-7B / 13B / 70B, LLaMA-
2-Chat-7B / 13B / 70B, Alpacav1.0- 7B, Vicuna-
v1.3-7B, WizardLM-7B, Phi-2B. In addition, two
commercial models, GPT-3.5-turbo-0613 and GPT-
4-0613, are included.

Chinese LLMs: A number of Chinese LLMs
have been proposed to enhance Chinese compre-
hension. They typically perform better than En-
glish models on Chinese NLP tasks. We include 24
open-sourced, Chinese LLMs in our evaluation: Yi-
Base-6B/34B, Yi-Chat-6B/34B, InternLM-Base-
7B/20B, InternLM-Chat-7B/20B, Qwen-Base-
1.8B/7B/14B, Qwen-Chat-7B/14B, Baichuan2-
Base-7B/13B, Baichuan2-Chat-7B/13B, TigerBot-
Base-7B, TigerBot-Chat-7B, Chinese-Alpace2-7B,
ChatGLM?2-6B, ChatGLM3-Base-6B, ChatGLM3-
6B, MiniCPM-2B. Moreover, three commercial
models, Qwen-turbo , ERNIEv4.0 and GLM-4 ,
are included.

Financial LLMs: Certain Chinese-oriented
LLMs are further fine-tuned on Chinese corpus
in the financial domain to improve LLMs’ under-

standing of Chinese financials. We include 6 Fi-
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1-1 1-2 2-1 2-2 2-3 3-1
Type Model

ACC Fl F1  BLEU-1 BLEU4 R-1 R-2 R-L BLEU-1 BLEU4 R-1 R2 R-L EM

LLaMA2-7B-Chat_ g0t 070  0.10 18.00 1232 547 24.67 1323 1839 6.67 2.58 367 023 050 572
LLaMA2-7B-Chatz_ g0 092 032 2023 1591 7.80 2872 1436 23.58 9.69 3.25 763 078 123 721

English Model GPT-3.50—shot 0.81 2430 2630 13.00 6.38 37.25 14.87 24.17 1086 526 2373 12.84 1095 9.89
GPT-3.53_shot 293 2586 4045 16.20 9.27 4232 1653 2832 1346 8.37 29.37 14.67 1637 11.78

GPT-4¢_gpot 1030 71.77 57.64 2383 1256 4236 1827 2951 18.24 1021 20.89 927 1027 10.21
GPT-43_ g0t 1545 8231 6521 2835 1532 48.67 19.34 3327 2185 1496 2326 10.81 1345 11.01
GLM-4¢_spot 3.64 2203 1514 2421 1123 3926 1528 2575 17.36 11.87 2587 1236 1479 10.58
GLM-43_ 401 945 28.67 2934 2951 1535 4137 17.36 2635  20.96 14.68  29.76 1535 17.84 1258

ERNIEv4)_ 0t 299 1923 1213 1147 5.21 38.26 1459 2432 9.26 4.26 23.67 1131 1356 9.62
ERNIEV43_ g0 726 2354 2458 1237 7.83 3941 1521 2575 11.23 5.95 25.83 1342 1693 10.32

Chinese Model Qwen-turbog _ ot 849 15.60 21.10 24.86 17.36 4420 17.86 32.27 9.65 4.31 1023 323 162 572
Qwen-turbos_por 1232 1932 2532 27.76 19.58 4631 18.68 3557 1032 5.86 1342 576 889 8.63
Internlm-chat-7Bg_sp0t 1.66 2898 2045  23.60 1639 42,12 1596 2948 1231 7.26 823 212 125 534
Internim-chat-7B3_ g0t 527 3124 18.65 26.71 1846 4346 1826 31.27 1498 9.37 9.62 441 321 752

Yi-34-Chato_ g0t 726 1411 1753 24.37 1446 42.08 1558 29.41 8.23 4.25 8.02 201 111 345

Yi-34-Chats_ g0t 923 1648 1037  28.39 17.85 4235 1587 3023  10.79 6.87 10.57 326 587 589

FinGPTV3-6Bg_spot 0.81 120 526 7.85 1.42 1034 729  9.26 6.78 2.33 427 062 087 375

FinGPTV3-6B3_ 0t 1.27 239 646 8.51 3.17 1237 952 10.95 7.28 4.36 572 136 395 461

XuanYuan-13Bg_ ot 824 1439 1397 1638 8.35 3875 1439 2517 9.63 5.34 629 1.12 085 4.08

Financial Model XuanYuan-13B3_ g0 1029 1822 1740 1932 1090  38.82 1475 2682 11.80 7.64 671 237 238 631
Tongyi-Finance-14Bg_s1or ~ 6.25 1023 10.78 8.83 5.46 25.60 11.87 20.36 7.93 4.86 526 1.03 094 481
Tongyi-Finance-14B3_g4,y 896 1246 13.62 1270 1091 2873 1341 23.57 9.76 6.75 582 201 193 534
XuanYuan-70Bg_ ot 1123 2240 2133 2579 1136 4721 1932 36.28 1432 9.56 9.68 231 587 430

XuanYuan-70B3_ o 183  26.65 21.03 2794 1446 4852 20.76 38.67 17.35 1147 13.02 496 867 872
ChatGLM3-6B-FinDA(_s;,; 523 2531 2839 2737 1585  32.86 11.65 21.36 8.68 4.26 1237 937 1135 9.25
ChatGLM3-6B-FinDA3_s4,¢  6.37  27.85 3041  29.40 18.71 3432 1395 2346 10.74 6.65 1421 1286 1347 10.46

SFT Model Ba%chuan2-7B—FinDAg,h;mt 426 2361 2598 23.68 1275 29.80 9.37 1846 6.35 336 1047 736 1027 8.10
Baichuan2-7B-FinDA3_,,,;  5.36 2573 27.48  25.73 1480  31.90 11.32 21.34 7.38 4.74 1274 949 1258 9.73
Qwen-7B-FinDA(_ g0t 9.21 27.83 3038 1835 1232 4036 1847 2879 1185 8.46 13.81 1046 1272 10.31
Qwen-7B-FinDAj3_ g0 12.67 3591 3589 2935 1549 4397 2292 3170 1432 1045  15.17 13.94 1448 1223

Table 3: Fine-grained results of FinDABench: Performance of various LLMs on the detailed sub-tasks in O-shot and
3-shot scenarios. The best results are highlighted in bold, and the second-best results are underlined.

Tope Modal 012 21 22 23 31
Acc F1 F1 BLEU-4 R-L BLEU4 R-L EM

LLaMA270B 360 427 043 358 215 424 098 2.8

LLaMA213B 071 028 032 324 174 267 017 169

LLaMA2-7B 0.24 0.00 0.10 2.65 0.52 1.63 0.14 0.39

. Quwen-14B 146 563 038 475 283 364 102 252
Base LLMs Qwen-7B 052 056 028 375 072 179 026 053
Baichuan2-13B 1.13 4.68 0.27 5.26 251 4.72 0.84 2.18

Baichun27B 062 374 015 462 052 284 023 077

ChatGLM3-6B 4.65 5.63 1.26 591 2.46 5.79 1.52 3.67

XuanYuan70B 1123 2240 2133 1136 3628 956 58 430

XuanYuan-13B 8.24 1439 1397 8.35 25.17 534 0.85 4.08

FinMA-7B 562 873 1026 3.63 17.52 3.21 0.62 3.84
Tongyi-Finance-14B 625 10.23 1078 546 2036  4.86 0.95 4381
DISC-FinLLM-13B 6.03  9.68 1135 532 18.87 4.15 084 359

Financial LLMs

FinGPTV3-6B 4.21 578 673 2.81 10.25 2.16 035 256
ChatGLM3-6B-FinDA 523 2531 2839 1585  21.36 4.26 1135 925
SFT LLMs Baichuan2-7B-FinDA ~ 4.26  23.61 25.98 12.75 18.46 3.36 1027 8.10
Qwen-7B-FinDA 921 27.83 30.38 1232 20.79 8.46 1272 10.31

Table 4: Comparison between different parameter Fi-

nancial specific LLMs and their base models.

nancial LLMs in our evaluation: FinGPTV3-6B,
FinMA-7B, DISC-FinLLM-13B, Tongyi-Finance-
14B, XuanYuan-Chat-13B/70B. All these models
have been fine-tuned on Chinese financial corpora.

SFT LLMs: We perform additional fine-tuning
on the open-source models using the training
dataset. Specifically, we utilize LoRA for fine-
tuning ChatGLM3-6B, Qwen2-7B, and Baichuan?2-
7B, setting the rank to 8, alpha to 32, and dropout
to 0.1. This process is executed on four NVIDIA
3090/24G GPUs. The maximum length is set to
2400, and the batch size is 2, with a gradient accu-
mulation step of 8.

4.4 Experiment Setting

In the large language models, we set the tempera-
ture to 0.7 and top p to 1. We tailor the prompt by
using specific prefixes and suffixes for each model.
We set the token length limit to 2400. Right trun-
cation is performed for input prompts exceeding
the length limitation. We evaluate all models in
zero-shot and few-shot settings.

4.5 Main Results

Figure 14 shows the overall zero-shot performance
of each model. Our findings include the following:
Firstly, GPT-4 and GLM-4 lead the benchmarks,
vastly surpassing all others. Secondly, LL.Ms of
the same model size underwent SFT in Chinese out-
performed both base Chinese LLMs and English
SFT LLMs, demonstrating the effectiveness of fine-
tuning on Chinese data. Furthermore, smaller
models, such as Qwen-1.8B-Chat and MiniCPM-
2B, also outperform many larger LLLMs, showing
that an LLM’s capabilities and its size are not
linearly related. Lastly, Financial LLMs outper-
form open-source general LLMs, suggesting that
domain-specific fine-tuning enhances a model’s do-
main capabilities. Additionally, Fine-tuning gen-
eral domain LLMs with LoRA on the FinDABench
dataset significantly boosts their performance. For
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Figure 6: Display the average scores and variance for the
GPT-4, GLM4, XuanYuan-70B, Yi-34B, and Internlm-
chat-7B models across three dimensions, showing only
the highest and lowest scores for each model.

example, the accuracy of Qwen-7B increases to
23.81% from 19.87%. Even with only 4% of
the parameters used in FinGPTV3-6B, FinMA-7B,
Tongyi-Fiance-14B, and DISC-FinLLM-13B all
surpass LLaMA2-70B-Chat.

In Table 3, we display the fine-grained scores
of different model configurations across all tasks.
‘We made several observations. First, there is sub-
stantial variation in the distribution of scores across
tasks. The best-performing model, such as GPT-4,
can score over 60 in tasks 1-2 and 2-1 but does not
exceed 30 in tasks 3-1 and 2-3. This demonstrates
that our benchmark effectively assesses model ca-
pabilities in various aspects. Second, it is evident
that scores under few-shot conditions are consis-
tently higher than those under zero-shot across all
model types. Third, it is promising that most
LLMs exhibit some capability in handling financial
data analysis tasks, yet there is still considerable
room for improvement. Even the top-performing
model, GPT-4, achieves only an average score of
32.37% in zero-shot and 39.38% in few-shot, high-
lighting the need for further efforts in the future.

5 In-depth Analysis

We have selected representative LLMs for in-depth
analysis based on their types and high scores.
Financial-specific fine-tuning proves benefi-
cial but has limitations. To assess the impact
of financial domain knowledge fine-tuning, we
compared three LLMs, specifically fine-tuned with
financial domain knowledge, against their corre-
sponding base models, as shown in Table 4. No-
tably, the XuanYuan models show continuous score
improvements after financial-specific knowledge
fine-tuning. A closer examination of the 6 sub-

Generate Table Type Num

Model

avg Len None Simple Medium Hard Extra Hard
GPT-4 125.15 141 8 110 32 9
GLM-4 198.56 265 0 7 19 9
Yi-34B 923.38 293 4 0 0 3
Qwen-14B 24.82 296 2 2 0 0
Tongyi-Qwen-14B  123.65 173 50 60 15 2
XuanYuan-13B 416.75 298 0 0 0 2
Internlm-chat-7B 360.91 200 3 46 19 32
Golden 268.03 63 21 134 43 39

Table 5: Compare the detailed data of different models
on sub-task 2-2, with descriptions of Table Type avail-
able in the Appendix B.4.

tasks reveals that LLaMA2-13B and 70B perform
poorly across all tasks, indicating a lack of pre-
training on a large-scale, high-quality financial
corpus. Nonetheless, fine-tuning with financial
knowledge significant improvements. However,
XuanYuan models do not excel in tasks 2-3 and 3-1
post-fine-tuning, suggesting that fine-tuning alone
may not suffice for complex financial data analysis
tasks. possibly necessitating further research with
Agents (Pan et al., 2024; QwenLM, 2023).

LLMs lack reasoning capabilities with finan-
cial reports. As shown in Table 5, where we dis-
play the table types for sub-task 2-2 Gold and those
generated in markdown by various models. We
observe that almost all models tend not to create
Markdown tables, indicating that current models do
not understand the intrinsic reasoning relationship
between financial text and numerical data. Among
them, the best performers, GPT-4 and GLM-4, pre-
fer generating Medium and Hard tables, which
might suggest a slight overfitting in the model train-
ing process to generate tables. On the other hand,
Yi-34B and Internlm-chat-7B rarely produce tables
but generate longer outputs, suggesting that these
models have limited capabilities in organizing data.
LLMs require further training on data with high in-
formation density (Pang et al., 2024), such as tables
and formulas, to fully understand the relationships
between different types of data and enhance their
true logical reasoning capabilities.

Most LLMs lack the capability for financial
technical skill. As shown in Figure 6, we selected
five models covering a variety of types and model
parameters. We display these five models’ aver-
age scores and variance across three evaluated di-
mensions. GPT-4 exhibits a comprehensive advan-
tage in all three categories, particularly in Founda-
tional Ability and Reasoning Ability, with scores of
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Figure 7: Case study on the NL2ViSQL task, we high-
light large language model analysis error.

41.03 and 32.47, respectively, significantly higher
than the other models. This may indicate GPT-4’s
strong capability in handling financial data analy-
sis regarding foundational and reasoning abilities.
Currently, the capabilities of open-source models
are generally poor, and even their performance in
foundational ability is not ideal. Most models, in-
cluding GPT-4 and GLM-4, significantly decline
performance on the Technical Skill dimension, in-
dicating a lack of data thinking and analytical abil-
ities. LLMs need to employ a multi-agent frame-
work (Wu et al., 2023a; Park et al., 2023) to simu-
late real and complex financial analysis scenarios,
enhancing their ability to adapt and respond dynam-
ically, before they can be truly applied in real-world
financial decision-making contexts.

Case Study. In Figure 7, which displays incor-
rect analytical results, we noted that GPT-4 lacks
essential financial knowledge, failing to properly
understand financial reasoning and analysis meth-
ods. It mistakenly identifies fund names as finan-
cial terminology. This error highlights a broader
issue: mastering financial technical skills is a sig-
nificant challenge for LLMs. Therefore, enhancing
LLMs’ understanding of financial terminology is
crucial for their practical application.

6 Conclusion

In this work, we introduced FinDABench, a bench-
mark designed to evaluate the capabilities of LLMs
in financial data analysis, comprising six tasks
across three cognitive dimensions. We conducted
a comprehensive examination of 45 LLMs, assess-
ing their performance. The results reveal that cur-
rent LLMs generally struggle to deliver meaningful
data analysis, with poor scores across most tasks.
FinDABench is a valuable resource for future re-
search and development financial data analysis.

Limitations

Insufficient Data Coverage: Although we have de-
veloped a financial data analysis evaluation frame-
work encompassing three dimensions, the num-
ber of sub-tasks currently included does not fully
cover all the challenges present in the financial
data analysis landscape. In future work, we plan to
collaborate with professional financial institutions
to construct a more comprehensive and robust fi-
nancial evaluation dataset. This enhancement will
better gauge the advancements of large models in
handling complex financial data analyis scenarios.

Inadequate Evaluation Metrics: The evalua-
tion metrics currently in use are those traditionally
applied to NLP tasks. These metrics fail to ade-
quately measure the performance of large models
on generative tasks such as Fin-report2Markdown
and FinNL2ViSQL, nor do they reflect the financial
data analysis thinking inherent to large models. In
the future, we intend to design more appropriate
evaluation metrics based on the real-world objec-
tives of financial data analysis, thereby providing a
truer reflection of the models’ capabilities.

Ethics Statement

Our dataset originates from existing open-source
datasets. We have compensated all data annotators
according to their workload and ensure that our
dataset will not cause any potential harm.
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A Chinese Version Data examples
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Figure 8: Data examples for the six sub-tasks of FinDABench in Chinese.

B More Details of FinDABench

B.1 Annotation Norms and Consistency

Annotating FinDABench is a highly challenging task that requires a solid foundation in finance and
technical skills. It necessitates understanding financial reports and the ability to provide insightful and
analytical perspectives on financial data.

Team Composition Our annotation work was carried out by four Master’s degree holders in Computer
Science, two PhDs in Computer Science, and two financial data analysis experts. Prior to the actual
annotation process, the team underwent training and pre-annotation exercises.

Division of Responsibilities To ensure consistency in the annotations, the team was divided based on
their understanding of financial knowledge. One PhD and two Master’s degree holders were responsible
for the annotation tasks of 1-1, 1-2, and 2-1, while another PhD and two Master’s degree holders handled
the tasks of 2-2, 2-3, and 3-1. Each pair of financial experts reviewed the annotations for three sub-tasks.
For each task, one annotator was primarily responsible for the annotations, while another served as the
reviewer to ensure accuracy. In cases of significant disagreement between the first two annotators, a third
annotator was involved, with the final review conducted by a financial expert.

Annotation Duration The entire annotation process spanned one month, during which a total of 2,400
data entries were annotated.

Inter-Annotator Agreement (IAA) Calculation Our annotation team was divided into three groups,
and Table 6 shows the IAA scores of different annotation groups and the average result.

B.2 Prompt Template

B.2.1 Fin Indicator Calculations Translation Prompt

721



Group ‘ Cohen’s kappa

1 71.28
2 73.46
3 72.35

Avg. 72.36

Table 6: Consistency analysis results showing the inter-annotator agreement (IAA) scores (in percentage) across
different groups. The last row shows the average IAA scores for all groups.

PR T ) R AT BRI, 1B VRN T THI R T A w0 AT B, T R TR BRI & Rl 4 A
BEIER, SRS OREF—3. AhFRATR: T BT A R I 55 3,033108 —ZF 4k, 0630 9 4F
%,0930 9 =Z= 4, 1231 N ER. AR FE bR 45 current_ratio: Jish b3 . quick_ratio: 3 3h LK .
netprofit_margin: #4515 F| % grossprofit_margin: 458 EFIFK . roedF R I H . roe_dt: {FH7"
Wik R (IR AR i a) . WHRAZE: [CONTENT].

You are a professional translator in the financial industry, please translate the following financial report for
a listed company, please note that you need to ensure that the financial terms are translated correctly and
the financial symbols are consistent. Supplementary knowledge: For the financial statements of listed
companies, 0331 is the first quarterly report, 0630 is the half-yearly report, 0930 is the third quarterly
report, and 1231 is the annual report. Financial indicators include: current_ratio: current ratio. quick_ratio:
quick ratio. netprofit_margin: net sales margin grossprofit_margin: gross sales margin. roe: return on net
assets. roe_dt: return on net assets (net of extraordinary gains and losses). report content: [CONTENT].

Figure 9: The prompt for translating financial texts into English is displayed above, with the translated version
below.

B.2.2 Fin-report2Markdown Convert Prompt

WEMA R — B LT ARFEEMREMANE, v Markdownif 58 H &R A — Rk, H
TG N A R B HER S SN U 2 (R IR R (B, BHAEREFIZIBED « AREHTA
RIENFRE, RFERRBIBOEERIR. WRTIERZBOUR RS, W EEGR FIA S
Fio WHER, REMERELRLEE, BARAIR, M08 2ZROAK. STRUBATF g
#|. MR [CONTENT].

The given text is the content of an annual report of a listed company, and it is desired to represent it in the
Markdown language as a table, where the content of the table accurately reflects the logical relationship
between the individual pieces of data (e.g., profitability from an A-value to a B-value). It is not necessary
to populate the table with all the text, but only to show the logical relationship of the data. If it is not
possible to convert the text of the paragraph into a table form, then return directly to the
unsupportedSupported. Note that the returned result is either a table or unsupported and will not contain
redundancy. The text is separated by the line feed character \n. Annual Report: [CONTENT].

Figure 10: The prompt used for extracting structured Markdown data from an annual report is shown above, with
the translated English version presented below.

B.2.3 FinChartData Understanding Prompt
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(R 4 MRS A B0 o A i R A R F 550, 5 P o SC MRS I 6 B FEIAN B ikl — )
AL BT 5. BRI T — A HARRIX /S R B, 8 M o B 40 b 46 %
ST AT, St FTERREE L, 645 A PRI R T BRI SE . K

ANREHEE20481 token, A1 A& 2201 R :["1.Analysis Content”, "2.Analysis Content", ...]. JE&EA

AR BT RN A . 20T HAR[GOAL], 73 #T N % [CONTENT]. )
/You are an expert in analysing and mining the hidden deep information and patterns in data, please A

generate a professional data analysis plan in Chinese from different perspectives in 3 bullet points. | have
provided you with an objective and tabular data for this question, please analyse it from the perspective of
financial data analysis indicators, give the calculated indicator results, and give targeted and relevant
suggestions with your knowledge. Requirement:Cannot exceed 2048 tokens, the format of the answer is as
follows:[‘1.Analysis Content’, ‘2.Analysis Content’, ...]. Be careful not to output non-analysis content.
\Analysis Target [GOAL], Analysis Content: [CONTENT]. Y,

Figure 11: The prompt used for generating analytical insights from chart data is displayed above, with the translated
English version provided below.

B.2.4 FinNL2ViSQL Prompt

REIE TR, HRNFN SQLEARE, BT R il . iHE LN RIEE
F45€ X = [table_schema] $& At LML A BE 73 br,  LASCRERI B E AR -2 B (% H 800 A Rk 4
B, Pk SQL A& RE M e SRR BN E 2o - ARIE AT A I0Rr i, AR AE 0 B 3R rp ik
PG R R TEIE B, EERER N[“Table”, “LineChart”, “BarChart”, “IndicatorValue™] -
VER AT S A, ANELEE T 4000 token. BRI 1 A% RS R RGIAER, %
B LR, FFPAh SCiy e R0 BB . - 1520 B B B E 2 45 0 h AR B R FATEAT 31 4
25 IERA AT SQL M bRy R T AN B A B 2L, FFLALLR json A% xRl
[{{sql™: "HdE 2 HrsQL ™, title ™ "Hd 4» Mo, " showcase " : "R IAY", " thoughts " : "X J8L
BT 2 5 R

/%u are a data analysis expert and an excellent SQL writer, please provide a professional data analysis \
solution. I need you to follow the following advice and not make mistakes. According to the following
table structure definition:[table_schema]. Provide professional data analysis to support users* goals: [goal]-
Provide at least 4 and 8 dimensions of analysis according to user goals.- The output data of the analysis
cannot exceed 4 columns. Ensure the SQL only includes the column names mentioned in the table structure
definition.- According to the characteristics of the analyzed data, choose the most suitable one from the
charts provided below for data display, chart type: ["Table", "LineChart", "BarChart", "IndicatorValue"] -
Pay attention to the length of the output content of the analysis result, do not exceed 4000 tokens. Ensure
your output is formatted as the example below with no extra words and brief analysis thinking output in
Chinese. - Do not create or assume any column names not mentioned in the table structure.- Do not
perform multiple table link queries. Give the correct MySQL analysis SQL, analysis title, display method
and summary of brief analysis thinking, and respond in the following JSON format:" [ {{"sql": "data

@urrent thinking and value of data analysis"}}] ".

Figure 12: The prompt used for generating multi-perspective SQL based on objectives and table structure is shown
above, with the translated English version provided below.

B.3 Early Warning Analysis Label System
B.4 Fin-report2Markdown Label System
C LLM Test

C.1 Large Language Model Test List
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Figure 13: The detailed tagging architecture is divided into two main categories: opportunity tags and risk tags.
From a financial perspective, it covers sentiment tags throughout the entire lifecycle of a company.

Table Type Description

Simple Markdown tables with both rows and columns fewer than 3.

Medium Markdown tables with both rows and columns fewer than 6 but at least 3.

Hard Markdown tables with both rows and columns fewer than 9 but at least 6.

Extra Hard Markdown tables with both rows and columns 9 or more.

Table 7: Details of Markdown table type.

C.2 Large Language Model Zero-shot Result
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Zero-Shot Result (%)

Type Model Parameters  Instruction RL  Access BaseModel
GPT-4-0613 — v v API —
GPT-3.5-turbo-0613 — v v API —
LLaMA2-Base 7/13/70B v X Weights —
English LLMs LLaMA2-Chat 7/13/70B v v Weights LLaMA2-7/13/70B
Vicuna-v1.5 7B v X Weights LLaMA2-7B
Alpaca-v1.0 7B v X Weights LLaMA-7B
WizardLM 7B v X Weights LLaMA-7B
Phi 2B v X Weights —
# X TF15](Qwen-turbo) — v v API —
L5 (ERNIEv4.0) — v v API —
HEE S (GLM-4) — v v API —
Yi-Base 6B/34B v X Weights —
Yi-Chat 6B/34B v X Weights Yi-6B/34B
InternL. M-Base 7B/20B v X Weights —
InternLM-Chat 7B/20B v X Weights InternLM-7B
Qwen-Base 7B/14B v X Weights —
Qwen-Chat 1.8B/7B/14B v X Weights Qwen-1.8/7/14B
Chinese LLMs Baichuan2-Base 7B/13B v X Weights —
Baichuan2-Chat 7B/13B v X Weights Baichuan2-7/13B
TigerBot-Base 7B v X Weights —
TigerBot-Chat 7B v X Weights TigerBot-7B
Chinese-Alpace2 7B v X Weights LLaMA2-7B
ChatGLM2 6B v X Weights ChatGLM-6B
ChatGLM3-Base 6B v X Weights —
ChatGLM3 6B v X Weights ChatGLM3-6B-Base
MiniCPM 2B v X Weights —
FinGPTV3 6B v X Weights Chatglm3-6B
FinMA 7B v X Weights LLaMA2-7B
Financial LLMs DISC-FinLLM 13B v X Weights Baichuan2-13B-Chat
Tongyi-Finance 14B v X Weights Qwen-14B
XuanYuan-Chat 13/70B v X Weights LLaMA2-13/70B

Table 8: LLMs tested on FinDABench. We classify these models by their main training corpora.
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Figure 14: Average performance (zero-shot) of 45 LLMs evaluated on FinDABench
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