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Abstract

This study addresses the discrepancy between
training and inference in discrete diffusion mod-
els for text generation. We propose two novel
strategies: (1) a training schema that consid-
ers two-step diffusion processes, allowing the
model to use its own predicted output as input
for subsequent steps during training and (2) a
scheduling technique that gradually increases
the probability of using self-generated text as
training progresses. Experiments conducted on
four widely used text generation benchmark
datasets demonstrate that both proposed strate-
gies improve the performance of discrete diffu-
sion models in text generation1.

1 Introduction

In recent years, diffusion models have garnered
significant attention in the field of text-to-text gen-
erative models (Lin et al., 2023; Wu et al., 2023). It
is known that by adjusting the diffusion steps, diffu-
sion models can achieve a balance between quality
and generation speed, demonstrating higher perfor-
mance than Non-AutoRegressive (NAR) models,
which generate an entire sequence at once, while
enabling faster decoding than AutoRegressive (AR)
models, which generate sequences token by to-
ken (Zhou et al., 2024). Diffusion models for text
generation can be broadly categorized into contin-
uous (Lin et al., 2023; Wu et al., 2023) and dis-
crete (He et al., 2023; Zhou et al., 2024) variants.
In particular, discrete diffusion models interpret
the noise-adding process as replacing tokens with
mask tokens. This approach has the advantage of
leveraging the performance of pre-trained language
models (PLMs) that perform mask infilling as a
pre-training task and outperformed existing contin-
uous diffusion models on several datasets (Zhou
et al., 2024).

1The code is available on https://github.com/
aistairc/text-diff-2step-loss
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Figure 1: The value of (evaluation loss) / (training loss)
for training steps. The traditional discrete diffusion
model shows a larger training-inference discrepancy
compared to autoregressive model BART, on the other
hand, our discrete diffusion model reduces this discrep-
ancy.

Existing discrete diffusion models for text gen-
eration have a problem of discrepancy between
training and inference. During the training of diffu-
sion models, noise is applied to gold tokens up to a
randomly chosen specific time step, and the model
learns to predict the correct text from the noise-
applied text, minimizing the loss against the gold
tokens. On the other hand, during inference, noise
is applied to the tokens predicted in the previous
step. This can potentially lead to inductive bias, as
shown in Figure 1. While there has been research
addressing this issue in AR decoding (Zhang et al.,
2019), studies on addressing the discrepancy be-
tween training and inference in diffusion models
are unexplored.

This study proposes two novel approaches to ad-
dress the discrepancy in dealing with instances be-
tween training and inference: a two-step diffusion
training schema using the predicted output as subse-
quent input, and a scheduling technique gradually
increasing the probability of using self-generated
text as training progresses. Our contributions are
summarized as follows:

• We propose a novel discrete diffusion method

https://github.com/aistairc/text-diff-2step-loss
https://github.com/aistairc/text-diff-2step-loss
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for text generation, tackling the discrepancy
between training and inference.

• Experimental results on four widely used text
generation benchmark datasets demonstrate
that our proposed approach contributes to im-
proving the performance of text generation on
discrete diffusion models.

2 Related Work

In recent years, diffusion models have gained at-
traction in text generation tasks, demonstrating par-
ticular efficacy in text generation (Tang et al., 2023;
Li et al., 2022b). Diffusion models (Ho et al., 2020;
Dhariwal and Nichol, 2021) are categorized as a
class of latent variable models that progressively
transform random Gaussian noise into meaning-
ful data samples. These models can be broadly
classified into two categories: continuous diffusion
models (Ho et al., 2020), which employ the latent
space of token embeddings and iteratively refine
all target token embeddings through a parameter-
ized denoising process, and discrete diffusion mod-
els (Austin et al., 2021; Qian et al., 2024), which
apply forward and denoising processes to discrete
random variables with vocabulary-sized categories
for text data. There have been fewer proposals for
discrete diffusion models despite their advantage
of being able to leverage PLMs, further research in
this area is needed. Therefore, this study chooses
the discrete diffusion model as the backbone and
proposes an approach to address the discrepancy
between training and inference of the model.

3 Discrete Diffusion Models

This section explains the discrete diffusion model
for text generation, which serves as the baseline
for the proposed method. We followed the base
discrete diffusion model employed in Diffusion-
NAT (Zhou et al., 2024), without including their
proposed self-prompting component.

Text-to-text generation tasks can be formu-
lated as modeling the conditional probability
P (Y |X), where X = {x1, x2, · · · , xm} and Y =
{y1, y2 · · · , yn} denote the input text and output
text respectively, both consisting of a sequence of
tokens from a vocabulary V . Discrete diffusion
models perform forward and denoising processes
using discrete random variables with K categories,
where K = |V| for text data. The forward process

of adding noise is defined as:

q(Yt|Yt−1) = v⊤(Yt)Qtv(Yt−1). (1)

Here, v(Y ) maps each token index to a K-
dimensional one-hot vector, Qt is the probability
transition matrix, and [Qt]i,j denotes the proba-
bility of a token i being replaced by a token j.
Concretely, at the t-step of the forward process, if
the i-th token is not the [MASK] token, it has the
probability of αt to remain unchanged and γt to be
replaced by the [MASK] token, leaving the proba-
bility of βt = 1−αt − γt for transitioning to other
tokens in the vocabulary V as:

[Qt]i,j =


αt if j = i,
γt if j = [MASK],
βt otherwise,

(2)

where αt and γt are determined by the pre-defined
noise scheduler.

Discrete diffusion model employs PLMs to re-
cover the masked tokens from the noised target text
at each time step, revising the decoding process of
PLMs into the NAR manner that can recover all
masked tokens simultaneously. Concretely, at the
t-step, given the condition text X and the noised
target text Yt containing [MASK] tokens, X are fed
into the encoder and Yt are fed into the decoder
of PLMs respectively, and simultaneously recover
all the [MASK] tokens into the target tokens. The
employment of PLMs in the denoising process en-
ables leveraging their pre-trained knowledge and
generation capacity.

During training, the model predicts all the orig-
inal tokens Y0 = {y(0)1 , · · · , y(0)n } using the archi-
tecture of PLM in the NAR manner at each time
step as:

PLM({y(t)1 , · · · , [M]}, X) = {ŷ(0)1 , · · · , ŷ(0)n },
(3)

where [M] means [MASK] token. The timestep t
is randomly chosen only once per sample. X and
intermediate recovered text Yt = {y(t)1 , · · · , [M]}
are passed to the encoder and decoder of the PLM,
respectively. The representation embeddings of the
input X are passed to the decoder through the cross-
attention module. As Yt usually contains several
[MASK] tokens, the above process can be regarded
as recovering all the masked tokens into the original
ones, which follows the pre-training objective of
PLMs. Cross-entropy loss is used for this training
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Figure 2: Training workflow of the discrete diffusion
model with step-aware loss compared to the existing
model

objective, and it is formulated as follows:

LY = −
n∑

i=1

log pθ(y
(0)
i |Yt, X). (4)

During inference, given Yt, the model first esti-
mates Ŷ0, and then adds the (t− 1)-step noise into
it for producing Yt−1. The above process will be
iterated for multiple steps until the final results of
Y0 are obtained.

4 Methodology

This study aims to address the discrepancy between
training and inference in discrete diffusion text gen-
eration with two novel approaches: two-step loss
and scheduling for adopting gold or predicted se-
quences. We show the overview of our model in
Figure 2.

Two-step loss As mentioned in Section 3, during
training, a single timestep t is randomly selected,
and Yt is prepared by adding noise to Y0 up to step
t using the probability transition matrix Qt, from
which Ŷ0 is predicted. In other words, during train-
ing, Yt is always derived from the gold sequence.
On the other hand, during inference, the model
starts from YT where T is the number of total diffu-
sion steps and predicts Ŷ0, and then Qt is applied
to obtain the Yt, which means Yt is always derived
from the predicted sequence.

To address this discrepancy in training and infer-
ence, we propose a discrete diffusion model with
a two-step loss. During training, a time step t is
randomly selected and the input to the decoder Yt
is prepared by applying the transition matrix Qt to
Y0. The model then predicts Ŷ0 as follows:

Ŷ0 = PLM(Yt, X). (5)

Subsequently, Ŷt−1 is prepared using the Qt and
the resulting sequence Ŷ0. The model then predicts
the target sequence at the 0-th step, taking Ŷt−1 as
input:

ˆ̂
Y 0 = PLM(Ŷt−1, X), (6)

where ˆ̂
Y 0 = {ˆ̂y(0)1 , · · · , ˆ̂y(0)n }. The cross-entropy

loss function is as follows:

LCE = −
n∑
i

y
(0)
i log ˆ̂y

(0)

i . (7)

Furthermore, we investigate the potential appli-
cation of Connectionist Temporal Classification
(CTC) (Graves et al., 2006), which has been suc-
cessful in the field of NAR (Asada and Miwa, 2023;
Sohrab et al., 2024). Detailed description of CTC
is provided in Apeendix A. The loss function for
the variant using CTC is expressed as follows:

LCTC = − logPCTC(Y0| ˆ̂Y 0). (8)

Scheduling for adoption of gold or predicted
sequences The approach of preparing input se-
quences for the next step from the self-predicted
sequences, as shown in Equation 6, becomes too
difficult a task for the model in the early stage of
training. Therefore, we propose an approach that
probabilistically selects tokens from either of the
self-predicted sequence and the gold sequence with
scheduling the selection probability. For this, using
the selection probability pk, we modify Equation 6
as follows:

ˆ̂
Y 0 =

{
PLM(Ŷt−1, X) with pk
PLM(Yt, X) with 1− pk,

(9)

where Ŷt−1 is the noised sequence from predicted
sequence, while Yt is the noised sequence from
gold sequence. The selection probability pk is de-
termined linearly based on the current training step
k and the total number of training steps K.

5 Experiments

5.1 Experimental Settings
Data and task settings We fine-tuned our model
on four widely-used text generation benchmark
datasets: XSum, MSNews, SQuAD v1.1, and
MSQG. The detailed information on datasets and
model settings are shown in Appendix B and C.

Baselines We compare our diffusion model with
existing popular AR, NAR, Semi-NAR, and diffu-
sion generation models. The details on the setting
of baselines is summarized in Appendix D.
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XSum MSNews
R-1 R-2 R-L R-1 R-2 R-L

AR
LSTM - - - 30.0 14.6 27.7
Transformer 30.6 10.8 24.4 33.0 15.4 30.0
MASS 39.7 17.2 31.9 - - -
ProphetNet 39.8 17.1 32.0 - - -
BART 38.7 16.1 30.6 41.8 23.1 38.3
NAR
NAT 24.0 3.88 20.3 - - -
iNAT 24.0 3.99 20.3 - - -
CMLM 23.8 3.60 20.1 - - -
LevT 24.7 4.18 20.8 - - -
BANG 32.5 8.98 27.4 32.7 16.1 30.3
ELMER 38.3 14.1 29.9 35.6 16.1 32.5
BnB 36.1 13.4 30.0 - - -
Diffusion
GENIE 29.3 8.3 21.9 - - -
AR-Diff 32.2 10.6 25.2 - - -
Diff-NAT 38.8 15.3 30.8 46.8 31.6 44.2
Ours 38.5 14.8 30.9 50.5 35.1 48.0

Table 1: Performance comparison between our model
and baselines on text summarization datasets. R-1/2/L
mean ROUGE-1/2/L. Baseline scores are collected from
Zhou et al. (2024) and Sohrab et al. (2024). The bold
texts indicate the highest scores among NAR and Diffu-
sion models.

Diffusion settings Our model is initialized with
the BART-base checkpoint following Diffusion-
NAT (Zhou et al., 2024), comprising 139M param-
eters, without any additional parameter inclusion.
We adopt a linear noise shecduler (Ho et al., 2020)
for the diffusion process. During the training phase,
we set the diffusion steps to 1,000. For inference,
we employ DDIM (Song et al., 2021) to expedite
sampling, reducing the diffusion steps to 200.

5.2 Results

Text summarization Table 1 compares the per-
formance of the proposed method and baseline
models on text summarization task datasets XSum
and MSNews. On the XSum dataset, the pro-
posed method shows comparable performance to
Diffusion-NAT, which employed self-prompting
that recalculates the encoder output at each step
during both training and inference, concatenating
the output from the previous step to the context.
On the MSNews dataset, the proposed method
demonstrates the highest performance, showing
even higher performance compared to models with
AR decoding.

Question generation Table 2 compares the per-
formance of the proposed method and baseline
models on question generation tasks SQuAD and
MSQG. For the SQuAD dataset, when compared

SQuAD v1.1 MSQG
R-L B-4 MT R-L B-4 MT

AR
LSTM - - - 25.3 3.5 14.1
Transformer 29.4 4.61 9.86 29.3 5.1 16.6
MASS 49.4 20.1 24.4 - - -
ProphetNet 48.0 19.5 23.9 - - -
BART 42.5 17.0 23.1 38.1 10.2 22.1
NAR
NAT 31.5 2.46 8.86 - - -
iNAT 32.4 2.33 8.84 - - -
CMLM 31.5 2.51 8.85 - - -
LevT 31.3 2.27 9.14 - - -
BANG 44.0 12.7 18.9 33.1 11.0 18.4
ELMER 40.2 13.4 20.0 26.6 5.00 15.7
BnB 41.7 13.8 - - - -
Diffusion
Diff-NAT 46.6 16.1 21.9 33.3 6.6 19.3
Ours 43.5 15.4 23.0 39.0 8.0 20.5

Table 2: Performance comparison between our model
and baselines on question generation datasets. R-L, B-4,
MT mean ROUGE-L, BLEU-4, METOR, respectively.
Baseline scores are collected from Zhou et al. (2024)
and Sohrab et al. (2024). The bold texts indicate the
highest scores among NAR and Diffusion models.

to Diffusion-NAT, the proposed method scores
lower on ROUGE-L and BLEU-4, but it showed
a higher score on the METEOR metric. For the
MSQG dataset, the proposed method outperforms
Diffusion-NAT in all evaluation metrics. ROUGE-
L score of our model showed the highest perfor-
mance among all models, including AR decoding
models.

Further analysis Table 3 shows an ablation
study on the two components of the proposed
method, the two-step loss and its scheduling, for
both CTC loss and cross-entropy loss. Both pro-
posed approaches contribute to performance im-
provement in both losses, demonstrating the ef-
fectiveness of the proposed method. Especially
when adopting the CTC loss, the two-step loss
and scheduling of pk significantly improved per-
formance. As a result, the model with CTC loss
and all proposed components showed the highest
performance, except on the BLEU-4 for the MSQG
dataset.

Analysis of performance and latency w.r.t. dif-
fusion steps is provided in Appendix E, showing
that more diffusion steps consistently enhance per-
formance and that fewer steps achieve comparable
performance to the AR model with lower latency.
A comparison of latency between our model and
BART for sequence length is shown in Appendix F,
demonstrating the growing speed advantage of dif-
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Models MSNews MSQG
R-1 R-2 R-L R-L B-4 MT

CTC loss 50.55 35.15 48.04 39.00 8.09 20.56
-w/o two-step loss 48.69 33.71 45.98 36.82 6.62 19.86
-w/o scheduling pk 40.17 28.14 39.34 26.26 1.58 10.02
Cross-entropy loss 50.14 34.70 47.58 38.96 8.49 20.30
-w/o two-step loss 50.12 34.69 47.55 38.82 8.31 20.29
-w/o scheduling pk 49.35 34.06 47.04 30.16 3.14 13.61

Table 3: Ablation study of the proposed components on cross-entropy loss and CTC loss. “w/o two-step loss” means
that the model always receives input sequences that are noised from gold tokens during training. “w/o scheduling
pk” means that while two-step loss is used, pk is always set to 1

fusion models as target text length increases.

6 Conclusion

In this study, we aim to addressed the discrepancy
between training and inference in discrete diffu-
sion models and propose two approaches: two-step
loss and scheduling for adoption of gold or pre-
dicted tokens. Experimental results show that the
proposed model outperforms or is comparable to
existing diffusion models, and in some settings, it
demonstrates higher performance than AR decod-
ing methods. The ablation study showed that both
of the proposed ideas contribute to the performance
improvement.

Limitation

This study proposed a new learning method for
discrete diffusion models that bridges the gap be-
tween training and inference. One important lim-
itation is that the proposed learning method has
not been applied to pre-training on unlabeled text,
and it would be valuable to explore effective self-
supervised learning methods for diffusion models.
Additionally, the proposed model uses a smaller
PLM, BART-base as its backbone, and it would
be worthwhile to investigate whether performance
improves when scaling up the model size.

Ethical Considerations

The discrete diffusion model proposed in this study
has not undergone pre-training on large-scale un-
labeled text datasets. The training data is limited
to relatively small benchmark datasets, which were
selected solely for the purpose of evaluating the
performance of the model architecture. This fine-
tuned model is not intended for direct application to
other problem settings. Therefore, we believe there
is no risk of harmful, hateful, or biased knowledge
being disseminated in the real world through this
proposed model.
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A Connectionist Temporal Classification
Loss

CTC was originally proposed for labeling unseg-
mented sequences. It learns monotonic align-
ment between acoustic features and transcriptions,
which is valid for cross-modal learning like auto-
matic speech recognition (ASR). CTC helps con-
vergence and allows re-scoring decoding through
a lightweight output layer, achieving great success
in ASR.

An important characteristic of CTC is the ad-
dition of a blank label to the output label types
and the following reduction process is applied to
the model output sequences, where blank label is
represented by “-”.

• First, consecutive occurrences of the same
label in the sequences are condensed into
a single occurrence (e.g., aa–aaa-bb- →
a-a-b-).

• Next, blank labels are removed (e.g.,
a-a-b- → aab).

Task Dataset #.Train #.Valid #.Test

Sum. XSUM 204,045 11,332 11,334
MSNews 136,082 7,496 7,562

QG SQUAD v1.1 75,722 10,570 11,877
MSQG 198,058 11,008 11,022

Table 4: Statistics of the four datasetes. Sum. and QG
stand for text summarization and question generation,
respectively.

Given the input sequence X and the correspond-
ing target sequence Y , the CTC loss is defined as:

LCTC = − logPCTC(Y |X) (10)

where the probability is calculated by marginaliz-
ing over all possible alignments Φ(Y ) between X
and Y :

PCTC(Y |X) =
∑

π∈Φ(y)

P (π|X). (11)

CTC has the same conditional independence prop-
erty as NAR generation, where the probability of
the path π is the product of the probability P (πt|xi)
at each position i:

P (Y |X) ≈
m∑
i=1

P (πi|xi), (12)

where m is the length of X .

B Data Settings

We describe the data and task settings of the bench-
mark tasks including text summarization and ques-
tion generation tasks.

• Text summarization aims to produce a short
version of a document while preserving its
salient information content. We evaluate our
model on the BBC extreme summarization
(XSum) dataset and MSNews dataset. The
evaluation metric is ROUGE (Lin, 2004), in-
cluding ROUGE-1, ROUGE-2, and ROUGE-
L.

• Question generation aims to generate ques-
tions based on given passages and answers.
We chose SQUAD v1.1 and MSQG datasets.
The evaluation metrics are BLEU-4 (Pap-
ineni et al., 2002), ROUGE-L, and ME-
TEOR (Banerjee and Lavie, 2005).

The statistics of these datasets are shown in Table 4.
We adopted the same data-splitting settings and the
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Ours BART
#. diffusion steps 2 20 100 200 300 400 1000 -

latency (ms)↓ 11.12 24.45 83.61 158.05 258.59 377.92 751.87 220.50

MSQG
R-L↑ 33.02 37.54 38.52 39.00 39.30 39.34 39.81 38.1
B-4↑ 4.24 6.96 7.62 8.09 8.38 8.50 8.78 10.2
MT↑ 14.77 19.29 20.13 20.56 20.78 20.89 21.19 22.1

Table 5: The relation between diffusion inference steps and performance, latency, with AR models. Latency refers
to the time required to generate one sample.

implementation of those all metrics as the existing
studies (Li et al., 2022a; Zhou et al., 2024), and we
show the reported scores in (Zhou et al., 2024) for
all baselines to make a fair comparison.

C Model Settings

The probabilities for Qt that control noise addition
are determined by the linear scheduler (Ho et al.,
2020). The probability γt increases linearly from 0
to 0.005 over T steps, while βt is set to a constant
value of 0.1. The probability pk for scheduling the
multi-step loss is set as follows:

pk =
k

K
. (13)

We employ AdamW as the optimizer with a learn-
ing rate of 5e-5. For the SQuAD v1.1 and MSQG
datasets, we set the training steps to 10,000, and
for XSum and MSNews datasets, we use 80,000
and 20,000 steps, respectively. The total batch size
is set to 512 across all datasets. In the comparison
of latency, the source text was padded to a length
of 512. For our model, we set the target sequence
length to 128, meaning that the diffusion process
started from step t = T with 128 mask tokens.
For a fair comparison, we set the generation max-
imum sequence length of BART to 128 and the
batch size is standardized at 16 for all models. One
single NVIDIA V100 GPU is used for the latency
calculation.

D Baselines Details

For AR generation, we experiment with a vanilla
Transformer model and three PLMs: Trans-
former (Vaswani et al., 2017), an AR generation
model without pre-training. MASS (Song et al.,
2019) , BART (Lewis et al., 2020), and Prophet-
Net (Qi et al., 2020): Three representative PLMs
for AR text generation, with pre-training objectives
ranging from denoising text to future n-gram pre-
diction.

For NAR and Semi-NAR generation, we com-
pared six models with varying decoding strategies:

NAT (Gu et al., 2018): The first proposed NAR
text generation model. This model adds a mod-
ule in the encoder to predict fertilities, serving as
a global plan for parallel generation. InsT (Stern
et al., 2019): A Semi-NAR text generation model
leveraging insertion operations, repeatedly insert-
ing tokens at multiple locations based on the par-
tially inserted sequence. iNAT (Lee et al., 2018),
CMLM (Ghazvininejad et al., 2019), LevT (Gu
et al., 2019), and BANG (Qi et al., 2021): These
four baselines are both NAR and Semi-NAR text
generation models. ELMER (Li et al., 2022a)
adopts Transformer-based pre-training techniques
to further enhance NAR generation performance.
BERT-nar-BERT (BnB) (Sohrab et al., 2024) lever-
ages the existing encoder-only model checkpoints
for NAR decoding.

For diffusion models, we listed three models:
GENIE (Lin et al., 2023) and AR-Diffusion (AR-
Diff) (Wu et al., 2023) incorporate pre-training
strategies and autoregressive decoding to enhance
the generation performance of continuous diffu-
sion models. Diffusion-NAT (Diff-NAT) (Zhou
et al., 2024): This is a discrete diffusion model that
leverages the capabilities of existing PLMs and pro-
poses a self-prompting approach that recalculates
the encoder output at each step during both train-
ing and inference, concatenating the output from
the previous step to the input of the encoder. This
approach improved the quality of generated text at
the expense of slower decoding speed.

E Analysis on the Number of Diffusion
Steps

Table 5 shows the results of measuring latency
and performance on the MSQG dataset when in-
creasing the number of diffusion inference steps.
As the number of inference steps increases, we
can see that the latency also increases roughly lin-
early. When compared to BART, a representative
model of AR decoding, we found that the latency
is approximately equivalent to BART when the
number of inference steps is set to 300. Regard-
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Figure 3: The generation length and latency on BART
and our diffusion model. T stands for the number of
diffusion steps for inference.

ing performance, we can see that scores improve
as the number of inference steps increases, but
the improvement becomes more gradual after 100
steps. Considering the balance between perfor-
mance and speed, we finally adopted 200 inference
steps, which has the best performance among the
variants capable of faster inference than BART.

F Latency w.r.t Generation Length

Figure 3 shows the latency during inference relative
to the maximum length of the target text. This fig-
ure shows that while the BART model dramatically
slows down as it generates longer sentences, the
diffusion model maintains a more consistent speed.
This is because even as the maximum sequence
length increases, the decoding performed at each
diffusion step is done in a NAR manner.
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