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Abstract

Exploring effective collaboration among mul-
tiple large language models (LLMs) repre-
sents an active research direction, with multi-
agent debate (MAD) emerging as a popu-
lar approach. MAD involves LLMs indepen-
dently generating responses and refining their
own responses by incorporating feedback from
other agents in a debate manner. However,
empirical experiments reveal the suboptimal
performance of MAD in complex reasoning
scenarios. We attribute this to the potential
misleading caused by peer agents with lim-
ited individual capabilities. To address this,
we propose a novel sequential collaboration
framework named Explain-Analyze-Generate
(EAG). By decomposing complex tasks into
essential subtasks and employing a pipeline ap-
proach, EAG enable agents provide construc-
tive assistance to peers, ultimately yielding
higher performance. We conduct experiments
on the comprehensive complex language rea-
soning benchmark: BIG-Bench-Hard (BBH).
Our method achieves the highest performance
on 19 out of 23 tasks, with an average improve-
ment of 8% across all tasks, and incurs lower
costs compared to MAD, demonstrating its ef-
fectiveness and efficiency.

1 Introduction

Large language models (LLMs) (Brown et al.,
2020a; Touvron et al., 2023a,b; Achiam et al., 2023;
Chowdhery et al., 2023) have made significant
breakthroughs in the field of natural language pro-
cessing, which achieve notable success in language
understanding and generation. (Sun et al., 2021;
Wang et al., 2023) However, the reasoning abilities
of LLMs still present challenges (Zhu et al., 2023;
Gou et al., 2023), which drives research towards en-
abling LLMs to mimic human cognitive behaviors
(Wei et al., 2022; Madaan et al., 2023), aiming to
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Figure 1: Results on BBH (Suzgun et al., 2023).

prompt LLM reasoning ability through human-like
task-solving strategies.

Inspired by the concept of society of minds (Min-
sky, 1988) in multi-agent systems, multi-agent de-
bate (MAD) (Liang et al., 2023; Du et al., 2023)
has been proposed. In specifical, a query is simul-
taneously fed into different LLMs and each LLM
generates candidate answers independently. Subse-
quently, each LLM reviews the responses from all
other LLMs to refine its own answer. This process
is repeated for several rounds, culminating in a fi-
nal answer. MAD has been a popular multi-agent
collaboration paradigm and widely applied to sen-
timent analysis (Sun et al., 2023), text evaluation
(Chan et al., 2023), and AI systems (Li et al., 2023).
Despite notable achievements, previous works pre-
dominantly center on tasks that require minimal
reasoning, which may limit MAD from reaching
its full capability.

To explore the maximum potential of MAD, we
adopt a challenging reasoning benchmark BIG-
Bench-Hard (BBH) (Suzgun et al., 2023) to exam-
ine its performance, which encompasses 23 diverse
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tasks including logical reasoning, mathematical
computation, common-sense understanding, and
scenario simulation. BBH is more closely aligned
with real-world complexities than general tasks
and poses greater challenges for language mod-
els. As presented in Figure 1, we compare the
performance of MAD with single-agent reasoning
and multi-agent voting, the latter aggregating the
majority answer of multiple agents as the final an-
swer without debate. Despite the expensive and
time-consuming multiple rounds of debate, surpris-
ingly, MAD fails to deliver the significant improve-
ments as expected compared to multi-agent voting.
Through an in-depth empirical analysis of MAD
(detailed in Section 2), we discover that individual
LLMs have limited capacity to handle challenging
problems and are prone to generating incorrect an-
swers, which consequently mislead other LLMs
during the debate process and ultimately result
in unsatisfactory performance. We attribute this
to the parallel collaborative nature of MAD, that
is, although agents receive thoughts and potential
answers from their peers as references, multiple
agents are independently responsible for solving
the entire task, which is highly challenging espe-
cially for complex reasoning tasks.

Taking a closer look at the limitation of single
agents in handling complex reasoning tasks, we
observe that the poor performance of single agents
can be attributed to inaccurate question understand-
ing, faulty reasoning steps, and inconsistent an-
swers with reasoning. In light of the above findings,
we propose Explain-Analyze-Generate (EAG), a
novel sequential multi-agent collaboration method
for complex reasoning, which decomposes com-
plex tasks to simple and critical subtasks and allo-
cates each subtask to a single agent for sequential
division of labor. In specific, EAG framework
comprises three core components. (1) Explainer
focuses on key information and clarifies the true
intent of the questions to help subsequent agents
better understand and solve problems. (2) Ana-
lyzer cuts open problems and proposes reasoning
insights and solution approaches based on the key
information from the explainer. (3) Generator
aggregates insights and solutions and executes re-
sponses that adhere to reasoning and specified out-
put formats. Compared to MAD, this sequential
collaborative framework mirrors human teamwork
and distributes a lighter workload to individual
agents, enabling them to provide more specific
solutions to their individual tasks and offer pos-

itive assistance to other LLMs, ultimately yielding
higher performance. We conduct extensive exper-
iments under the zero-shot setting of BBH tasks
and the results demonstrate the effectiveness and
efficiency of our method. We release our code* to
the community for future research.

We summarize our contributions as follows:

• Our comprehensive experiments on complex
reasoning unveil that the bottleneck for un-
satisfactory performance of MAD lies in the
misleading induced by the wrong thoughts of
other agents. The parallel collaborative nature
of MAD overburden single LLMs, hindering
its effectiveness on challenging tasks.

• We propose a novel sequential multi-agent col-
laboration framework EAG, which employs
explainer, analyzer, and generator for coop-
erative division of labor, fully harnessing the
potential of multiple agents to effectively ad-
dress confused understanding, faulty reason-
ing, and inconsistent responses.

• Qualitative and quantitative experiments
on challenging BIG-Bench-Hard benchmark
demonstrate the effectiveness of our proposed
method.

2 Analysis of Multi-Agent Debate

Given a question q and N agents {Ai, i =
1, 2, ...N}, the general multi-agent debate frame-
work includes three stages. 1) Initial Response:
Each agent Ai independently generates its own an-
swer a0i to the question q. 2) Multi-Round Debate:
multiple agents engage in R rounds of debate. In
the r-th round, each agent Ai receives the output
of the other agents {ar−1

j , j = 1, 2, ..., N, j ̸= i}
from preceding rounds to refine and revise its own
answer ari . 3) Final Answer: after R rounds of
debate, MAD chooses the majority answer among
the agents {aRi , i = 1, 2, ..., N} as the final answer
a, as multiple agents do not always converge and
achieve consensus.

We adopt multi-agent voting as a baseline for
comparison with MAD. In this method, several
agents independently answer the question, and the
final answer is determined by the majority vote.
Clearly, the results of multi-agent voting are the
same as the initial response of MAD. The experi-
mental results of multi-agent voting and MAD on

*https://github.com/buptgwy/
Explain-Analyze-Generate

https://github.com/buptgwy/Explain-Analyze-Generate
https://github.com/buptgwy/Explain-Analyze-Generate
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Figure 2: Accuracy and consistency changes of multi-
agent voting and MAD across different rounds and agent
counts on BBH. Both Snark and Navigate are tasks in
BBH. avg: unweighted average of all tasks in BBH. See
Appendix A.1 for detailed scores.

BBH are shown in Figure 2. These results show
several interesting findings, which we briefly sum-
marize here:

MAD doesn’t show satisfactory improvement
and consistency despite costly debates. We are
surprised to find that, despite consuming more to-
kens and time, MAD only achieves performance
comparable to multi-agent voting, and in some
cases, even underperforms, particularly on tasks
such as snarks and navigate. Moreover, the influ-
ence of debate rounds on MAD exhibits inconsis-
tency, as shown in the upper part of Figure 2. As
the number of debate rounds increases, the per-
formance of MAD does not steadily improve as
expected, instead displaying fluctuations, indicat-
ing that MAD lacks robustness. In addition, from
the right part of Figure 2, we notice that multi-
ple agents fail to reach a consensus after debates,
which suggests that the confidence of debate out-
comes remains uncertain and the full engagement
of each agent within the debate framework is not
ensured.

The misleading induced by the wrong
thoughts of other agents is to blame. In inves-
tigating the unsatisfactory performance of MAD,
we examine the debate responses among agents,
identifying a prevalent misleading phenomenon.
We illustrate a specific case of misleading in Fig-
ure 3. Initially, Agent 2 provides the correct answer
based on individual reasoning. However, in subse-
quent debate rounds, Agent 2 is misled by Agent 3
and adopts the same incorrect answer. We further

Query: Which of the following is a humorous edit of this artist or movie name:
'counting crows'? Options:
(A) mounting crows (B) coufting crows
(C) counting crows  (D) counting brows 
Please use the format like 'Answer: (A|B|C|D|E|F|G|H|I|J). Explanation:'. 

Answer: (B) 
Explanation: "coufting
crows" is a humorous edit
that plays on the similar
sound of "counting"and
"coufting". 

Answer: (D)  
Explanation: "counting
brows" is a humorous edit
because it plays on the
original name by changing
one letter.

Answer: (A)  
Explanation: "Mounting
crows" is a humorous
edit that plays on the
original name while
adding a funny twist.

Answer: (A)   
Explanation: Based on
the additional advice
from other agents,
"Mounting crows" is a
humorous edit that plays
on the original name
"counting crows". 

Answer: (B)   
Explanation: Building on
the reasoning of the other
agents, "coufting crows" is
a humorous edit that
cleverly plays on the
similar sound of "counting"
and "coufting".

Answer: (B)   
Explanation: Building on the
similar sound between
"counting" and "coufting"
used in one agent's solution,
"coufting crows" creates a 
image of crows coughing
instead of counting.

(D)

Figure 3: Example of misleading phenomenon.

conduct a statistical analysis on the frequency of
the misleading phenomenon across all BBH tasks.
First we count the number of agents providing cor-
rect answers, and then calculate the proportion of
these agents who subsequently provided incorrect
answers in the following debate rounds. The fre-
quency of the misleading phenomenon under vary-
ing agent number and debate round settings is pre-
sented in the Table 1. It can be observed that the
frequency of misleading is notably high, consis-
tently exceeding 18% across different settings, and
the misleading phenomenon accumulates with the
increase of debate rounds.

Let’s take a closer look at the potential causes of
the misleading. For agents whose answers reverse
from true to false (T2F), we compute the propor-
tion of responses from the other agents that are
incorrect. The results are summarized in Table 2.
Notably, the proportions in the T2F scenario ex-
ceed 60%, indicating the answer misleading of a
single agent during the debates primarily comes
from the incorrect thoughts from the other agents.
To further validate this conclusion, we conduct a
converse experiment to examine agents with a re-
versal from false to true (F2T) and calculate the
proportion of correct responses from other agents.
From Table 2, we observe the same phenomenon as
the T2F scenario, that is, more than half of the opin-
ions from other agents are correct, which strongly
supports our conclusion that the agent’s answers
during MAD discussion are biased by the majority
opinions of the other agents. Based on the above
analysis, we come to a hypothesis: In complex rea-
soning tasks, a single agent is insufficient to solve
the problem independently and prone to generat-
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Table 1: Proportion of instances that were correct in the
first round but incorrect in subsequent rounds, relative to
the total number of correct instances initially observed
in the first round.

Agents \Rounds 2 3 4

3 19.3% 29.2% 30.6%
4 18.5% - -
5 18.5% - -

Table 2: Proportion of True to False (T2F) and False to
True (F2T) changes across different rounds and agent
counts.

Number Rounds=2 Rounds=3

of Agents T2F F2T T2F F2T

3 70.1% 60.8% 73.6% 70.6%
4 67.0% 54.9% - -
5 62.5% 52.4% - -

ing wrong answers, which consequently misleads
other agents during the debate process This sug-
gests that the costly debate paradigm may not be a
good solution for complex reasoning tasks.

The poor performance of single agents can be
attributed to inaccurate understanding, faulty
reasoning, and inconsistent answers. We ran-
domly sample 200 instances from BBH with incor-
rect predictions to investigate the reasons behind
agents’ subpar performance in MAD. After manual
analysis of errors by three volunteers with well-
trained backgrounds, we categorize the reasons for
erroneous answers into three groups. 1) Inaccurate
question understanding. The information redun-
dancy of queries pose challenges for single agents
in accurately discerning the question’s true intent.
2) Faulty reasoning steps. Single agent produces
incomplete or incorrect reasoning steps due to their
limited capacity to address the entire task. 3) In-
consistent answers with reasoning. Agents reason
step-by-step correctly but provide wrong final an-
swers. The proportions of the three error types
are presented in Figure 4. Detailed examples of
the three error types are listed in Appendix A.2.
This discovery inspires us to design a sequential
multi-agent collaboration method, utilizing aggre-
gation, analysis, and answer agents to collaborate
in a division of labor, mitigating the limitations of
individual agents.

17.28%

58.72%

12.45%

11.55%

Inaccurate Questi-
on Understanding

Faulty Reas-
oning Steps

Inconsistent Answ-
ers with Reasoning

Others

Figure 4: Proportions of Different Error Types Identified
in Agent Performance Analysis. See Appendix A.2 for
detailed error cases.

3 Method

Based on the above analysis, we present a
sequential multi-agent collaboration framework
called Explain-Analyze-Generate (EAG) for com-
plex reasoning tasks, as depicted in Figure 5. This
framework comprises three key agents, denoted
as {Ae, Aa, Ag}, which collaborate sequentially.
Given a question q, explainer Ae firstly reads and
organizes information derived from the question,
followed by analyzer Aa, who reasons and pro-
cesses about the complex questions. Finally, gen-
erator Ag synthesizes the information and analysis
from Ae and Aa and generates the answer. By
doing so, the complex reasoning problem is bro-
ken down into three critical and easy subtasks, and
is gradually solved through sequential collabora-
tion among multiple agents. Compared to MAD,
EAG only requires to engage in one round of se-
quential collaboration, without the need for multi-
ple rounds of discussion, making it more efficient
and stable.

Explainer Complex tasks often contain cog-
nitive traps and noisy information, making it diffi-
cult for models to accurately understand the true
intent of the problem. Therefore, focusing on key
details, filtering out irrelevant information, and dis-
cerning the true purpose of complex problems are
crucial for guiding task-solving approaches. Conse-
quently, we propose an explainer Ae to clarify the
problem’s intent and provide guidance on solving
it, which helps subsequent agents better understand
the task. This aids subsequent agents in gaining
a clearer understanding of the task at hand. We
prompt Ae to generate its explanation yAe given
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Read and Explain Think and Analyze Aggregate and Generate

Sure!We should focus on the date March
12, 2002, the fact that it is 1 day later
than Jane thought. The irrelevant detail
is Jane's misinterpretation of the date.

To solve this problem
1. Given that today is March 12, 2002
2. We add 7 days to March 12, 2002.
March 12, 2002 + 7 days = March 19, 2002
Now, let's convert this date into
MM/DD/YYYY format: 03/19/2002.

Answer:  (C) 03/19/2002

Jane thought today is 3/11/2002, but today is in fact Mar 12, which is 1 day later.What is the
date one week from today in MM/DD/YYYY?
(A)05/13/2002 (B) 03/20/2002 (C)03/19/2002(D) 11/19/2002 (E)03/26/2002

Query

Prompt

Response

Figure 5: Overview on EAG method. indicates explainer, indicates analyzer and indicates generator.
We simplify the prompts of each agent for brevity. More details of prompt see Appendix A.3.

the input question q and prompt pAe :

yAe = Ae(pAe || q)

where || denotes concatenation, and prompt pAe is
as follows:

Prompt: Please review and share your under-
standing of the question to assist the following
agents in improving their problem-solving abili-
ties. Ensure you focus on essential information
while filtering out irrelevant details.

Analyzer The Analyzer agent Aa is en-
trusted with divergently analyzing problems and
proposing solution approaches. Specifically, given
q, prompt pAa , and information yAe from Ae, Aa

generates thoughts for solving q. Providing Aa

with core information yAe relevant to the task en-
ables it to better understand the complex question,
thereby improving its logical reasoning capabili-
ties.

yAa = Aa(pAa || q || yAe)

Prompt pAa is as follows:

Prompt: Please review the question and the un-
derstanding from the previous agent, and pro-
vide a comprehensive reasoning process to solve
the problem. Ensure clarity and detail in your
thought process to effectively guide the follow-
ing agent in generating the final answer.

Generator When answering questions,
LLMs tend to provide all the relevant knowledge
they possess, resulting in final answers that may be
imprecise or not aligned with human inclination.
Therefore, we design an generator agent Ag to inte-
grate key information with the thought process and
generate final answers that meet task requirements.

Given q, prompt pAg , and outputs from Ae and Aa,
Ag generates the final answer y to the question q.

y = Ag(pAg || q || yAe || yAa)

Prompt pAg is as follows:

Prompt: Please review the question and the
thoughts of previous agents, and provide the fi-
nal answer to the question. Ensure to follow this
format: “Answer: (A|B|C|D|E|F|G|H|I|J)”.

4 Experiments

4.1 Experimental Setup
Benchmark Suzgun et al. (2023) select a sub-
set of 23 particularly challenging tasks on BIG-
Bench (Srivastava et al., 2022) and group the sub-
set into a new benchmark referred as BIG-Bench
Hard (BBH) †, including Mathematical Reason-
ing tasks (Math), Natural Language Understanding
tasks (NLU), and Scenario-based Question Answer-
ing tasks (ScenarioQA). The statistics and other
details of BBH can be found in Appendix A.4. We
follow many prior works (Du et al., 2023; Bian
et al., 2023; Besta et al., 2024; Yao et al., 2023;
Chen et al., 2023) and experiment with a subset of
100 samples on each task in BBH.

Implementation Details We implement our
method on zero-shot setting and do not introduce
any other prompt engineering technologies such
as Chain of Thought (COT) (Wei et al., 2022). To
accurately parse the answers from the responses of
LLMs, we design a suit of result format prompts
based on different types of questions, including
multiple-choice questions, true/false questions and

†https://github.com/suzgunmirac/
BIG-Bench-Hard

https://github.com/suzgunmirac/BIG-Bench-Hard
https://github.com/suzgunmirac/BIG-Bench-Hard
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Table 3: Zero-shot prompting performance of several multi-agent collaboration methods on BBH. We report the
mean and standard deviation performance of Accuracy (%) on 23 tasks in three categories. R: debate rounds. Best
numbers are highlighted in each column.

BIG-Bench Hard Task Single-Agent Multi-Agent Voting
Multi-Agent Debate

EAG (ours)
R=2 R=3 R=4

M
at

he
m

at
ic

al

Boolean Expressions 72.3±1.0 79.7±1.0 80.0±2.4 81.7±1.4 79.7±1.5 85.3±1.2

Dyck Languages 15.3±2.1 21.3±1.7 26.7±1.1 25.0±1.4 22.7±1.0 22.0±0.4

Multi-Step Arithmetic [Two] 02.0±0.5 02.3±0.5 28.3±1.8 33.0±1.7 34.7±1.8 71.7±2.0

Navigate 57.7±1.2 63.0±0.9 58.0±2.4 55.7±1.2 54.7±1.4 69.0±0.9

Object Counting 44.7±1.4 47.9±0.4 45.7±1.3 46.0±1.6 47.3±0.9 54.0±1.6

Word Sorting 56.3±0.2 65.3±1.5 67.3±0.5 67.0±1.6 66.0±2.3 70.0±1.9

Avg 41.2±4.3 46.6±4.2 51.0±4.0 51.4±3.8 50.9±3.9 62.0±3.9

C
om

m
on

se
ns

e

Causal Judgement 56.3±0.3 56.3±1.2 57.7±1.0 57.0±2.4 55.0±1.4 57.3±1.2

Date Understanding 50.7±1.4 55.0±0.5 58.3±1.5 48.3±0.7 57.7±0.7 72.0±2.9

Disambiguation QA 67.0±0.9 67.7±0.7 65.7±1.2 67.3±1.2 65.3±1.0 68.3±0.8

Formal Fallacies 49.7±2.1 48.2±1.4 44.7±4.1 45.0±3.8 44.3±2.6 53.3±0.5

Geometric Shapes 26.0±0.8 27.9±0.5 28.0±0.5 29.0±1.4 29.0±0.8 31.7±1.4

Hyperbaton 75.3±1.0 77.3±0.5 77.6±1.0 77.7±0.3 76.5±0.5 78.0±0.5

Movie Recommendation 66.0±1.4 66.7±0.7 67.0±0.8 64.7±0.7 65.0±0.9 66.7±2.2

Salient Translation Error Detection 45.0±0.8 44.0±0.8 45.3±0.3 45.3±1.0 45.3±1.0 44.3±0.7

Snarks 75.0±0.5 75.0±0.8 72.7±1.2 73.3±2.0 71.6±2.2 75.7±1.9

Sports Understanding 72.3±0.7 74.7±1.4 66.0±1.2 72.3±1.4 72.0±1.7 77.7±0.5

Avg 58.3±2.3 59.3±2.5 58.3±2.6 58.0±2.4 58.17±3.1 62.5±2.6

Sc
en

ar
io

-b
as

ed

Logical Deduction (avg) 36.2±1.9 42.8±1.1 38.4±3.2 37.7±4.4 38.3±1.7 52.0±1.7

Penguins in a Table 50.7±2.0 55.0±1.7 60.7±1.4 60.0±0.5 60.7±0.3 71.3±4.4

Reasoning about Colored Objects 43.7±0.7 47.3±1.0 47.3±1.8 48.7±1.5 49.0±2.0 69.3±4.6

Ruin Names 63.6±0.5 65.3±0.7 65.7±1.2 66.0±0.5 65.8±1.0 68.0±0.9

Temporal Sequences 44.0±1.3 45.0±2.2 47.7±1.0 47.0±1.4 48.3±0.7 57.0±0.8

Tracking Shuffled Objects (avg) 23.6±2.2 24.3±1.3 23.3±1.6 23.3±1.4 21.9±1.7 34.4±2.9

Web of Lies 53.3±0.7 51.3±2.0 50.7±0.7 45.0±0.8 49.7±1.0 60.3±2.9

Avg 45.0±3.0 47.3±2.9 47.7±3.1 46.8±2.7 47.7±3.0 58.9±3.2

All Tasks (avg) 49.9±3.9 52.3±3.9 53.1±3.5 52.9±3.6 53.0±3.6 61.3±3.6

text generation questions. Details about prompts
can be found in Appendix A.5.

LLMs settings and Prompts We conduct experi-
ments mainly on the GPT-3.5-turbo model (Kojima
et al., 2022). We adopt the same parameters and
prompt settings as Du et al. (2023) to replicate
their results on BBH. We set the temperature of our
method to 0.0 following prior work (Xiong et al.,
2023) for reproducibility.

4.2 Baselines

Single-Agent Reasoning (SAR) a method
wherein agents, based on LLMs, directly respond to
queries within tasks. We prompt agents to provide
responses accompanied by explanatory rationales
delineating the reasoning processes in addressing
the questions.

Multi-Agent Voting (MAV) a method wherein
multiple agents generate response as described in
single agent reasoning method at the same time,
then the majority answer among the agents chosen
as the final answer. Multi-agent voting is similar to
the Collaboration-Soft method proposed by Xiong
et al. (2023).

Multi-Agent Debate (MAD) (Du et al., 2023) a
collaboration method wherein multi-agents engage
in continuous debate to generate a more reasonable
response. More details about MAD are described
in Section 2. Moreover, we conduct experiments
within MAD across varying rounds R, including
R=3, 4, and 5 presented in Table 3 for a more
exhaustive analysis.

4.3 Main Results

We conduct extensive experiments to assess the per-
formance of SAR, MAV, MAD, and EAG (ours)
on BBH benchmark. Overall, our method obtains
the best accuracy on 19/23 tasks and shows signif-
icant improvement on the unweighted average of
23 tasks (8% ↑). Next, we discuss the performance
presented in Table 3 divided into three categories.

Mathematical Reasoning Some tasks in BBH
require agents to perform mathematical computa-
tions (e.g. Multi-Step Arithmetic) or reasoning (e.g.
Word Sorting). Among the tasks, Multi-Step Arith-
metic is extremely challenging for LLMs (Suzgun
et al., 2023), which leads to the poor performance
of single-agent reasoning and multi-agent voting
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Answer:113 
Explanation: First, solve the
multiplication within the parentheses:
3 * 4 * 9 = 108.
 Then simplify the subtraction: 
-4 - (-5) + (-4) - 4 = -4 + 5 - 4 - 4=-7. 
Finally, subtract the second result
from the first: 
108 - (-7) = 108 + 7= 113.

Answer:113 
Explanation: First, calculate the
expression within the parentheses as
done by the first agent: 
(0 + 3 * 4 * 9) - (4 - -5 + -4 - 4)
= (0 + 108) - (0 - 9) =108 - (-9)
 = 117. However, the second agent's
reasoning also provides a valid
approach. Simplify the subtraction
within the parentheses: 
-4 - (-5) + (-4) - 4= -4 + 5 - 4 - 4 =-7. 
Thus, the final calculation is 
108 - (-7) = 108 + 7 =113,
which would be the correct answer.

Agent 1

Agent 1

Answer:109 
Explanation: First, calculate the
expression inside the parentheses: 
(0 + 3* 4 * 9) - (4 - -5 + -4 - 4) 
= (0 + 108) - (0 - 9) = 108 - -9 = 117.

Answer:113 
Explanation:  First, calculate the
expression inside the parentheses: 
(0 + 3 * 4 * 9) - (4 - -5 + -4 - 4) 
 = (0 +108) - (0 - 9)
 = 108 - -9
 = 117. 
Additionally, following the reasoning
from the first agent's solution,
the final calculation should be: 
117 - 4 = 113.

Agent 2

Agent 2

Answer:105 
Explanation: First simplifying the
expression inside the parentheses,    
-4 +-5 = -9,    -9 - 4 = -13. 
Therefore, the expression becomes 
(0 + 3 * 4 * 9) -(-13), 
which simplifies to 
 (0 + 108) - (-13) = 108 + 13 = 121.

Answer:108 
Explanation: First, let's simplify  the
expression inside the parentheses. 3*
4 * 9 = 108. 
Now, let's simplify the subtraction
inside the parentheses. 
 -4 -(-5) +(-4)- 4 = -4 + 5 - 4 - 4 = -3. 
Substitute these values back into the
original expression:  
(0 + 108) - (-3) = 108 + 3 = 108.  
Therefore, the updated answer is 108.

Agent 3

Agent 3

The question involves a mathematical expression
that needs to be evaluated. The expression is as follows:
((0 + 3 * 4 * 9) -(4 - -5 + -4 - 4))
We need to follow the order of operations (PEMDAS/BODMAS) to
solve this expression.

Explainer

To solve the given expression, we need to follow the order of operations
(PEMDAS/BODMAS), which stands for Parentheses, Exponents,
Multiplication and Division (from left to right), and Addition and
Subtraction (from left to right).
Given expression: (0 + 3 * 4 * 9) - (4 --5 + -4 - 4)
1. First, we need to perform the multiplication within the parentheses:  
3 * 4 * 9 = 108
2.Next, we substitute the result back into the expression: 
(0 + 108) - (4 - -5 + -4 - 4)
3. Now, we simplify the addition and subtraction within the parentheses:
 (0 + 108) - (4 + 5 - 4 - 4) = 108 - 1 = 107
Therefore, the final answer to the expression 
(0 + 3 * 4 * 9) -(4 - -5 + -4 - 4) is 107.

Analyzer

Answer: 107

Generator

Inconsistent Answering 
with Reasoning!

misleading phenomenon !

Round 1

Round 2

MAD EAG(ours)

Q: ((0+ 3 * 4 * 9) - (4 - -5 + -4 - 4)) = ?

Figure 6: Case study to illustrate the differences between MAD and our EAG method.

approaches. After the four rounds of debate, the
performance of MAD exceeds multi-agent voting
by 33% and may increase with additional rounds
according to the Table 3, but the costs would also
escalate. Our EAG approach lead to a further 36%
enhancement compared to MAD. We attribute this
to our method decomposing complex problems, en-
abling agents to collaborate on tasks that individual
agents cannot accomplish independently.

Natural Language Understanding In some
tasks within BBH, agents are required to possess
ample world knowledge (e.g. Movie Recommenda-
tion) and accurately grasp the semantics of ques-
tions(e.g. Date Understanding). We observe that
single-agent reasoning and multi-agent voting gen-
erally perform well in some tasks thanks to the
vast reservoir of world knowledge in LLMs, while
perform poorly in tasks involving misleading infor-
mation in the questions, such as Date Understand-
ing. The improvement of MAD on Date Under-
standing is also not substantial. Our EAG method
achieves the 22% enhancement compared to the
multi-agent voting and 13% enhancement com-
pared to the MAD on Date Understanding task.

Scenario-based Question Answering Several
tasks in BBH simulate a scene based on the real
world and propose some related questions.(e.g.
Penguins in a Table Compared to others, these tasks
are closer to the real world, presenting challenge
for LLMs. Consequently, single-agent reasoning
and multi-agent voting perform moderately on such

tasks. MAD and our EAG method both perform
well on such tasks due to they are human-like col-
laborative approach. Moreover, our EAG method
outperforms MAD on Penguins in a Table task by
10% and on Reasoning about Colored Objects by
20%.

4.4 Case Study

The performance comparison of MAD
and EAG methods on Multi-Step Arithmetic
task is shown in the Figure 6. In MAD approach,
all agents generate wrong answers. Agent 2
encounter inconsistent answers with reasoning
error in Round 1 and is misled by Agent 3 to
generate the same erroneous answer. In contrast,
explainer agent in our EAG method proposes
the (PEMDAS/BODMAS) rule, which helps
subsequent agents in generating the correct solving
process and answer. See Figure 8 in the Appendix
for more cases on Movie Recommendation task.

4.5 Ablation Study

We conducted ablation experiments to test the per-
formance of explainer, analyzer, generator agent
separately in the EAG framework on Tracking Shuf-
fled Objects (TSO), Date Understanding (DU), Pen-
guins in a Table (PIA) and Geometric Shapes (GS)
tasks presented in Table 4.

Analyzer-Generator w/o Explainer The perfor-
mance of EAG decrease after removing the ex-
plainer agent. We observed an 8% decrease in
performance on the TSO task, which indicate that
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Table 4: Ablation study to illustrate the effect of Ex-
plainer(E), Analyzer(A) and Generator(G) agent on
some typical tasks in BBH.

E A G
Tasks

TSO DU PIA GS

% ! ! 25.8±1.8 71.3±1.0 70.3±1.0 22.3±0.3

! % ! 21.6±0.7 53.0±0.5 54.7±1.2 22.7±1.4

% % ! 23.7±1.1 47.3±0.5 49.3±0.7 17.3±0.3

! ! ! 34.4±2.9 72.0±2.9 71.3±4.4 31.7±1.4

explainer agent plays a role in the EAG method.

Explainer-Generator w/o Analyzer Removing
analyzer agent leads to a significant decrease in
the performance of EAG. We observe an 10%-
20% decrease in performance on the four tasks.
This indicates that analyzer is the core agent of the
architecture.

Only Generator Removing explainer and ana-
lyzer, the performance of EAG reaches the worst.
In the TSO task, the performance of Only Genera-
tor is better than Explainer-Generator. We believe
this is due to the information from explainer in-
cludes some redundant information that generator
cannot comprehend after removing analyzer agent.

4.6 Cost Analysis

Through the cost comparison shown in Figure 7,
we observe that the costs of MAD is the most ex-
pensive and increases with the debate rounds. In
contrast, the costs of EAG is lower and more
stable. Combining the performance presented in
the Table 3, we find that the performance of multi
agent voting almost on par with MAD with lower
costs and the significant costs do not bring cor-
responding performance improvements to MAD.
Our EAG method achieve the best average results
with moderate costs.

5 Related Work

5.1 LLMs and Prompt Engineering

The emergence of Large Language Models (LLMs)
has brought hope for achieving General Artificial
Intelligence(GAI). Typically comprising hundreds
of billions (or more) of parameters, exemplified
by models such as GPT-3(Brown et al., 2020b),
GLM(Zeng et al., 2023), Galactica(Taylor et al.,
2022), and LLaMA(Touvron et al., 2023a), they of-
ten adhere to Scaling Law principles(Kaplan et al.,
2020). To further unleash the LLMs’ potential,

SAV MAV MAD
(R = 2)

MAD
(R = 3)

MAD
(R = 4)

EAG
0.0

2.5

5.0

7.5

10.0

12.5

15.0

17.5

C
os

t /
 $

1.06

3.16

7.13

11.92

17.05

5.48

Figure 7: Cost comparison between different collabora-
tion methods.

prompt engineering(Liu et al., 2023) is extensively
employed. However, these methods are designed
specifically for individual large language models.

5.2 Multi-Agent Collaboration

Inspired by multi-agent settings, Du et al. (2023)
has proposed a novel debate approach for large
models , Liang et al. (2023) has introduced a Multi-
Agent Debate (MAD) framework , wherein multi-
ple agents articulate their arguments while a judge
orchestrates the debate to reach a conclusive res-
olution. Furthermore, Du et al. (2023) has ad-
vanced the field by utilizing an enhanced language
response methodology wherein multiple language
model instances engage in iterative debate to re-
fine their contributions.Recently, Chen et al. (2023)
has proposed ReConcile, which emulates a round
table conference, enhancing collaborative reason-
ing among diverse LLM agents to achieve a more
robust consensus.

6 Conclusion and limitations

This paper comprehensively analyzes the limita-
tions of the MAD method on the BBH bench-
mark. By analyzing the erroneous samples of
MAD on BBH, we summarize the types of errors
and propose a novel multi-agent collaboration ap-
proach named EAG. By decomposing complex
tasks, EAG fully leverages LLMs with moderate
costs. Qualitative and quantitative experiments on
BBH demonstrate the effectiveness of EAG.

The current design of EAG is fixed with three
agents, which is not flexible enough. How to en-
able efficient collaboration among different types
of multi-agents is a research topic deserving sep-
arate study.We will continue to refine EAG in the
upcoming work according to these directions.
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A Appendix

A.1 The Comparison between MAD and MAV

We conduct accuracy and consistency changes of
MAV and MAD experiments across different de-
bate rounds and agent counts on BBH. The trend of
data changes is shown in the Figure 2, with specific
data presented in Table 5 and Table 6.

Table 5: Accuracy and Consistency under different
rounds.

Task R=1 R=2 R=3

A
cc

ur
ac

y

Navigate_Voting 63.00 63.00 63.00
Navigate_MAD 63.00 58.00 55.70
Snarks_Voting 75.00 75.00 75.00
Snarks_MAD 75.00 72.70 73.30

Average_Voting 48.44 48.44 48.44
Average_MAD 48.44 50.13 50.22

C
on

si
st

en
cy

Navigate_Voting 79.56 79.56 79.56
Navigate_MAD 79.56 84.22 88.56
Snarks_Voting 90.00 90.00 90.00
Snarks_MAD 90.00 97.44 96.22

Average_Voting 76.70 76.70 76.70
Average_MAD 76.70 85.57 89.60

Table 6: Accuracy and Consistency under different
agents.

Task A=3 A=4 A=5

A
cc

ur
ac

y

Navigate_Voting 63.00 60.00 61.33
Navigate_MAD 58.00 57.33 56.00
Snarks_Voting 75.00 78.33 77.33
Snarks_MAD 72.67 79.00 75.00

Average_Voting 48.44 48.60 48.51
Average_MAD 50.15 50.27 50.00

C
on

si
st

en
cy

Navigate_Voting 79.56 75.92 76.27
Navigate_MAD 84.22 82.83 84.53
Snarks_Voting 90.00 89.00 87.60
Snarks_MAD 94.44 94.08 94.26

Average_Voting 76.70 74.30 73.56
Average_MAD 85.57 84.86 85.52

A.2 The Error Examples of Single-Agent on
BBH

We conduct a statistical analysis of the errors in
MAD on BBH and divided the erroneous samples
into three categories, including inaccurate question

understanding, faulty reasoning steps and inconsis-
tent answers with reasoning. The typical example
in each category is presented in Table 9.

A.3 The Prompt of EAG framework

Our EAG framework contains Explainer, Analyzer
and Generater agents. The prompts of the different
agents are detailed as follows:

Explainer Prompt:
System: You are collaborating with other agents
to answer the question. The process includes ex-
plaining, analyzing, and answering the question.
Your task is to explain the question.
Question:{q}
User: Please review and share your understand-
ing of the question to assist the following agents
in improving their problem-solving abilities. En-
sure you focus on essential information while
filtering out irrelevant details.

Analyzer Prompt:
System: You are collaborating with other agents
to answer the question. The process includes ex-
plaining, analyzing, and answering the question.
Your task is to analyze the question.
Question:{q}
Explained information:{yAe}
User: Please review the question and the un-
derstanding from the previous agent, and pro-
vide a comprehensive reasoning process to solve
the problem. Ensure clarity and detail in your
thought process to effectively guide the follow-
ing agent in generating the final answer.

Generator Prompt:
System: You are collaborating with other agents
to answer the question. The process includes ex-
plaining, analyzing, and answering the question.
Your task is to generate the question.
Question:{q}
Explained information:{yAe}
Question analysis: {yAa}
User: Please review the question and the thoughts
of previous agents, and provide the final answer
to the question. Ensure to follow this format:
“Answer: (A|B|C|D|E|F|G|H|I|J)”.

A.4 Dataset Details

We conduct experiments on BBH benchmark,
which contains 23 complex reasoning tasks includ-
ing mathematical calculations, logical reasoning,
common sense questions, multilingual problems,
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geometry, etc. The statistics of BBH are shown in
Table 7. The description of each task in BBH is
presented in Table 10.

Table 7: Statistics of datasets used in the BIG-Bench
Hard benchmark, categorized by task type.

Category Number of Tasks Queries

Math 6 1,500
NLU 10 2,365

ScenarioQA 7 2,646

All 23 6511

A.5 Result Format Prompt
The generation of LLMs is stochastic. To better
capture the final answers of LLMs in a zero-prompt
setting, we constrain the outputs of LLMs. We de-
sign different prompts presented in Table 8 based
on three types of questions, including multiple-
choice question, true/false question and text gener-
ation question.

Table 8: The prompt of the result format.

Types of Question Prompt

Multiple Choice Please use the for-
mat like “Answer:
(A|B|C|D|E|F|G|H|I|J)”

True / False Please answer true or false
with the format like “An-
swer: .” || Please answer
valid or invalid with the
format like “Answer:.”||
Please answer yes or no
with the format like “An-
swer: .”

Text Generation Please use the format like
“Answer:”.
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Table 9: The error examples of single-agent on BBH.

Inaccurate question understanding
Question: Today is the second day of the third month of 1966. What is the date tomorrow in
MM/DD/YYYY? Options:
(A) 03/03/1966 (B) 03/24/1966 (C) 03/04/1966 (D) 02/28/1966 (E) 03/02/1966
Answer: (C)
Explanation: Today is March 2, 1966. Tomorrow will be March 3, 1966, so the correct option is
03/04/1966
GrounfTruth: (A).
Faulty reasoning steps
Question: Alice, Bob, and Claire are dancers at a square dance. At the start of a song, they each
have a partner: Alice is dancing with Rodrigo, Bob is dancing with Jamie, and Claire is dancing
with Sam. Throughout the song, the dancers often trade partners. First, Bob and Alice switch
partners. Then, Bob and Claire switch partners. Finally, Alice and Claire switch partners. At the
end of the dance, Alice is dancing with Options:
(A) Rodrigo (B) Jamie (C) Sam
Answer: (C)
Explanation: Since Alice starts with Rodrigo and then switches partners with Bob and Claire
throughout the song, at the end of the dance, Alice would be dancing with Sam.
GrounfTruth: (A).
Inconsistent answers with reasoning
Question: Here is a table where the first line is a header and each subsequent line is a penguin:
name, age, height (cm), weight (kg) Louis, 7, 50, 11 Bernard, 5, 80, 13 Vincent, 9, 60, 11 Gwen, 8,
70, 15 For example: the age of Louis is 7, the weight of Gwen is 15 kg, the height of Bernard is 80
cm. What is the average height of the penguins? Options:
(A) 60 (B) 65 (C) 70 (D) 75 (E) 80
Answer: (C)
Explanation: To find the average height of the penguins, we add up all the heights (50 + 80 + 60 +
70 = 260) and divide by the total number of penguins (4), which equals 65.
GrounfTruth: (B).

Answer: C 
Explanation: Stargate is similar to
the movies listed as it includes
elements of adventure, action, and a
unique storyline. Like the other films,
Stargate also has notable characters
and takes viewers on a thrilling
journey

Answer: D  
Explanation: Tae Guk Gi The
Brotherhood of War is a war drama
film that shares thematic elements
with the other movies listed, such as
strong emotional storytelling,
historical backdrop, and deep
character development. Building
on the reasoning of the other agents,
Tae Guk Gi fits well with the
narrative style and depth seen in
movies like Forrest Gump, Pulp
Fiction, The Fugitive, and Dances
with Wolves

Agent 1

Agent 1

Answer: D 
Explanation: Tae Guk Gi The
Brotherhood of War is a war drama
film that shares thematic elements
with the other movies listed, such as
strong emotional storytelling,
historical backdrop, and deep
character development.

Answer: C  
Explanation: Building on the insights
from other agents, Stargate is a
sci-fi adventure film that incorporates
elements of action, drama, and
unique storytelling similar to the
diverse genres found in Forrest
Gump, Pulp Fiction,The Fugitive,
and Dances with Wolves. This
connection makes Stargate a more
plausible choice for a movie similar
to the listed ones.

Agent 2

Agent 2

Answer: C 
Explanation: Stargate is a sci-fi
adventure film with a mix of action
and drama, similar to the diverse
genres found in Forrest Gump, Pulp
Fiction,
The Fugitive, and Dances with
Wolves.

Answer: D  
Explanation: Tae Guk Gi The
Brotherhood of War, like the other
films listed, combines strong
emotional storytelling, historical
backdrop, and deep character
development. This war drama shares
thematic elements with Forrest
Gump, Pulp Fiction, The Fugitive,
and Dances with Wolves, making it a
more suitable choice for similarity.

Agent 3

Agent 3

The question asks for a movie similar to four different films: Forrest
Gump, Pulp Fiction, The Fugitive, and Dances with Wolves. The task is
to find a movie that shares similarities with these fourmovies. To
determine the movie that is similar to the given films, we need to
analyze the themes,genres, and storytelling styles of each option in
comparison to the four reference movies.

Explainer

 Forrest Gump is a drama film that follows the life of a man through several
decades of American history. Stargate also involves elements of adventure and
exploration, similar to Forrest Gump's journey through different periods.Pulp
Fiction is known for its nonlinear storytelling and unique narrative structure.
Stargate, while not as nonlinear, also involves elements of mystery and
intrigue that are present in Pulp Fiction.The Fugitive is a thriller that involves a
man wrongly accused of a crime who must evade capture while trying to prove
his innocence. Stargate involves elements of mystery and suspense as characters
explore an ancient alien artifact.- Dances with Wolves: Dances with Wolves is a
historical drama that explores cultural differences and relationships. Stargate also
involves cultural exploration and interaction with a different civilization, albeit in
a science fiction setting.Based on these comparisons, Stargate shares thematic
elements withall four reference movies, making it the most similar option among
the choices provided.

Analyzer

Answer: (C) Stargate

Generator

Round 1

Round 2

MAD EAG(ours)

Find a movie similar to Forrest Gump, Pulp
Fiction, The Fugitive, Dances with Wolves:
Options:(A) Dragonheart 3 The Sorcerer's Curse
(B) Chi-Raq (C) Stargate 
(D)Tae Guk Gi The Brotherhood of War

Figure 8: Case study to illustrate the differences between MAD and our EAG method.
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Table 10: Some BBH task description.

Task Name Task Description

Boolean Expressions Evaluate the truth value of a random Boolean expression consist-
ing of Boolean constants and basic Boolean operators.

Causal Judgment Given a short story, determine how a typical person would answer
a causal question about the story.

Date Understanding Given a small set of sentences about a particular date, answer the
provided question.

Geometric Shapes Given a full SVG path element containing multiple commands,
determine the geometric shape that would be generated if one
were to execute the full path element.

Hyperbaton (Adjective Ordering) Given two English-language sentences, determine the one with
the correct adjective order.

Logical Deduction Deduce the order of a sequence of objects based on the clues and
information about their spacial relationships and placements.

Movie Recommendation Given a list of movies a user might have watched and liked, rec-
ommend a new, relevant movie to the user out of the four potential
choices user might have.

Multi-Step Arithmetic Solve multi-step equations involving basic arithmetic operations
(addition, subtraction, multiplication, and division).

Navigate Given a series of navigation steps to an agent, determine whether
the agent would end up back at its initial starting point.

Object Counting Given a collection of possessions that a person has along with
their quantities, determine the number of a certain object/item
class.

Penguins in a Table Given a unique table of penguins, answer a question about the
attributes of the penguins.

Reasoning about Colored Objects Given a context, answer a simple question about the color of an
object on a surface.

Web of Lies Evaluate the truth value of a random Boolean function expressed
as a natural-language word problem.

Word Sorting Given a list of words, sort them lexicographically.
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