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Abstract

This paper explores the joint task of machine
translation and sentence compression, empha-
sizing its application in subtitle generation
for broadcast and live media for low-resource
languages and hardware. We develop CLSC
(Cross-Lingual Sentence Compression), a sys-
tem trained on openly available parallel cor-
pora organized by compression ratios, where
the target length is constrained to a fraction of
the source sentence length. We present two
training methods: 1) Multiple Models (MM),
where individual models are trained separately
for each compression ratio, and 2) a Control-
lable Model (CM), a single model per language
using a compression token to encode length
constraints. We evaluate both subtitle data and
transcriptions from the EuroParl corpus. To
accommodate low-resource settings, we con-
strain data sampling for training and show re-
sults for transcriptions in French, Hungarian,
Lithuanian, and Polish and subtitles in Alba-
nian, Basque, Malay, and Norwegian. Our
models preserve high semantic meaning and
metric evaluations for compressed contexts.

1 Introduction

Subtitles and captions are becoming increasingly
important due to the abundance of audiovisual con-
tent we produce daily. Furthermore, regulations for
universal design are continuously developing, often
requiring captions for published media, which is
especially vital for the hard of hearing (Burgstahler,
2009).

Sentence compression is a natural part of the
subtitling process, as there are strict requirements
concerning features like the on-screen visual con-
straints of the text itself (Cintas and Anderman,
2008; Corston-Oliver, 2001). These constraints are
commonly categorized as follows. First, in terms
of space, we aim for brevity, with subtitles being
one or two lines. Second, concerning time, the
goals are accurate timing and on-screen reading

Transcription (English):
Okay, Mr. Conroy, can you tell me your location?
1 don’t know. I'm in a coffin, I don’t know where.

Please help me, I'm scared.

4
Subtitle (Norwegian Bokmal):
Hvor befinner du deg? (Where are you located?)
Inni en kiste. Jeg vet ikke hvor. (Inside a coffin. I don’t know where)

Figure 1: Example of a compressed subtitle from the
movie Buried (2010). Underlined text is used for the
translation and subtitling.

time. Third, regarding presentation, subtitles must
be positioned well and not obstruct critical visual
elements. Subtitle compression is closely related
to sentence compression, the task of reducing or
summarizing the contents of a single sentence. For
cross-lingual subtitles, however, introducing trans-
lation increases complexity. Furthermore, we may
perform compression to reduce or rephrase spoken
language into subtitles. A subtitle may be as short
as an “Ok!” instead of a longer spoken utterance
such as “I agree, let’s go for it!”. Therefore, auto-
mated subtitling from a source to a target language
has requirements beyond typical translation appli-
cations, where the complete meaning behind the
text should be kept.

This paper is motivated by observations of the
compression of text and terms from English tran-
scriptions to the translated subtitles in broadcast
TV. The specific types of compression are evaluated
in the thesis by Sandvold (2019) for Norwegian,
although the same constraints are found across dif-
ferent languages (Karakanta et al., 2020).

Challenges

Figure 1 shows a compressed subtitle, used as an
example in Guidelines for good subtitling in Nor-
way (Sprakradet, 2017). Here, the reference to
“Please help me, I'm scared” is entirely omitted in
the subtitle (arguably because the scene and mul-
timodal context infer it), and the other sentences
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Compression rate

MM (single model per compression)

CM (controllable model)

Can you say where you are?

Can you say where you are?

0.5 . .
I am in a coffin, I don’t know where I am in a coffin.
0.7 Can you say where you are, Mr. Conroy? Can you say where you are?
’ I am in a coffin, I don’t know where I am in a coffin, I don’t know where
10 Can you say where you are, Mr. Conroy?  Can you tell me where you are?

Iam in a coffin, I don’t know where I am

I am in a coffin, I don’t know where

Original pre-trained

- Ok, Mr. Conroy, can you tell me where you are?
I am in a coffin, I don’t know where

Table 1: Output examples for our proposed MM and CM models for varying compression rates for the original
transcription in Figure 1. All results are back-translated from Norwegian to English.

are compressed. The same excerpt is used for Ta-
ble 1, where our proposed CLSC models CM and
MM are configured to specific compression ratios
(0.5 denotes models trained for 50% of the target
length). Compression ratios and our models are fur-
ther explained in Section 3. Automating reduction
and compression, justified due to redundancy and
upholding the constraints of subtitles, is one of the
many challenges to resolve in cross-lingual subtitle
translation. Limitations are discussed at the end.

Source: English Target: Norwegian (English)

Oh father in-law-son in-law-
bonding

Vi knytter band.
(We’re bonding.)

Hey guys before Anu gets here can I
talk about the seating situation?

Kan vi snakke om sitteplassene?
(Can we talk about the seating?)

Hey have you checked the dates on
these? They’re all expired

Disse har gatt ut pa dato.
(These have expired.)

Table 2: Examples from The Big Bang Theory data
by (Sandvold, 2019). Underlined text is used for the
translation and subtitling.

We use data from the thesis Audiovisual Trans-
lation: A Comparative Text Analysis of English
Speech and Norwegian Subtitles in The Big Bang
Theory (Sandvold, 2019) to inspect challenges with
compressed translations. This data contains man-
ually transcribed spoken English utterances and
official Norwegian subtitle pairs from season 12 of
the sitcom The Big Bang Theory (BBT). Excerpts
are found in Table 2, showcasing different forms
of compression. One of the many challenges in the
dataset is texts that rely heavily on external world
knowledge, such as cultural phrases, idioms, and
localized terms (e.g., movie titles will have their
translated versions across languages). Consider
an idiom like “It’s raining cats and dogs,” which
famously translates poorly to other languages. A
Norwegian translation is “det bgtter ned” (it’s buck-

eting down). In these cases, literal translations may
result in misunderstandings.

Contributions

We show that small and efficient models, when
trained on length-constrained data, are viable for
highly accessible cross-lingual subtitle compres-
sion. Such subtitles are suitable for, e.g., assistive
tools for subtitlers and applications for the hard of
hearing and language learners. Empirical results
are provided for OpenSubtitles data (Lison and
Tiedemann, 2016) and transcribed speeches from
the EuroParl corpus (Koehn, 2005). Finally, our
work includes many tools to access, manipulate,
and visualize parallel corpora, easily adaptable to
new sources and problems. !

Paper structure

Section 2 discusses related work on translation and
compression with a focus on subtitling. In Section
3, we introduce a system that performs both transla-
tion and compression to create subtitles, in addition
to datasets, evaluation, and modeling setup. Sec-
tion 4 presents experimental results and the degree
of compression. In Section 5 we discuss our results
and point to potential future research. Limitations
of the work are discussed at the end.

2 Related work

Challenges in audiovisual subtitling and translation
are discussed in detail in the books by Cintas et al.
(Cintas, 2013; Cintas and Anderman, 2008; Cintas
and Remael, 2020). Within natural language gen-
eration, Gupta et al. (2019) describes problem cat-
egories for automated translation of subtitles and
TV shows, some specifically for textual translation.

'Code available at https: //github.com/tollefj/CLSC
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In their findings, some of the most prominent errors
when translating from English to German, French,
and Spanish are paraphrased translations, word
structure errors, word ordering and language nu-
ances. Interestingly, 20% to 30% of the errors are
contributed by paraphrasing and are thus related to
the output length. Examples show that the machine-
translated results for German were almost double
the length of the human translations. Similar con-
clusions about the importance of word ordering
and paraphrasing were found for Dutch sentence
compression (Marsi et al., 2009).

Early work on compression and simplification of
subtitles includes the use of tagging, chunking, and
shallow parsing, in addition to systems for avoid-
ing ungrammatical sentences by techniques such
as keeping determiners and pronouns related to the
heads of noun phrases and alignment of syntac-
tic trees (Vandeghinste and Pan, 2004; Daelemans
et al., 2004). Continuing these developments, sen-
tence compression became the suggested method
to achieve shorter subtitles (Bouayad-Agha et al.,
2006; Melero et al., 2006). Marsi et al. (2009) con-
sult approaches for data-driven sentence compres-
sion, along with details on the subsequences found
in sentence compression tasks within the same lan-
guage. However, we cannot rely on subsequences
in a cross-lingual setting.

While these earlier methods for sentence com-
pression often included removing, splitting, and
merging text, we no longer need to rely on man-
ual edit operations to achieve a grammatical and
compressed sentence, as pre-trained transformer
models now excel at these tasks (Park et al., 2021).

2.1 Subtitle translation

An alternative to using subsequences or phrases
within the same language would be to employ back-
translation in parallel corpora. However, in a re-
view on multi-domain adaptation for machine trans-
lation (MT) tasks, Saunders (2022) found that using
back-translated data entirely may result in ‘transla-
tionese’ domains.

Aziz et al. (2012) studied translation and com-
pression on a selection of subtitles in TV series
from a previous edition of the OpenSubtitle cor-
pus (Tiedemann, 2012). A phrase-based statistical
MT system was developed using the Moses toolkit
(Koehn et al., 2007) for English to Portuguese to
have the translations comply with the time and
space constraints of subtitles. Their system, unfor-
tunately, is not available for reproduction.

Research on MT for subtitling is well described
by Volk et al. (2010) and Bywood et al. (2014).
Volk et al. (2010) developed a statistical machine
translation (SMT) system for Swedish to Danish
and Norwegian (used in production from 2008),
three closely related languages with similar gram-
mars but differing orthography. Similar to Aziz
et al. (2012), the system was developed using sev-
eral older software packages, and no reproducible
code is available. Bywood et al. (2014) provided
a comprehensive evaluation of statistical methods
from a collected multilingual corpus (Petukhova
et al., 2012), stating the need for quality-controlled
subtitle pairs. However, the data is no longer openly
available.

2.2 From Statistical to Neural

Recent advancements in natural language gener-
ation, including MT, have seen a shift from sta-
tistical methods to neural and transformer-based
architectures (Gehring et al., 2017; Kalchbrenner
et al., 2016; Zhao et al., 2019; Gao et al., 2022; Jau-
regi Unanue et al., 2021). Niehues (2020) explores
the ability of encoder-decoder architectures to con-
strain the generation length of translation models.
They manipulate the generation procedure of mod-
els directly by 1) restricting search space by alter-
ing the probability of the end-of-sentence token
and 2) including a length-aware modeling scheme
throughout the decoding step, requiring the target
length during training. The last step poses a prob-
lem for new data, as the target length is unknown.
Moreover, the system modifies the transformer ar-
chitecture directly instead of adding flexible layers
on top of pre-trained models.

Svensson and Troksch (2022) suggest methods
to control the length of translations for subtitles
based on models with the MarianMT architecture
(Junczys-Dowmunt et al., 2018). They find that the
length ratio of the data produces the best results
for transfer learning of sequence-to-sequence mod-
els. Their work introduces new tokens to represent
token lengths of different compression categories
(short, normal, and long) and ratios (e.g., 0.5). Our
CM approach builds upon this compression token
to increase the amount of training data (focusing on
the low-resource aspect) and normalizes the com-
pression ratio based on the relative length ratios for
different languages, described in detail in Section
3.

Perkovi¢ et al. (2023) examine the reduced out-
put of translation models by extending English
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source texts from OPUS-100 (Zhang et al., 2020a)
with data from the Paraphrase Database (Ganitke-
vitch et al., 2013), keeping the target text as-is.
Results show marginal improvements while intro-
ducing uncertainties around the quality of back-
translations.

3 Methods and Data

With our Cross-Lingual Sentence Compression
(CLSC) system, illustrated in Figure 2, we sug-
gest a simplistic and efficient approach to subtitle
compression. CLSC has two main components:
preprocessing (discussed in Section 3.1) and mod-
eling (Section 3.2). Through these components,
sentence compression becomes easily accessible
for target languages with limited access to data.

3.1 CLSC Preprocessing

Training data is sourced from the OpenSubtitles
corpus (Lison and Tiedemann, 2016; Tiedemann,
2016), a dataset of sentence-aligned subtitles span-
ning 62 languages. Unlike methods relying on data
augmentation techniques such as back-translation
(Lu et al., 2021; Svensson and Troksch, 2022;
Perkovic¢ et al., 2023), we preserve the original data
to ensure consistency and straightforward transfer-
ability across languages, including low-resource
ones.

Compression is expressed using a compression
ratio, ¢, representing the proportion of the target
text length relative to the source length. To account
for inherent length differences between languages,
we introduce a language-specific normalization fac-
tor, ovang, Which adjusts ¢ based on the average
character length per sentence of the target language
relative to the source. The normalized compression
ratio is computed as c- ajang. We evaluate a range of
compression ratios, ¢ = 0.5,0.6,0.7,0.8,0.9, 1.0,
allowing us to control compression to suit different
applications and analyze its effects in our experi-
ments.

The availability of parallel sentence pairs varies
significantly across languages and compression ra-
tios, with some ratios (e.g., ¢ = 0.5 or ¢ = 0.6)
having just a few thousand annotated pairs (see
Table 3). To limit the effects of data imbalance
between the training and evaluation of different lan-
guages, we cap the data to 250,000 pairs per com-
pression ratio, a value chosen to balance length re-
duction, translation quality, and consistency across
languages. For ratios with fewer than 250,000 pairs

Preprocessing

a N
Target Language Norm.
Factor o

language
Comp. ratios

Models

MM
Multiple Models
0.5,...,1.0

OpenSubtitles

CM
Controllable
Token Model

. J . J

Figure 2: The CLSC system. Data from a selected target
language is processed and split into subsets of varying
compression ratios. The processed data is passed to one
of the two models supported: MM or CM.

(highlighted in Table 3), we use all available data.
After sampling, the data is split into training, vali-
dation, and test sets in an 80:10:10 ratio. For evalu-
ation on EuroParl (Koehn, 2005), data is sampled
as-is, without length-based filtering or splitting.

3.2 CLSC Models

CLSC is based on the MarianMT architecture
(Junczys-Dowmunt et al., 2018), using a collec-
tion of pre-trained encoder-decoder models from
OPUS-MT (Tiedemann and Thottingal, 2020). We
implement two training methods:

Multiple Models (MM) For each compression
ratio ¢ € {0.5,0.6,0.7,0.8,0.9,1.0}, we train
a separate model. These models generate com-
pressed translations by conditioning the target se-
quence (7)) length to be lower than the length of
the source sentence (S): Tiength < Lc . SlengthJ.

Controllable Model (CM) A single model
is trained across all compression ratios, with
a compression token t. prepended to the input
(source) sequence S. CM uses the same constraints
as MM, but is trained with data for all values of c.
Thus, it allows for adjustment of compression ratio
during inference: S = [t.; S], where ¢, is set to the
string “Qc¢” (e.g. @Q0.5).

All models are based on multilingual mod-
els for specific language families where available,
denoted by the en-*family* format in Table
4. In cases where no models exist for narrower
branches of a language family, which is the case
for Albanian and Basque, we opt for monolingual
models instead of larger language families. For
multilingual models, we append language-specific
prefixes to source sequences (e.g., »fra« for
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Language Length ratio Samples (K) per compression ratio (c)

o 0.5 0.6 0.7 0.8 0.9 1.0
Hungarian 1.01 1,560 3,175 5,938 10,178 15,290 21,523
French 1.11 1,807 3,548 6,301 10,142 14,265 20,503
Polish 1.02 2,106 3,811 6,276 9,399 13,174 17,491
Norwegian 0.96 416 750 1,224 1,813 2,514 3,261
Albanian 1.05 103 196 331 528 769 1,076
Lithuanian 0.99 69 134 241 373 533 665
Malay 1.12 37 74 129 211 364 460
Basque 1.09 8 16 28 49 73 106

Table 3: Number of parallel sentences for each compression ratio (length < ¢). The length ratio is the average
character length per sentence of the target language relative to the English source (> 1 = longer sentences). The
length ratio equals the o parameter described in Section 3.1. Sample sizes below 250,000 are highlighted.

Language ISO 639 Language Family Model Name
Albanian sq (sqi) Albanoid en-sq

Basque eu (eus) Isolated en-eus
French fr (fra) Romance en-roa
Hungarian  hu (hun)  Uralic en-urj
Lithuanian 1t (lit) Baltic en-bat

Malay ms (msa) Austronesian en-map
Norwegian no (nob)  North Germanic en-gmq
Polish pl (pol) West Slavic en-zlw

Table 4: Included languages, language codes, families,
and Opus-MT model names.

French). Furthermore, the models have fewer
than 75M parameters, trainable with less than
2GB of VRAM in full precision.”> We use the
Adam optimizer (Kingma and Ba, 2017) with a
learning rate of 5 x 1075 and a linear decay with
a warmup ratio of 10%, and a batch size of 16.
Based on the findings by Svensson and Troksch
(2022), where the training beyond the initial epoch
showed marginal improvements, we train for a
single epoch.

3.3 Evaluation

Evaluation is a challenging aspect of any natural
language generation problem. We include well-
established metrics for machine translation: BLEU,
ROUGE METEOR, ChrF, and BERTScore. BLEU
(Papineni et al., 2002) calculates n-gram overlap
with a brevity penalty for a range of n (the de-
fault n = 4 is used) between the prediction and
reference texts. ROUGE-1 and -2 (Lin, 2004) are
commonly used for summarization tasks, calculat-
ing the uni- and bi-gram overlaps between texts.
METEOR (Banerjee and Lavie, 2005) uses the har-

Tested with Accelerate (Gugger et al., 2022). In a minimal
setting, the models require peak VRAM of 1.1GB with a batch
size of 1.

monized score of word matches, including their
stemmed forms and meanings, with added penal-
ties for differences in word order. ChrF (Popovi¢,
2015) is a character-level n-gram matching met-
ric, and finally, BERTScore (Zhang et al., 2020b)
uses the contextualized embeddings to calculate
cosine similarities at a token level. OpenSubtitles
evaluations for Albanian, Basque, French, Hun-
garian, Lithuanian, Malay, Norwegian, and Polish
are made on a compression ratio ¢ = 0.5 to study
how the models perform on highly compressed tar-
get sequences. The same models are evaluated on
EuroParl for French, Hungarian, Lithuanian, and
Polish. As illustrated in Figure 4, the length distri-
butions differ from the compressed OpenSubtitles.
The CLSC system is easily expanded to include
new languages supported by the evaluation data.

4 Experiments and Results

Before training on multiple languages, we studied
the effects of training on smaller data samples to set
a threshold sample size for low-resource languages.
We train our CM model on English to Norwegian
text using 250k, 100k, 25k, and 5k downsampled
datasets. Results are evaluated entirely by observa-
tions on the BBT data. Table 5 shows the results
(translated to English for readability). Results are
calculated from five bootstrap resamples of 1000
sentences. Due to space limitations, we show the re-
sults from ¢ € {0.5,0.7,1.0}.> For the in-domain
evaluation, the reported standard deviation is near
zero for all metrics, and we thus only show the
mean for simplicity. Mean and std are reported
for the out-of-domain evaluation. English equiv-
alents are provided, translated with Claude-3 and
GPT-4, and may contain errors. We conclude that

3Full results are available in the CLSC repository https:
//github.com/tollefj/CLSC
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Figure 3: OpenSubtitles sentence length distributions (character count) of English to French, Lithuanian, Hungarian,
and Polish. Compression levels: ¢ = 1.0 (top row) and ¢ = 0.5 (bottom row).

Samples c¢=0.5 c=0.7 c=1.0
5000 I wantto show Howard I wantto show Howard thatIcan I want to show Howard that I can play this
that I can play this play this game. game
game.
25000 I can play this game. I want to show Howard that Ican I soon want to show Howard that I can play
play. this game.
100000 I can play. I want to show Howard this I want to show Howard right away that I can
game. play.
250000 I want to show I want to show Howard this I want to show Howard that I can play.
Howard. game.

Table 5: Results for various sample sizes of compression levels 0.5, 0.7, and 1.0. Source: “In a minute I wanna
show Howard I can play this game” with translations backtranslated from Norwegian for readability. Subtitle (as on
TV): “I want to show that I can do it”. Note that while some outputs are purely extractive, the model is capable of

abstractive compressions .

180
150 1
120 4
90 1
60
30 1

0 T T T T
fr It hu pl

en target

Figure 4: EuroParl mean sentence lengths (character
count) of French, Lithuanian, Hungarian, and Polish.

250k samples provided a well-balanced threshold
of high-quality language and better extractions for
compression.

4.1 OpenSubtitles

The hold-out ¢ = 0.5 test set from the compressed
OpenSubtitles dataset, as described in the prepro-
cessing steps of CLSC in Section 3.1, is evaluated
to determine whether the two model types, CM
and MM, can adapt to heavily compressed condi-
tions. Results for all languages are shown in Table
6. OpenSubtitles presents challenges due to spo-

radic misalignments in parallel sentences, likely
contributing to the lower scores. Despite this, both
CLSC models outperform the baselines. Moreover,
the more flexible CM model consistently surpasses
MM across most c-values while maintaining better
control of generation length.

4.2 EuroParl

Evaluation of EuroParl data, with its closely
aligned length ratios between English and target
languages (as seen in Figure 4), enables studying
results under different conditions, where the tar-
get is not compressed. In other words, the aim is
for CLSC models near ¢ = 1.0 to perform on par
with the baseline. Only Hungarian, French, Pol-
ish, and Lithuanian are available in the EuroParl
corpus from the earlier selected languages. CLSC
results are in Table 8. The baseline models, which
do not apply compression, consistently achieve the
highest scores across all metrics but with signifi-
cantly longer output lengths. Compressed models,
e.g., at ¢ = 0.5, maintain reasonable scores in sev-
eral metrics, especially BERTScore. Thus, despite
reductions in sentence length, they preserve the se-
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Lang/Model ‘ BLEU R-1 R-2 ChrF MET BERT @
Basque

baseline 277 0.19 0.03 2435 024 0.72 | 3.18
0.5mm 4.12 026 0.05 23.64 0.29 0.76 | 2.06
0.5cm 644 0.27 0.06 2679 0.30 0.75 | 2.46
0.7vm 5.14 027 0.05 26.63 0.30 0.76 | 2.44
0.7cm 542 026 0.05 2697 0.30 0.75 | 2.60
1.0pmMm 3.08 025 0.05 2588 029 0.74 | 3.03
1.0cm 380 024 0.04 2631 0.28 0.74 | 2.90
French

baseline 397 021 0.08 2516 029 0.71 | 3.28
0.5MMm 9.05 031 0.12 2849 0.34 0.77 | 1.67
0.5cm 939 0.32 0.12 2871 0.35 0.77 | 1.65
0.7vm 630 0.28 0.11 2751 0.32 0.74 | 2.25
0.7cm 6.66 0.29 0.11 2791 0.33 0.75 | 2.17
1.0mm 4.65 0.25 0.09 26.14 031 0.73 | 2.83
1.0em 496 0.25 0.10 26.89 0.32 0.73 | 2.72
Hungarian

baseline 3.07 022 0.09 2342 026 0.69 | 3.51
0.5mm 9.32 030 0.12 2579 0.31 0.76 | 1.65
0.5cm 10.07 0.30 0.13 2597 0.32 0.76 | 1.60
0.7vm 548 0.25 0.11 2411 0.28 0.74 | 2.29
0.7cm 6.19 0.27 0.11 2493 0.29 0.75 | 2.15
1.0mMm 408 0.24 0.10 2372 0.27 0.72 | 2.88
1.0cm 452 024 0.10 2411 0.28 0.73 | 2.73
Lithuanian

baseline 242 0.17 0.05 2083 0.25 0.69 | 3.76
0.5mm 573 023 0.07 2194 0.28 0.75 | 1.89
0.5cm 759 0.26 0.08 2433 0.31 0.77 | 1.76
0.7vm 5.19 023 0.07 2296 0.28 0.74 | 2.39
0.7cm 533 024 0.08 2371 0.29 0.75 | 2.29
1.0mm 3.63 021 0.06 2212 027 0.72 | 2.88
1.0em 391 022 0.06 2256 028 0.73 | 2.77
Malay

baseline 1.18 0.14 0.02 17.10 0.22 0.71 | 3.69
0.5mMm 5.60 0.27 0.06 25.13 0.32 0.77 | 2.04
0.5cm 529 027 0.06 2629 0.32 0.77 | 2.21
0.7vm 492 026 0.06 2631 0.31 0.76 | 2.41
0.7cm 4.89 0.26 0.06 2640 0.31 0.76 | 2.48
1.0mm 338 023 0.04 2483 030 0.74 | 3.09
1.0em 398 025 0.05 2585 030 0.75 | 2.87
Norwegian

baseline 371 021 0.07 2382 027 0.71 | 3.46
0.5mm 645 0.26 0.09 2596 0.30 0.75 | 2.46
0.5cm 1047 031 0.11 27.86 0.34 0.78 | 1.76
0.7vm 5.18 0.24 0.08 2555 0.29 0.73 | 2.89
0.7cm 736 028 0.10 2695 0.31 0.76 | 2.33
1.0mm 470 0.23 0.08 25.14 0.29 0.73 | 3.11
1.0cm 5.65 025 0.09 26.11 0.30 0.74 | 2.86
Polish

baseline 359 0.19 0.07 22.01 025 0.71 | 3.06
0.5mMm 735 024 010 23.16 0.28 0.75 | 1.88
0.5cm 725 025 0.10 2338 0.29 0.75 | 1.88
0.7mm 4.87 022 0.09 2276 0.27 0.73 | 2.41
0.7cm 5.09 023 0.09 2275 0.27 0.74 | 2.35
1.0mMm 4.07 0.20 0.08 22.61 0.26 0.72 | 2.80
1.0em 433 021 0.08 2270 0.26 0.73 | 2.69
Albanian

baseline 339 021 0.07 21.81 027 0.71 | 3.50
0.5mMm 6.85 0.30 0.10 2448 0.33 0.77 | 2.11
0.5cm 696 0.31 0.11 2535 0.33 0.77 | 2.20
0.7vm 6.01 0.29 0.11 2490 0.32 0.75 | 2.51
0.7cm 5.62 029 0.10 2439 0.32 0.75 | 2.58
1.0mm 437 025 0.09 2325 0.29 0.73 | 2.98
1.0cm 470 0.26 0.09 23.89 0.30 0.74 | 2.87

Table 6: CLSC results for OpenSubtitles testing data.
Subscripts indicate model types. The highest scores for
each language/model setup are highlighted. Observe
the length ratio « for the varying compression ratios ¢

compared to the baseline.

source

target

baseline

0.5cm

English-French (OpenSubtitles)

Now, look here. I never was one to spoil a
good time... but enough’s enough. That’s what
I say...

Je suis pas rabat-joie... mais ¢a suffit !

(I'm not a killjoy... but that’s enough!)

Je n’ai jamais été 1’un pour gacher un bon mo-
ment... mais c’est assez, c’est ce que je dis...
(I’ve never been one to spoil a good time... but
that’s enough, that’s what I say...)

Je n’ai jamais gAché un bon moment, mais ¢a
suffit.

(I’'ve never spoiled a good time, but that’s
enough.)

source

target
baseline

0.5cm

English-Lithuanian (OpenSubtitles)

Like why do I have to be in camouflage? So
the big bad quail doesn’t see me?

Ateinu!

(I’m coming!)

Kodél as turiu buti kamuflaze?

(Why do I have to be in camouflage?)
Tai didysis putpelis mangs nemato?
(So the big quail doesn’t see me?)

source

target

baseline

0.5cm

English-French (EuroParl)
We have to get information.

Nous sommes tenus de recueillir des informa-
tions.

(We are required to gather information.)

Nous devons obtenir de I’information.

(We must obtain information.)

On doit en savoir.

(We need to know about it.)

source

target

baseline

0.5¢cm

English-Lithuanian (EuroParl)

However, naturally, other measures are re-
quired now.

Taciau suprantama, kad Siuo metu reikalingos
kitos priemonés.

(However, it is understood that other measures
are needed now.)

Taciau savaime suprantama, kad dabar reikia
imtis kity priemoniy.

(However, it goes without saying that other
measures must now be taken.)

Taciau dabar reikia imtis kity priemoniy.
(However, other measures must now be taken.)

Table 7: Excerpts from OpenSubtitles and EuroParl
for French and Lithuanian with baseline and CLSC

CM translations with ¢ = 0.5. Several samples in
the OpenSubtitles datasets have misalignment prob-
lems. See the highlighted English-Lithuanian example
— “Ateinu!”. The French example shows a requirement
to infer phrases such as “killjoy” based on the longer

description of “one to spoil a good time”.
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mantic information verified upon inspection (see
Table 7, with full results in the provided code).

5 Discussion and Future Work

Subtitle quality relies on numerous factors such
as on-screen context, speaker personality, and lan-
guage (Cintas and Anderman, 2008). However, our
results demonstrate that smaller models, trained on
minimal data, can deliver acceptable translations
and compressions across languages in a mapping
between source and target. From examples in Ta-
ble 7, we highlight text that is difficult for an auto-
mated system of this kind, where the term “killjoy”
is being used to describe one that “does not want
to spoil a good time” in the shorter sentence. In
cases where the target language does not have an
appropriate equivalent, these kinds of inferences
become difficult. Moreover, the Lithuanian target
“Ateinu!” is entirely misaligned with its source text
“Like why do I have to be in camouflage? So the
big bad quail doesn’t see me?”. See more examples
in Table 9 from the validation set of OpenSubtitles
data with ¢ = 0.5.

Original English Norwegian

Det blir alltid...
(It always becomes...)

I should never have stayed in a
client’s house.

] Hva?
9 ’ ?
Our opportunity? How’s that? (What?)
] Kom ut!
|
That is totally unexceptable! (Come out!)
Ja, visst.

- 9
Oh, isn’t that something? (Yes, indeed.)

Forsvinn, Jack.

. . L
Keep a safe distance from him! (Go away, Jack.)

Didn’t I tell you that?

Ja.

You don’t have to do that, kid. - (Yes.)

Right.

Table 9: Examples of misalignment in English—
Norwegian subtitle pairs (including back-translations)
in the OpenSubtitles validation set with ¢ = 0.5.

Future experiments should consider post-
alignment, such as applying sentence similarity
or relatedness. However, the immediate problem is
that shorter sentences, by definition, omit parts of
the source and will typically receive lower similar-
ity scores, thus resulting in considerably reduced
data sizes. In the EuroParl evaluation (Table 8),
French maintained high quality at low compression
levels, while Hungarian and Polish showed degra-
dation. Polish’s baseline model generated longer
texts (o = 1.5), but the ¢ = 0.5-models (both MM

and CM) halved this length effectively. Lithuanian
proved more challenging to compress. These obser-
vations are interesting for future implementations
to study specific languages in-depth.

We argue that BERTScore best aligns with sub-
title quality and suggest that future work should
evaluate metrics as a function of generation length
to promote fair comparisons in compression and
paraphrasing tasks, as we can observe for ROUGE-
scores in the work by Schumann et al. (2020).

Concluding Remarks. This study explores sen-
tence translation and compression with minimal
resources, finding that controllable models are ade-
quate for adjustable compression, avoiding mul-
tiple trained models. Though we observe high
quality upon manual inspection, current metrics
cannot fully capture this. Future work will involve
more extensive experiments, going in-depth into
specific languages to study the potential for im-
proved metrics better aligned with human judg-
ment. Code and all evaluation results are available
at https://github.com/tollefj/CLSC.

Limitations

CLSC does not directly support low-resource lan-
guages outside the OpenSubtitles corpus, requir-
ing minor modifications for new data sources. The
OpenSubtitles dataset contains several cases of mis-
alignment between the target and source language,
making it challenging to map source sentences di-
rectly to shorter target sentences without additional
context. Finally, the metrics BLEU, ROUGE, ChrF,
and METEOR fail to correctly evaluate compressed
and translated outputs where interchanging words
and phrases may be desired. These metrics focus
on surface-level n-gram or token similarity, not
capturing how well the outputs preserve meaning,
as metrics like BERTScore aim to resolve.
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Lang/Model‘ BLEU ROUGE-1 ROUGE-2 ChrF  METEOR BERTScore ‘ Length ratio o

French

baseline 39.75 (0.45) 0.67 (0.00) 0.50 (0.00) 66.67 (0.38) 0.64 (0.00) 0.88 (0.00) 1.20 (0.06)
0.5Mm 30.40 (0.67) 0.59 (0.01) 0.42(0.01) 54.11(0.53) 0.49(0.00) 0.85 (0.00) 0.76 (0.00)
0.5cm 33.28 (0.51) 0.60 (0.00) 0.43 (0.00) 57.65(0.29) 0.52(0.00) 0.86 (0.00) 0.80 (0.01)
0.7vm 37.76 (0.52) 0.65(0.00) 0.47(0.00) 62.32(0.41) 0.59(0.01) 0.88 (0.00) 0.93 (0.00)
0.7cm 37.91(0.51) 0.65(0.01) 0.47(0.00) 62.55(0.33) 0.59(0.00) 0.87 (0.00) 0.93 (0.00)
1.0mm 39.82 (0.67) 0.67 (0.00) 0.49 (0.00) 65.58 (0.57) 0.63 (0.00) 0.88 (0.00) 1.04 (0.00)
1.0cMm 39.75 (0.63) 0.67 (0.00) 0.49 (0.00) 64.55(0.48) 0.62(0.00) 0.88 (0.00) 1.01 (0.00)
Hungarian

baseline 34.12 (0.98) 0.69 (0.01) 0.50 (0.00) 64.60 (0.54) 0.61 (0.01) 0.88 (0.00) 1.05 (0.01)
0.5MMm 20.79 (0.65) 0.55(0.00) 0.39(0.00) 46.19 (0.55) 0.42(0.01) 0.83 (0.00) 0.64 (0.01)
0.5cm 18.66 (0.58) 0.52 (0.00) 0.36 (0.00) 43.95(0.32) 0.39(0.01) 0.82 (0.00) 0.60 (0.01)
0.7vMm 30.02 (0.73) 0.65(0.00) 0.47 (0.01) 58.83(0.46) 0.55(0.01) 0.87 (0.00) 0.87 (0.00)
0.7cm 28.25(0.77) 0.64(0.00) 0.45(0.00) 57.15(0.43) 0.53(0.01) 0.86 (0.00) 0.84 (0.01)
1.0Mmm 33.49(0.87) 0.68(0.01) 0.49(0.01) 63.12(0.49) 0.60(0.01) 0.88 (0.00) 0.99 (0.00)
1.0cMm 32.42(0.92) 0.68 (0.00) 0.49(0.00) 62.04(0.45) 0.59(0.01) 0.88 (0.00) 0.96 (0.00)
Lithuanian

baseline 33.67 (0.91) 0.62(0.01) 0.42(0.01) 65.13(0.56) 0.60 (0.01) 0.87 (0.00) 1.06 (0.02)
0.5mMm 30.78 (0.81) 0.58 (0.01) 0.38(0.01) 59.56(0.61) 0.53(0.01) 0.86 (0.00) 0.90 (0.01)
0.5cm 26.54 (0.87) 0.53(0.01) 0.33(0.01) 55.62(0.61) 0.47(0.01) 0.84 (0.00) 0.81 (0.01)
0.7vm 30.01 (0.94) 0.58(0.01) 0.38(0.01) 59.32(0.70) 0.54(0.01) 0.86 (0.00) 0.90 (0.01)
0.7cm 29.83 (0.87) 0.58(0.01) 0.37(0.01) 59.82(0.59) 0.54(0.01) 0.86 (0.00) 0.93 (0.01)
1.0mm 31.90 (0.55) 0.60(0.01) 0.39(0.01) 62.43(0.45) 0.57(0.01) 0.87 (0.00) 1.00 (0.02)
1.0cm 31.26 (0.82) 0.60(0.01) 0.39(0.01) 61.61(0.60) 0.56(0.01) 0.86 (0.00) 0.99 (0.01)
Polish

baseline 12.28 (0.66) 0.44 (0.00) 0.24 (0.00) 48.84 (0.71) 0.44 (0.00) 0.80 (0.00) 1.51 (0.09)
0.5Mm 18.46 (0.58) 0.48 (0.00) 0.27 (0.00) 44.59 (0.41) 0.41(0.00) 0.83 (0.00) 0.75 (0.00)
0.5cm 21.37(0.52) 0.50(0.00) 0.29 (0.01) 48.79 (0.55) 0.43(0.00) 0.83 (0.00) 0.77 (0.01)
0.7vm 22.31(0.52) 0.53(0.00) 0.31(0.01) 51.11(0.40) 0.47 (0.00) 0.85 (0.00) 0.88 (0.00)
0.7cm 23.93(0.58) 0.54 (0.00) 0.33(0.00) 52.52(0.42) 0.49(0.00) 0.85 (0.00) 0.88 (0.00)
1.0mm 26.17 (0.46) 0.57 (0.00) 0.34 (0.00) 55.80(0.33) 0.52 (0.00) 0.86 (0.00) 0.97 (0.00)
1.0cm 26.05 (0.38) 0.56 (0.00) 0.34 (0.00) 55.11(0.35) 0.52(0.01) 0.86 (0.00) 0.95 (0.00)

Table 8: CLSC results on EuroParl. Subscripts indicate model types. Reported mean and standard deviation (in
parentheses) over five bootstrap resamples of 1000 sentences. We remind the reader that the sampled sentences are
not filtered by length, and thus, we expect the baseline models to score higher. Observe the Length specifically;
compared to metric evaluations, the lower compression models can uphold high scores compared to the output size.
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