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Abstract

Recent works have successfully applied Large
Language Models (LLMs) to function model-
ing tasks. However, the reasons behind this suc-
cess remain unclear. In this work, we propose a
new evaluation framework to comprehensively
assess LLMs’ function modeling abilities. By
adopting a Bayesian perspective of function
modeling, we discover that LLMs are relatively
weak in understanding patterns in raw data, but
excel at utilizing prior knowledge about the do-
main to develop a strong understanding of the
underlying function. Our findings offer new
insights about the strengths and limitations of
LLMs in the context of function modeling.

1 Introduction

Large Language Models (LLMs) have revolution-
ized domains that can be formulated in a sim-
ple text-in-text-out format (Raffel et al., 2020;
Brown et al., 2020). This includes a wide array of
tasks from a helpful chatbot (Achiam et al., 2023),
code assistant (Roziere et al., 2023), math theo-
rem provers (Trinh et al., 2024), to an automated
scientist (Lu et al., 2024).

Given the well-established performance charac-
teristics of LLMs in a wide range of reasoning
tasks (Achiam et al., 2023; Bubeck et al., 2023; Si
etal., 2024; Lu et al., 2024), there has been growing
interest in exploring their application on real-world
prediction tasks i.e., as a regression system (Liang
et al., 2022; Zheng et al., 2023; Roberts et al.,
2023; Yu et al., 2023; Xiao et al., 2024). These
approaches typically convert numerical data into
tokens that can be processed by an LLM, which
then predicts numerical targets for a query point
conditioned on the task description and the pro-
vided in-context examples.

Prominent examples of using LLMs for func-
tion approximation include predicting velocities
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Figure 1: A motivating example. When making predic-
tions, a model focusing only on raw data may interpret
the underlying function as a linear one. However, when
domain information is specified (i.e., the trajectory of
a cannonball), the model can take into account physi-
cal laws for more accurate modeling of the trajectory.
Given the vast amount of knowledge gathered during
pretraining, LLMs can integrate domain knowledge they
possess to generate more accurate predictions. We are
interested in separately evaluating LLMs’ ability of un-
derstanding raw data patterns and the ability of utilizing
domain knowledge in function modelling tasks.

in robotics (Liang et al., 2022), predicting the
accuracy of models with different configurations
for architecture search (Zheng et al., 2023), di-
rectly predicting elevation given geospatial coordi-
nates (Roberts et al., 2023), or even direct forecast-
ing of time-series data (Yu et al., 2023; Requeima
et al., 2024). Compared to conventional machine
learning approaches, one immediate advantage of
this LLM-based prediction paradigm is the natural
ability to condition the model output on arbitrary
side information (including detailed task descrip-
tion) provided in the form of natural language. This
side information enables the language model to cap-
ture the underlying function accurately based on
the rich prior knowledge it acquired in pretraining.

Despite the reported successes of LLMs in func-
tion modeling tasks, the underlying reasons for this
performance remain poorly understood. Our work
focuses on two key questions: (i) can LLMs re-
ally comprehend patterns in raw data?, and (ii) to
what extent can LLMs integrate and utilize domain-
specific knowledge in function modeling? As il-
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lustrated in Fig. 1, domain knowledge can shape
a strong prior for the underlying function and sig-
nificantly affect prediction. Addressing these ques-
tions is crucial for the reliable and effective use of
LLMs in real-world prediction tasks.

In order to help shed light on these questions, we
present a novel evaluation framework for compre-
hensively assessing LLMs’ function modeling ca-
pabilities. Our framework is inspired by principles
from Bayesian machine learning, where we sep-
arate LLMs’ function modeling abilities into two
components: their ability to recognize patterns in
raw data D (corresponding to the quality of the like-
lihood p(D|f), where f is the function to model)
and their ability to incorporate domain knowledge
possesses by the LLM (corresponding to the quality
of the posterior p(f|D) o p(D|f)p(f), with p(f)
the prior shaped by LLMs’ domain knowledge).
With this framework, we are able to pinpoint the
strengths and weaknesses of state-of-the-art LLMs
in function modeling tasks. Our contributions are:

* We propose a novel evaluation framework to com-
prehensively assess LLMs’ function modeling
capabilities, disentangling their ability to under-
stand data patterns from their ability to incorpo-
rate prior domain knowledge.

* We evaluate the performance of state-of-the-art
LLMs (e.g., GPT-4) on both synthetic and real-
world prediction tasks, highlighting their strength
and weaknesses as function approximators.

2 Background and Related Work

2.1 Large language models

Large Language Models (LLMs) are probabilistic
models trained to predict the probability distribu-
tion over the next token conditioned on previous
tokens (Radford et al., 2018) i.e.,

LLMy (w1, ..., wy; 0) := p(wppi|wi, ...,wy) (1)

Outputs from the model are generated via auto-
regressive sampling of the next token wg4; ~
po(wi41|wy, ..., wy) conditioned on all the previ-
ous tokens (Radford et al., 2018). After training on
massive datasets spanning trillions of tokens, the
model acquires a vast amount of knowledge and
reasoning capabilities (Bubeck et al., 2023; Dubey
et al., 2024). This knowledge can be leveraged
by the model for better function modeling e.g., by
taking physical constraints into account when mod-
eling a physical phenomenon (see Fig. 1).

2.2 LLMs as functional predictors

Given a prompt ¢ describing the prediction task,
systems that use LL.Ms to make prediction can be
mathematically described as follows:

g(x;t, D) := EXTRACT (arg max p(s|z,t,D))
S
2

where p is modeled via the language model LLMy,
x is the query datapoint, ¢ is the task description,
D is the data used for in-context learning, and
EXTRACT(-) extracts the prediction ¢ from the gen-
erated sequence s '. Note that the in-context learn-
ing data can also be empty i.e., D = &.

Prior work applying LLMs in different function
modeling tasks can be seen as different instantia-
tions of the same prediction framework. Liang et al.
(2022) used LLMs to convert context-dependent
terms such as ‘more‘ or ‘less to exact velocity
values. This can be seen as modeling the func-
tion between the terms and the velocity. Zheng
et al. (2023) used GPT-4 to predict the accuracy of
models with different configurations as a more effi-
cient architecture search scheme, which can be seen
as modeling the function behind hyperparameter
configurations and accuracy. GPT4Geo (Roberts
et al., 2023) attempted to leverage GPT-4 to di-
rectly predict elevation given geospatial coordi-
nates, thereby also modeling a real-world function.
Yu et al. (2023) evaluated the capabilities of LLMs
to directly forecast financial time series. Similarly,
Gruver et al. (2023) used LLMs to directly fore-
cast time-series values while demonstrating their
capability to model distributions. Requeima et al.
(2024) introduced the idea of LLM Processes and
applied LLM to a number of different time-series
prediction tasks by conditioning on additional side
information. Qin et al. (2023) conducted a com-
prehensive empirical assessment of GPT-4’s capa-
bilities across a spectrum of arithmetic reasoning
tasks. Bubeck et al. (2023) also presented an ex-
ample of function modeling tasks by evaluating the
capabilities of GPT-4 in solving math riddles.

Unlike prior work that applied language mod-
els to novel function modeling tasks, we instead
attempt to understand the reasons for their success
by using a Bayesian evaluation framework, where
we disentangle the language model’s function mod-
eling capabilities into two fundamental aspects.

' A regular expression parser can be sufficient in most cases,
which requires the outputs of LLM to satisfy a certain format.
This can be enforced by specifying it in the task description ¢.
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Similar in spirit to our work, McCoy et al. (2024)
also adapted a Bayesian perspective in studying
LLMs’ reasoning capabilities. However, unlike
their work which used Bayesian principle to eval-
uate the impact of the occurrence of training data
in purely numeric reasoning tasks, we use it to
study the impact of LLM’s prior domain knowl-
edge when applied to real-world function modeling
tasks. Furthermore, McCoy et al. (2024) did not
consider the learning of functions from provided
data — a task central to our work.

3 A Bayesian Evaluation Framework

Function modeling as Bayesian inference. We
begin by framing the task of real-world function
modeling as performing Bayesian inference in func-
tional space (Ghahramani, 2015):

p(f|D) < p(D|f)p(f) 3)

where D is the data, p(D|f) is the likelihood func-
tion that measures to what extent a function f
matches with the data, and p(f) is the prior over f.
Both p(D|f) and p(f) are important for accurate
modeling of the function. For example, a linear
function fiinesr that accurately describes the trajec-
tory of a ball in Fig. 1 may attain a high value of
likelihood p(D| f), yet a good prior p( f) based on
physics would identify that a quadratic function
fquadratic 18 indeed more plausible, given context
information about the task.

Motivated by this Bayesian view of function
modelling, we propose to factorize LLMs’ function
modeling capabilities into two key aspects:

* The ability to understand the patterns present in
raw data. This corresponds to the quality of the
likelihood function p(D|f) in Eq. 3.

* The ability to incorporate domain knowledge in
order to better estimate the underlying function.
This corresponds to the quality of the posterior
p(f|D) over the function in Eq. 3, with p(f) be-
ing the prior shaped by the domain knowledge
acquired by the LLM during pretraining.

The prior p(f) itself can be viewed as a posterior
over f after seeing the massive data Dyep on inter-
net during LLM pretraining: p(f) = p(f|Dweb)-

Evaluation objectives. We are interested in sep-
arately evaluating the aforementioned two capabili-
ties of language models in function modeling tasks.

This separate evaluation, supported by our tech-
niques detailed below, enable us to understand dif-
ferent aspects of the language model’s capabilities.
Here, we assess them by the prediction accuracy
ACC of the language model on the test set Dyegt:

ACC(D,t) = By apiey [ 102 D, 1) = 9] (4)

By carefully specifying the data D and the prompt
t, we can either utilize or disregard domain knowl-
edge provided by the language model during pre-
diction, leading to the isolated evaluation of the
aforementioned two capabilities of the model.

3.1 Evaluating the ability to understand raw
data patterns

In this section, we develop techniques for evaluat-
ing the quality of the ability of LLM to understand
the patterns in raw data. The key to this evaluation
is to remove the influence of the prior p(f), where
we ensure that no domain knowledge can be uti-
lized by the LLM in its prediction. We realize this
through two important operations applied to the
prompts: NUMERIZE(-) and DECONTEXTUALIZE(-).

Numerizing data. We first remove any informa-
tion about domain by turning each data x in the
original data D, which is potentially in verbal form,
into purely numerical values:

& < NUMERIZE(x), Vx €D

where NUMERIZE : S — RY is an operation that
to map a sentence s € S from the sentence space
S to a real-valued vector. For example, the sen-
tence ‘{education=PhD, age=33}" describing the
features of an individual will be transformed to a
datum z = {1.0,0.33}. Here, the values z; are
normalized, so that z; € [0,1]. Normalization is
introduced to avoid a LLLM from inferring the se-
mantic meaning of features according to their scale,
range, and distribution?. Note that a similar oper-
ation is usually applied before feeding data into
classical machine learning approaches due to their
inherent inability to condition on arbitrary text.

Decontextualizing task description. Another
operation is to remove any information about the
domain or the context from the task description ¢:

t < DECONTEXTUALIZE(t)

%As an example, consider 21 to encode the age of individ-
uals. After observing a large number of values of z1 in D, a
powerful LLM may infer that this feature corresponds to the
age from the distribution and the range of the feature values.
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Prompts for evaluating p(D|f)

(case w/o domain knowledge)

[Task description t]: Below you are asked to
perform a classification task. In this task,
you will be given some numerical features,
and your task is to predict the class (@ or
1) given the features. An intuitive guess
rather than an accurate estimate is enough.

Below are a few examples that you can learn
from. Your prediction is based on them.

[Data DJ:
example 1, features: [1.0, 0.33], class @
example 2, features: [0.4, 0.24], class 1

Now predict the class for the data below:

example x, features: [0.6, ©0.55], class=?

\

Prompts for evaluating p(f|D)

(case w/ domain knowledge)

[Task description t]: Below you are asked to
predict whether the individual has a high
income given some features that describe
the individual’s info. An intuitive guess
rather than an accurate estimate is enough.

In this process, please actively utilize any
domain knowledge you know about the task :

Below are a few examples that you can learn
from. Your prediction is based on them.

[Data DJ:
case 1, education=PhD, age=33, high income
case 2, education=B.A, age=24, low income

Now predict the income for the case below:

case x, education=MSc, age=55, income=?

Figure 2: Example prompt configurations for evaluating the quality of the likelihood p(D|f) and the posterior
p(f|D) encoded by the LLM in a function modeling task. When evaluating the posterior, a prompt (highlighted in
color ' gray ) is used to explicitly encourage the LLM to make use of domain knowledge regarding the task.

where DECONTEXTUALIZE : § — & is an oper-
ation to rewrite the task description. For exam-
ple, consider the original task description in the
ball trajectory prediction example where ¢ can be
something like ‘we would like to predict the tra-
jectory of a ball given its past trajectory’. The
DECONTEXTUALIZE function rewrites this task de-
scription as ‘this is a regression task where we pre-
dict y from x given some training data’, stripping
away any possible cues to leak domain information.

3.2 Evaluating the ability to incorporate
domain knowledge

In this section, we focus on techniques for evalu-
ating the ability of LLM to incorporate domain
knowledge in function modeling tasks. Unlike
the previous case where we remove the impact of
prior, here we aim to emphasize the influence of
the prior p( f), which represents the domain knowl-
edge the LLM holds. We achieve this by two oper-
ations applied to the prompts: VERBALIZE(-) and
CONTEXUALIZE(-).

Verbalizing data. Our first operation corre-

sponds to rewriting each data = in the original

dataset D by ‘verbalizing’ it:
& < VERBALIZE(x), Vxe€ D

where VERBALIZE : S — S: is a function trans-
forms all numerical features in the original data to

its natural language-based representation. During
this process, the semantic meaning of each fea-
ture will also be clearly indicated if they are not
specified in the original data. For example, the sen-
tence s=‘{1, married’, 27}" will be rewritten as
s'=*{Gender=Female, Marriage status="married’,
Age=27} to better convey the context of the data.
This operation can be seen as the reverse operation
of the previous NUMERIZE(-) operation.

Amplifying the impact of prior. Our second op-
eration is to add context information to the task
description as well as explicitly prompting the
LLM to actively make use of any prior knowledge.
Specifically, we rewrite the task description ¢ as:

t < (CONTEXUALIZE(t), h)

where CONTEXUALIZE(-): S — S is a function
that adds context information of the task (e.g. do-
main, explanation of features, data source, etc.) and
h € § is an additional ‘hinting’ prompt concate-
nated to the contexualized prompt. This hinting
prompt h is to trigger LLLM to explicitly rely on
domain knowledge it possesses when making pre-
diction. One instance of A is ‘during the process,
please actively make use of any domain knowledge
or prior information you know about [keywords]
and incorporate it with the patterns you see from
the data.’, with [keywords] being the name of the
domain e.g., law, physics, finance, medicine, etc.
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Figure 3: Basic evaluations of function modeling using 25 training points, where we compare LLM performance (in
particular GPT-4) with a 4-layer MLP with 64 hidden units. The MSE indicates direct prediction performance.

4 Experiments

In this section, we evaluate the function modeling
capabilities of LLMs in both synthetic and real-
world tasks. We mainly focus on GPT-4 for our
experiments, which was the most capable model
during our evaluations, though our evaluation can
fully be adapted to any other more recent models.

4.1 Synthetic data

Setup. We first focus on evaluating LLMs’ ability
to understand patterns in raw data, where no do-
main knowledge is available. Here, we consider 10
types of commonly seen 1D functions. For each of
these functions, we generate a total of 25 samples
D = {(zi,y:)}?2,. We ask the language model
to make predictions for different query points z’
conditioned on the training examples.

Main results. In Fig. 3, we compare the perfor-
mance of an LLM with that of a simple MLP. We
find that while LLLMs can approximately capture
function shape in most cases, they struggle to pro-
vide smooth and accurate predictions generated
by MLPs. This difference is further evidenced
by the reported MSE values. A closer examina-
tion reveals that while LLMs can model simple
functions such as linear and quadratic functions
accurately, they struggle in modeling more com-
plex functions such as periodic functions (Fig. 3d)
or composite functions (Fig. 3j). This highlights
that language models struggle to model functions
directly from raw data (except in the simplest of
cases), which might be under-represented in the
pretraining dataset (McCoy et al., 2024). Such in-
ability may also be attributed to the tokenization
process in LL.Ms (Spathis and Kawsar, 2024).

4.2 Income prediction

Setup. We next consider a prediction task in
social-economical study. The task here is to ask
LLM to predict the income of an individual in the
US given their personal information. The data = in
this task consists of 13 features =z = {z1, ..., z13}
describing e.g. the age, occupation and education
of the individual, and is taken from the UCI Adult
dataset (Becker and Kohavi, 1996). The binary
target y € {0, 1} to predict is the income level of
the individual (low v.s. high). Here the underlying
function f : R*® — {0, 1} is multi-dimensional.

Since UCI Adult is a widely used dataset, a LLM
may have seen this data during pre-training (Oren
et al.). To reduce the impact of potential test set
memorization, which may lead to inaccurate eval-
uation of the language model’s true function mod-
eling capabilities, we modify the original dataset.
Specifically, we (a) change the names of features
(e.g. ‘education’ — ‘degree’); (b) change feature
values and scales by adding noise to the age fea-
ture and simplifying marital status to be binary; (c)
replace features with equivalent counterparts e.g.
‘hours per week” — ‘hours per day’; (d) merge fea-
tures such as merging capital gain/capital loss into
capital net gain. This results in a new dataset that
is not directly seen by the language model.

A total number of n = 100 samples are used for
in-context learning.

Main results. In Table 1, we compare the predic-
tive performance of LLM between the case when
there is only raw data (denoted as LLM w/o do-
main) and the case when both the data and the
domain information are provided (denoted as LLM
w/ domain). We also highlight the performance
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Table 1: Income prediction: comparison of direction prediction performance of GPT-4 when w/ and w/o domain
knowledge. The performance of a 4-layer MLP with 500 units trained with n samples is also shown as reference.

LLM w/o domain LLM w/ domain MLP (n = 10?)

MLP (n = 10%)

test accuracy (%) 62.6 + 0.61

79.4 £0.83

73.9 £ 0.45 82.0 £0.52

of an MLP trained on the same data for reference.
Our findings can be summarized as:

* Raw data only: The language model struggles
to make accurate predictions in this case, as ev-
ident by the significant gap in performance as
compared to the MLP. This highlights the dif-
ficulty in modeling complex multi-dimensional
relationships just based on raw data using a lan-
guage model. These results are consistent with
our findings on the synthetic dataset.

» With additional domain knowledge: The perfor-
mance of the language model conditioned on the
domain knowledge improves significantly, which
is on par with an MLP trained on two orders of
magnitude more data.

The gap between the two cases highlights LLMs’
efficacy in incorporating prior knowledge to up-
date their understanding of the underlying function,
compensating for their limitations in processing
raw patterns. The results also underscore LLM’s
potential in small data regimes, where domain pri-
ors provide valuable compensation for limited data.

Further analysis. In addition to comparing pre-
diction accuracy, we further employ two evaluation
methods: prediction interpretation and feature se-
lection to gain further insight into the differences in
the model’s interpretation of the underlying func-
tion f with and without domain knowledge.

In prediction interpretation, we ask the language
model to output the rules used in prediction®. These
rules reflect the language model’s understanding
of the underlying functions. Table 2 summarizes
the rules for cases with and without domain knowl-
edge respectively. Comparing the two sets of rules,
we discover that when domain knowledge is avail-
able, LLM tends to make use of robust features
that align well with common sense, whereas when
there is no domain knowledge, it relies more on
spurious features that may only be predictive for

3This is similar in spirit to interpretability derived from
chain-of-thought traces (Wei et al., 2022). Note that these
explanations could be misaligned with the actual rules used by
the model (Madsen et al., 2024) due to well-known problems
regarding language model hallucination (Huang et al., 2023).

the provided in-context examples. This difference
again highlights that state-of-the-art LLMs such as
GPT-4 can effectively utilize domain knowledge to
improve their function modeling capabilities.

In feature selection, we ask LLM to find the top-
k features X’ C X which together as a whole are
most informative about the target Y:

I(X"Y) 5)

max
X X/CX,| X! |=k

where I(-; -) denotes mutual information. To select
good features, one needs to understand both (a)
the individual contribution of each feature to the
underlying function and (b) how features interact
with each other (e.g., synergy effects, redundancy,
etc.). As such, this serves as a useful proxy for
evaluating LLMs’ function modeling capabilities.
Table 3 summarizes the results. Leveraging its do-
main knowledge, GPT-4 is able to select a subset
of features that closely matches the output of state-
of-the-art feature selection methods (Yamada et al.,
2020), while being two orders of magnitude more
data efficient. In contrast, when relying solely on
raw data, the model selects a poor set of features.
These results highlight the impact of domain knowl-
edge on LLLM’s function modeling process.

4.3 CO; emission level modeling

Setup. We further consider a function modeling
task in climate science. In this task, we would like
to ask LLM to predict the CO2 concentration level
y € R given the time = € (1975, 2000). The data
is collected in the Mauna Loa Observatory (Carbon
Dioxide Research Group, 2004). The underlying
function f : R — R is one-dimensional.

In order to reduce the impact of potential test
set memorization (Oren et al.), we similarly em-
ploy techniques to update the dataset, including (a)
hiding the information about the exact observatory
that this data was collected from; (b) add random
Gaussian noise € ~ N(¢;1,1072) to the measure-
ments; and (c) shift the data by 1 unit, creating an
unseen dataset.

We use data up to year 1980 as our training set
(used via in-context learning), and use the data
between year 1990 and year 1992 as our test set.
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Table 2: Income prediction: Comparing the main prediction rules GPT-4 found when w and w/o domain knowledge.

Rules found w/o domain

Rules found w/ domain

1 If feature @ (age) and feature 2 (representative

People who have higher education (Masters,

weight) are greater than 1, the sample is likely Doctorate, Bachelors) tend to have higher
to be within class 1 (high income). income.
2 Higher values of feature 2 (representative Individuals with ’Married-civ-spouse’ marital

weight) often correspond to Class 1,

@ (low income).

while
values around @ seem more correlated with Class

status are more correlated to higher income
than individuals who are ’Never-married’ or
’Divorced’.

3 If feature 8 (gender) is @ and feature 0 (age)

is below 0.5, the sample is likely Class 1.

Occupation such as ’Exec-managerial’ and
’Prof-specialty’ are better paid.

Table 3: Income prediction: Comparing the features selected by GPT-4 and that by state-of-the-art feature selection
method. Accuracy is measured by an MLP trained using 10* samples with the selected features on the test set.

LLM w/o domain LLM w/ domain (Yamada et al., 2020)
(n = 10%) (n = 10?%) (n = 10%)
top 5 features {gender, representative { , {
weight, age, occupation,
, ethnicity} } }
test accuracy (%) 76.22 £0.56 82.63 +0.40 82.95 +£0.38

Main results. In Fig. 4a, we compare the predic-
tive performance of LLM on the test set between
cases when there is only raw data (denoted as LLM
w/o domain) and the case when both the data and
the domain information are provided (denoted as
LLM w/ domain). For reference, we also show the
performance of a Gaussian process (GP) trained
with the same data in Fig. 4b with an expert-chosen
kernel taken from (Williams and Rasmussen, 2006).
Consistent with prior results, domain knowledge
plays a critical role in transforming a language
model into an accurate functional approximator.
To summarize:

* Raw data only: When provided only with raw
data, the model struggles to correctly model the
concentration level. Specifically, it not only un-
derestimates the CO9 concentration level but also
incorrectly models the frequency of the seasonal
pattern, significantly underperforming compared
to a GP trained on the same data. This result
aligns with our earlier findings in Section 4.2,
where we observed that the language model strug-
gles to make accurate predictions for a similar
1D function (see Fig. 3j).

» With additional domain knowledge: We see a
significant boost in model performance with the
inclusion of domain knowledge. Both the CO,
concentration level and the seasonal period ex-
hibit significant improvements in comparison to

just raw data. Notably, predictions made by the
language model in this case are comparable to an
expert-designed GP (shown in Fig. 4b).

The gap between the two cases again highlights
the critical role of the prior in the function modeling
capabilities of LLMs, resulting in predictions that
are comparable to, or even surpass, those of an
expert-designed Gaussian process model.

Further analysis. Similar to the evaluation in
Section 4.3, we use prediction interpretation and
kernel selection to gain better insights into the lan-
guage model’s function modeling process.

In prediction interpretation, we ask LLM to ver-
balize the rules it used for prediction*. Table 4 high-
lights the rules that the language model assumes
to be using. For this task, both cases correctly rec-
ognize the two main types of patterns in the data
i.e., the overall increasing trend and the seasonal-
ity. However, there is a significant improvement
in modeling capability with domain knowledge.
For instance, when modeling seasonality, domain
knowledge helps pinpoint the exact peak and the du-
ration of the cycle, making it more precise than the
case with raw data alone. Crucially, with domain
knowledge, the LLLM can also detect patterns not
directly apparent in the data, such as the increasing
rate of change. When explicitly prompting the lan-

4See caveat presented in footnote 3.
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Figure 4: CO; level modeling: (a) Predictions made by GPT-4 with and without domain knowledge. (b-c) Predictions
made by Gaussian processes with various kernels. The expert kernel is taken from (Williams and Rasmussen, 2006).

Table 4: COq level modeling: Comparing the main prediction rules GPT-4 uses w/ and w/o domain knowledge.

Rules found w/o domain

Rules found w/ domain

1 Increase Trend: Although Y has oscillations,
there is a general upward trend. As X increases,
the Y values tend to increase overall.

Growing Trend: There is a clear growth of COs
concentration from 1958 to 1975, aligning with
established knowledge that human activities
(e.g. fossil fuel burning, deforestation) and
industry contribute to rising CO2 levels.

2 Periodic Oscillations in Y: There seems to be

a cyclical or periodic pattern in the Y values.

For example, Y rises and falls several times,
suggesting a wave-like behavior with peaks and
troughs, even though X increases steadily.

Seasonality: There’s a seasonal pattern. CO2
concentrations peak during early Northern
Hemisphere spring due to reduced plant growth,
and they reach a minimum during early fall when
plant growth peaks.

3  Amplitude of Oscillations Grows Over Time: The

Increasing Rate of Change: Notably, the rate of

oscillations in Y seem to become more pronounced

as X increases.

CO2 increase is accelerating. This corresponds
with the 20th-century surge in industrial
activity.

guage model to calibrate its prediction to account
for this pattern, it produces estimates that outper-
form an expert-designed GP. These results clearly
demonstrate that LLMs possess a strong prior of
the underlying function, and can effectively lever-
age this prior to improve function modeling.

In kernel design, we further test the language
model’s understanding of the underlying function
by asking the language model to design the Gaus-
sian Process (GP) kernel, which reflects the as-
sumptions about the underlying function being
modeled® (Williams and Rasmussen, 2006). We
evaluate whether LLMs like GPT-4 can come up
with good kernels by incorporating domain knowl-
edge. Given data and domain specification, the
language model suggests the following kernel that
achieves a comparable performance to an expert-
designed kernel:

4
Fum (t,t) = ki(t,t) 6)
=1

where k1, ko, k3, k4 are the RBF kernel, the expo-

5A kernel measures the similarity between two inputs in
functional space, thereby implicitly modeling the function.

nential sine squared kernel, the rational quadratic
kernel and the white noise kernel, respectively.
These kernels correspond to (1) the long-term trend
of COy emission; (2) the yearly cyclical pattern;
(3) the short-term fluctuations; and (4) observa-
tion noise and unmodeled factors respectively. The
choice of these kernels by GPT-4 reflects a strong
understanding of the underlying function when pro-
vided with both raw data and domain knowledge.

5 Conclusion

In this work, we introduced a novel evaluation
framework to systematically and quantitatively as-
sess the function modeling capabilities of Large
Language Models (LLMs). By disentangling their
ability to understand raw data patterns from their
ability to leverage prior knowledge, we identified
both strengths and weaknesses of LL.Ms for func-
tion modeling tasks in comparison to conventional
machine learning models including MLPs and GPs,
namely (a) they struggle to understand functions
based on just raw data, except for the simplest
cases, and (b) their true strength lies in incorpo-
rating domain knowledge. Our research provides
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a foundation for the reliable and effective applica-
tions of LLMs in real-world prediction tasks.

Our evaluation also highlights LLMs’ potential
as powerful functional predictors that outperform
conventional ML models in some cases. For ex-
ample, in cases with limited data, LLMs can ef-
fectively make use of domain knowledge to com-
pensate for the scarcity of data (see Section 4.2).
Furthermore, we find that LLMs can discover pat-
terns not directly seen in the data by incorporating
its domain knowledge (see Section 4.3). These
abilities are not available in conventional machine
learning models.

Our research suggests that future advancements
in LLMs may benefit from explicitly enhancing
their ability to understand raw data patterns dur-
ing pretraining, which would significantly expand
their applicability to numerical prediction tasks.
Additionally, the development of powerful multi-
modal models that can simultaneously process nu-
merical data and understand contextual information
presents a promising research direction for future.

Limitation

While our evaluation techniques are broadly ap-
plicable to any language model, they are predom-
inantly based on GPT-4 due to space constraints,
as it was the most powerful model at the time of
writing. Additionally, the experimental results may
vary over time due to model updates. We therefore
advise readers to interpret our findings cautiously,
though our evaluation method can be fully reused
for assessing future models.

Furthermore, our current evaluation focuses on
the case of in-context learning, and is aligned with
prior work in this space. We consider the evaluation
of finetuned models to be an exciting avenue for
the future.

Finally, as noted in the literature, LLM outputs
are highly dependent on input prompts (Lester
et al., 2021). Therefore, we assume the exact re-
sults can vary to a moderate extent based on the
prompting technique used. However, we expect
our findings to generalize across these different
prompting techniques.
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