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Abstract

Large language models (LLMs) have shown
remarkable performances across a wide range
of tasks. However, the mechanisms by which
these models encode tasks of varying complex-
ities remain poorly understood. In this paper,
we explore the hypothesis that LLMs process
concepts of varying complexities in different
layers, introducing the idea of “Concept Depth”
to suggest that more complex concepts are
typically acquired in deeper layers. Specifi-
cally, we categorize concepts based on their
level of abstraction, defining them in the order
of increasing complexity within factual, emo-
tional, and inferential tasks. We conduct ex-
tensive probing experiments using layer-wise
representations across various LLM families
(Gemma, LLaMA, Qwen) on various datasets
spanning the three domains of tasks. Our find-
ings reveal that models could efficiently con-
duct probing for simpler tasks in shallow layers,
and more complex tasks typically necessitate
deeper layers for accurate understanding. Ad-
ditionally, we examine how external factors,
such as adding noise to the input and quantiz-
ing the model weights, might affect layer-wise
representations. Our findings suggest that these
factors can impede the development of a con-
ceptual understanding of LLMs until deeper
layers are explored. We hope that our pro-
posed concept and experimental insights will
enhance the understanding of the mechanisms
underlying LLMs. Our codes are available at
https://github.com/Luckfort/CD.

1 Introduction

LLMs such as GPT-4 (Achiam et al., 2023) and
LLaMA (Touvron et al., 2023) have impressive
generation and reasoning capabilities (Chang et al.,

**Mingyu, Qinkai, Jingyuan, and Qingcheng are the main
contributors. The order of these authors is determined by
flipping a coin.**
https://luckfort.github.io/explore_CD/ is the project
website.

2023; Su et al., 2024a,c). It is widely accepted
that these models embed substantial knowledge in
their parameters, with performance improving as
the number of parameters increases (Ju et al., 2024;
Jin et al., 2024a; Zhou et al., 2024), also known as
emergent abilities (Wei et al., 2022a). For instance,
GPT-3 (Brown et al., 2020) shows a large increase
in performance after scaling up to 13B parameters,
and a similar phenomenon was also observed for
LaMDA (Thoppilan et al., 2022) after exceeding
68B parameters (Wei et al., 2022b). However, it is
not well understood how LLMs accurately grasp
the concept of knowledge. In this paper, we inves-
tigate the following research question: Can shal-
low layers in LLMs capture meaningful features
of simple knowledge, while complex concepts need
deeper layers to capture their meaningful features?
like Figure 2. We hope to explore the connection
between the depth of language models’ neural net-
works and their conceptual understanding ability
by studying this question.

Recent studies on understanding the reasoning
abilities of LLMs focus on two main strategies:
probing representations and model pruning. Prob-
ing involves using linear classifier probes to an-
alyze the performance of hidden layer represen-
tations; for instance, Duan et al. (2024) exam-
ines changes in LLMs’ internal representations
during hallucinations, while Ju et al. (2024) in-
vestigates the performance of different layers in
the LLaMA series using synthetic counterfactual
datasets. On the other hand, model pruning re-
moves redundant parameters based on their im-
portance in seeing if performance is significantly
affected. This method, although effective, can be
complex and time-consuming. For example, Zhang
et al. (2023) uses gradient information to decide
the pruning components, and Gromov et al. (2024)
even requires QLoRA fine-tuning (Dettmers et al.,
2024) to do the pruning. Given these complexities,
Our work primarily analyzes the representations ob-

mailto:@rutgers.edu
mailto:@exeter.ac.uk
mailto:@njit.edu
https://github.com/Luckfort/CD
https://luckfort.github.io/explore_CD/


559

Fake

Real

Acc:0.623

F1:0.632

AUC:0.689

Layer

Layer

Final Layer

…

Acc:0.997

F1:0.997

AUC:1.000

Acc:0.597

F1:0.598

AUC:0.651

Large Language Model and Probes Probe Detection on Layer Representation

Question 1: 

Danielle Darrieux’s 

mother tongue is 

French.

Question 2: Nissan 

Laurel is created by 

Honda.

Language ModelText Prompt Probe

…

Result

…

Danielle Darrieux’s 

mother tongue is French.
Nissan Laurel is 

created by Honda.

Galata is in Istanbul.

…

Layer
Acc:0.718

F1:0.683

AUC:0.722

Figure 1: The left figure provides an overview of our analysis process. LLMs respond to text prompts, and the
probing process assesses the optimal performance achievable by the current LLM layer. The right figure illustrates a
demonstration of layer-wise representations by probe detection. In this demonstration, orange points represent fake
samples, while blue points represent real samples. In this case, the probe tries to classify between two categories.

tained through probing techniques. Building upon
previous work, we aim to gain a more compre-
hensive understanding of the layer representations
within LLMs.

Our general framework is shown in Figure 1. We
trained independent linear probes for each layer of
LLMs to predict the binary label, thereby determin-
ing the optimal performance achievable with the
representations of each respective layer. Drawing
from our empirical findings, we propose the notion
of “Concept Depth” as a novel metric to evaluate
the capability of different models in comprehend-
ing varying levels of knowledge across their layers.
This is the first time such a concept has been intro-
duced in the relevant literature.

Our empirical results ranging from 3 popu-
lar LLMs families (Gemma (Team et al., 2023),
LLaMA (Touvron et al., 2023), and Qwen (Bai
et al., 2023)) and 9 datasets reveal that “Concept
Depth” is widely applicable in existing mainstream
LLMs. Besides, we conducted comprehensive ro-
bustness analyses, introducing random strings as
the noise or quantization, to further understand how
the reasoning of LLMs is sensitive to noise. To con-
clude, our main contributions could be summarized
as follows:

• Concept Depth. We introduce the idea of “Con-
cept Depth” to measure different layers’ abilities
to learn different levels of concepts. We first an-
chored the difficulty of the dataset using LLaMA-
3-8b-Instruct (Dubey et al., 2024) and then tested
“Concept Depth” with other models. Our results
show that simpler concepts are often learned at
shallower levels, while complex concepts require
deeper levels to understand like Demo 2. This
phenomenon has been observed across LLMs of
different model families and different sizes.

• Experiments on understanding capabilities of
LLMs. We experimented with multidimensional
datasets (fact, emotion, and reasoning) to ana-
lyze variations in the conceptual depth of LLMs.
We observed these differences across various
datasets, model parameter counts, and model fam-
ilies (Gemma (Team et al., 2023), LLaMA (Tou-
vron et al., 2023), and Qwen (Bai et al., 2023)),
providing a concise understanding of their impact
on LLM performance and comprehension.

• Robustness from Concept Depth perspective.
We provide a new perspective on LLMs robustness.
We conduct ablation experiments on model weight
quantization and add random noise to the input that
may affect the accuracy of LLMs inference. Details
can be found in Appendix A.3. The results show
that after adding the noise or conducting the quan-
tization on the weights, the LLMs end up learning
the concepts at slower paces and deeper layers.

2 Related Work

2.1 Concepts Representation in DNNs
Identifying similarities across various examples
to form concepts, plays a crucial role in human
decision-making (Armstrong et al., 1983). Many
studies have explained DNNs’ (Deep Neural Net-
works) decision-making based on a conceptual per-
spective, describing the global behavior of DNNs
in a human-understandable way (Su et al., 2022;
Räz, 2023; Ren et al., 2023; Deng et al., 2021;
Wen et al., 2024a; Wen, 2024; Wen et al., 2024b).
For example, (Yeh et al., 2019) demonstrated that
DNNs exhibit conceptual representations through
the activation patterns observed in their hidden or
output layers. Further, Räz (2023) indicates that
DNNs learned not only conceptual representations
of predicted categories but also indirect concepts
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Figure 2: The LLMs are trying to understand easy tasks and complex tasks. The more complex the task, the deeper
layers an LLM needs to understand. The stronger the LLM is, the more complex the task level it can learn.

that contribute to the prediction. A notable study
reveals the existence of a representation bottleneck,
highlighting a cognitive disparity between DNNs
and humans. This phenomenon is characterized by
DNNs’ tendency to grasp representations of con-
cepts that are either too simple or overly complex,
while they often struggle with acquiring represen-
tations of concepts of moderate complexity (Deng
et al., 2021). Motivated by previous work, our pa-
per aims to cover concepts of different complexities
to understand concepts within LLMs further.

2.2 Knowledge and Concepts in LLMs

The impressive performance of the LLMs in var-
ious downstream tasks (e.g. LLMs can pre-
dict factual statements about the world based on
prompts (Meng et al., 2022)) has led to a great
discussion about whether these capabilities are
‘stochastic parrots’ or LLMs understands these con-
cepts. Pioneeringly, Gurnee and Tegmark (2023)
showed that LLMs internally store concepts like
latitude, longitude, and time. Similarly, another
work showed that the internal states of LLMs can
detect the truth of a statement (Azaria and Mitchell,
2023; Su et al., 2024b). Geva et al. (2023) also
came to similar conclusions by artificially blocking
or “knocking out" specific parts of the LLMs to ob-
serve their effects on the inference process. These
related studies show the existence of structures for
understanding concepts within LLMs, motivating
us to explore how concepts at various complexities
are encoded within various depths of LLMs.

2.3 Explorations of Interpretability in LLMs

Many related studies have deconstructed the inner
layers of LLMs from various perspectives to under-
stand the mechanisms inside such models (Zhao
et al., 2024; Jin et al., 2024b). Fan et al. (2024)
computes stopping signals by evaluating key fea-
tures to early stop the LLM inference and get
the internal performance of the LLMs, conclud-
ing that not all layers are necessary. Through
pruning the LLMs, Gromov et al. (2024) found
that the parameters of some layers were not uti-
lized correctly. Men et al. (2024) also shows a
high level of redundancy in the LLMs’ architec-
ture. Probes trained with logistic regression are a
well-established method (Alain and Bengio, 2016)
that has been applied in classifying the truthful-
ness of LLMs and has been validated in many
studies (Marks and Tegmark, 2023; Azaria and
Mitchell, 2023; Li et al., 2024). The latest work
detects different layers in the Llama series respond-
ing to facts or counterfactuals by probing tech-
niques (Ju et al., 2024). Inspired by these works,
we propose Concept Depth to summarize these
phenomena. Our work focuses on the Concept
Depth that appears in the LLMs, analyzing it exper-
imentally by training linear classifier probes, which
makes our work different from others.

3 Analyzing Method

In this paper, we design a probing framework to
understand how concepts at various levels are en-
coded within LLMs and investigate whether the
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internal representations are robust to concepts. For
instance, Figure 1 demonstrates the representation
project of the Counterfact dataset.

3.1 Linear Classifier Probing
Probe technology (Alain and Bengio, 2016) is a
method for analyzing and evaluating the internal
representations of a neural network by applying
a specific probe task, typically a classification or
regression task, to a particular layer of the model.
This technique measures the layer’s ability to repre-
sent information for the given task, thereby reveal-
ing the features and information captured by dif-
ferent layers of the model. Our approach involves
extracting the representations from each layer of
the large model, training a binary classifier on these
representations, and validating its accuracy.

For one specific task w that contains n questions,
the hidden feature set in LLMs is x ∈ Rn×dmodel ,
where n denotes number of samples, and x(i) ∈
R1×dmodel represent the representation at a certain
layer, where dmodel donate the dimension for the
hidden layer representation. Binary label y(i) is
set as 0 or 1. The objective function of such a
binary Logistic regression classifier probes with L2
regularization can be written as:

J(θ) = −
1

n

n∑
i=1

Cost(σ(x
(i)

), y
(i)

) +
λ

2n

m∑
j=1

θ
2
j (1)

Cost(σ(x(i)), y(i)) = y(i) log
(
σ(θT x(i))

)
+(1 − y(i)) log

(
1 − σ(θT x(i))

) (2)

where θ is the parameter in this Logistic regression
model, λ is the regularization parameter. The lin-
ear model predicts LLM’s response to the test set,
compared with the true label. This yields a quan-
tification of how well LLMs understand the current
depth. If the binary model gets good accuracy at a
certain layer, that means the LLM can distinguish
true or false in this layer.

4 Experimental Setting

Our experiments used nine datasets containing
three aspects (emotion understanding, reasoning,
and fact-checking). We categorized these nine
datasets from easy to complex levels according to
the performance of LLaMA3-8B-Instruct (Dubey
et al., 2024), GPT-4o-mini (OpenAI, 2024), and
QWen2-7B-Instruct (Yang et al., 2024) on each
dataset (see Section 4.2.1) to anchor the difficulty
of the datasets. Specifically, the datasets in which
the linear probes can obtain high classification accu-
racy at the initial or middle depth of the LLMs are

categorized as easy levels. Other datasets where lin-
ear probes can only accurately classify at a deeper
layer of the model or even fail to classify accurately
are categorized as complex levels. The average ac-
curacy of these datasets on the three models was
consistent with the probe results and had a signifi-
cant correlation. In Section 4.1, we introduce the
LLMs used for experiments. The nine datasets are
described in Section 4.2.

4.1 Models

In this paper, we employ three open-source model
families: Gemma (2B, 7B) (Team et al., 2024),
LLaMA-2 (7B, 13B) (Touvron et al., 2023), and
Qwen (0.5B, 1.8B, 4B, 7B, and 14B) (Bai et al.,
2023) to support our analysis. Table 1 shows the
number of layers in each model. We choose a lin-
ear classifier probe for the experiments during the
probing analysis. The ratio of the training set to
the test set is 8:2, following the usual approach
of LLMs probing classifier (Duan et al., 2024; Pal
et al., 2023). We extract feature representations
from the final layer in the transformer at each layer
of LLMs(e.g. 14-th ’post_attention_layernorm’ in
Llama2-7B (32 Layers in total)) as input to the
probing classifier. The other series of models fol-
low a similar processing pattern.

Model Layer Model Layer Model Layer

Gemma-2B 18 Qwen-4B 40 LLaMA-7B 32
Qwen-0.5B 24 Gemma-7B 28 Qwen-14B 40
Qwen-1.8B 24 Qwen-7B 32 LLaMA-13B 40

Table 1: Number of layers in each LLM.

4.2 Datasets

Table 4 presents the nine datasets we use, on Fact
(Cities (Marks and Tegmark, 2023), Common-
Claim (Casper et al., 2023), Counterfact (Meng
et al., 2022)), Emotion (STSA (Kim, 2014),
IMDb (Maas et al., 2011), Sarcasm (Misra and
Arora, 2023), HateEval (Manolescu et al., 2019)),
and Reasoning (StrategyQA (Geva et al., 2021),
Coinflip (Wei et al., 2022b)) for our experiments.
A detailed description of the dataset can be found
in the Appendix A.2.

4.2.1 Anchoring Difficulties of Each Dataset
To ascertain the learning difficulty of each dataset,
we have utilized the LLaMA3-8B-Instruct (Dubey
et al., 2024), GPT-4o-mini (OpenAI, 2024), and
QWen2-7B-Instruct model (Yang et al., 2024).
Our approach involves testing each sample in the
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Figure 3: Analysis diagrams of Section 5.1. Linear probing accuracy of three LLM families (Gemma, LLaMA,
Qwen) on nine datasets.

datasets as a binary classification problem via a
prompting way. The model generates a response
for each sample, from which we infer a judgment,
categorizing it as either "Yes" or "No". By com-
paring these judgments with the actual labels, we
compute the accuracy for each dataset.

Table 2 presents the results of this analysis. The
dataset with the highest accuracy is deemed the
easiest dataset to classify. Conversely, the dataset
with the lowest accuracy is considered the most
difficult to classify. This method quantitatively
measures the learning difficulty associated with
each dataset.

4.3 Metrics for Accuracy Variation
Definition 1 (Variation Rate) Given an LLM prob-
ing classifier M = {q, y, z, d} (q, y, z, and d are
the input question, ground truth binary label, pre-
dicted label and total amount of layers, respec-
tively), it has the accuracy αi at i-th layer:

αi =
1

|z|
∗

|z|∑
k=1

[yk = zk], i ∈ {0, 1, 2, ..., d− 1}

Dataset Accuracy

Coinflip 0.5920
Common 0.6487
Sarcasm 0.6597
StrategyQA 0.6969
Counterfact 0.7126
HateEval 0.7640
STSA 0.9116
Cities 0.9204
IMDb 0.9380

Table 2: Average accuracy on nine datasets based on
LLaMA3-8b-Instruct, GPT-4o-mini and QWen2-7B-
Instruct. Accuracy based on each model is shown in
Table 5.

We denote the variation rate βi where

βi = αi/αi−1, i ∈ {1, 2, ..., d− 1}

We introduce two metrics to capture variations in
accuracy: the jumping point and the converging
point and define them by the given definition of
variation rate.

Definition 2 (Jumping point) We denote the
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jumping point

J(M,D) = min{ i
d
}

s.t. βi >= 1.1, i ∈ {1, 2, ..., d− 1}

where M and D = (q, y) are the LLM classifier
and the dataset.

When a noticeable boost in accuracy is observed,
the jumping point signals the model’s recognition
of a dataset’s critical patterns.

Definition 3 (Converging Point) We denote the
converging point

C(M,D) = max{ i
d
}

s.t.|βi − 1| < 0.03, i ∈ {1, 2, ..., d− 1}

where M and D = (q, y) are the LLM classifier
and the dataset.

As the accuracy plateaus or starts declining, the
converging point indicates the model’s learning sat-
uration or peak learning capacity from the dataset.
Analyzing these metrics offers deeper insight into
the model’s learning dynamics and adaptability to
various data types.

5 Experimental Analysis

We conduct experiments to answer the following
research questions about the Concept Depth:

RQ1: Do different LLMs’ Concept Depths be-
have consistently in the same dataset? (Section
5.1)

RQ2: Do different size LLMs in the same family
(e.g., the LLaMA family) have consistent Concept
Depth? (Section 5.2)

RQ3: Do LLMs’ Concept Depth of the same
size behave consistently? (Section 5.3)

5.1 Comparison Among the Datasets
We delve into an evaluative performance compar-
ison across a range of datasets, utilizing Figure 3
to detail the layer-wise accuracy of all nine LLMs
over nine distinct datasets. Table 3 shows the de-
tailed numerical results for Figure 3, as well as
the F1-score and AUC. A performance threshold
of 0.7 accuracy is applied to assess the models’
effective comprehension of concepts. This exam-
ination leads to two general observations. Firstly,
regarding different concepts, LLMs exhibit varying
accuracy trends across their layers. For example,
Cities approaches perfect accuracy fast; in con-
trast, datasets requiring high-level reasoning such

as StrategyQA will not reliably converge to ac-
curacy above 0.7, indicating that they have differ-
ent “Concept Depth”. Within individual concepts,
however, different LLMs tend to display consistent
accuracy patterns across these layers. Secondly,
in tasks that require varying levels of conceptual
understanding, the LLMs demonstrate their under-
standing across different layers, indicating a lay-
ered approach to processing complex concepts.

Significant variations in trends are observed
across the models among the three factual concept
datasets. Cities exhibits a sharp increase in compre-
hension at lower layers, stabilizing in higher layers,
indicating a strong grasp of the concept. Com-
monClaim has become stable in early layers. Be-
sides, the accuracy improvement of the nine LLMs
trained on Counterfact was relatively difficult to
achieve, utilizing deeper layers, and the accuracy
was lower than that of many other datasets. There-
fore, we can conclude that Counterfact is more
complex.

In datasets centered on emotional concept com-
prehension (STSA, IMDb, Sarcasm, and HateE-
val), despite varying levels of understanding, all
models demonstrate a rise in accuracy at the initial
layers, with convergence occurring in the intermedi-
ate layers. Although HateEval essentially reaches
stable at the initial layers, its accuracy reaches up to
0.8, suggesting that LLMs primarily aggregate rep-
resentations from lower layers to grasp emotional
concepts. Meanwhile, StrategyQA and Coinflip,
which demand specific reasoning skills, tend to dis-
play a bell-shaped accuracy trajectory in all models,
with peak accuracy observed in the middle layers.
Such patterns underscore the intricate complexity
associated with reasoning tasks.

Remark 1

We categorize the performances into three
types. 1) For Cities, STSA, IMDb, and Sar-
casm, the LLMs suddenly understand the
tasks at intermediate layers. 2) For Com-
monClaim and HateEval, the LLMs have
already understood the tasks in shallower
layers. 3) For Counterfact, StrategyQA,
and Coinflip, The tasks are more difficult
to understand compared with others. There-
fore, we consider the tasks in type 1 and 2
easy tasks, and those in type 3 are complex.
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Figure 4: Analysis diagrams of Section 5.2. The converge proportion and peak accuracy of each model over the
nine datasets. (a) shows the converged proportion over the datasets. (b) shows the peak accuracy over the datasets.
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Figure 5: Analysis diagrams of Section 5.3. Linear probing accuracy of Gemma-7B, LLaMA-7B, Qwen-7B on nine
datasets.

5.2 Comparison Among the Number of
Parameters

This section offers a comparative analysis of LLMs
within their respective families, examining both ac-

curacy levels and converging points across the mod-
els. Figure 4 reveals two recurring patterns within
these families: for tasks with accuracy improves
dramatically by model learning, larger models tend
to show converging points at earlier layers, suggest-
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ing they achieve their own peak comprehensions
of concepts at lower layers; for tasks with accu-
racy changes little, all LLMs show the converging
points at early layers.

Two notable exceptions to this trend appear in
the Qwen family over the Coinflip and IMDb
datasets. For Coinflip, larger models exhibit de-
layed convergence. This deviation underscores the
complexity of the reasoning required, illustrating
how this task challenges even the larger models
to extend their depth of understanding further. For
IMDb, converging points fluctuate with the increas-
ing size of the model because the number of layers
is different among different sizes of LLMs, which
amplifies the differences. These exceptions are also
found in the Gemma family.

Furthermore, in Figure 4, we explore the peak
accuracy levels across all layers for LLMs of dif-
fering sizes. The overarching trend indicates that
larger models consistently achieve superior peak
performance. This observation not only supports
that scaling up models enhances their effectiveness
but also suggests that larger models develop more
robust internal representations, validating the bene-
fits of training models with greater capacity.

Remark 2

We have two observations by comparing dif-
ferent sizes of models from the same LLM
family. 1) As the number of parameters in-
creases, peak accuracy gradually increases,
and the converging point gradually advances.
2) Larger models grasp the concepts earlier
and better.

5.3 Comparison Among the LLM Families

We examine how LLMs from various families, pos-
sessing a similar parameter count, process concepts
as reflected by their converging points and peak ac-
curacies. The overarching trends are highlighted in
Figure 6, with detailed statistics on a layer-by-layer
basis provided in Figure 5. Our findings reveal that
while LLMs across different families may reach
nearly identical peak accuracies, the layers at which
they converge to these peaks can vary. For instance,
in the HateEval and Counterfact datasets, we ob-
serve models converging at significantly deeper
layers. This variation suggests that despite simi-
lar parameter scales, different models may employ
varied mechanisms to tackle the same problems,
reflecting the diversity in how models interpret and
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Figure 6: The upper radar image is the converging point
of each dataset on Gemma-7B, LLaMA-7B, and Qwen-
7B, represented by the percent depth proportion. The
bottom radar image is the maximum accuracy of each
dataset on Gemma-7B, LLaMA-7B, and Qwen-7B, rep-
resented by the percentage depth proportion.

process complex information.

Remark 3

With the same number of model parameters,
the models generally have a comparable un-
derstanding of the datasets.

5.4 Ablation Study

To quantify the robustness of the LLMs concerning
their internal representation, we conducted ablation
studies on noise perturbation and bit quantization.
The result shows that adding noises or reducing
model weights to 8 bits can make the accuracy
converge slower. Compressing the LLMs to 16 bits
doesn’t harm the understanding process too much.
Details can be found in Section A.3.

6 Conclusions

This paper proposes Concept Depth, the phe-
nomenon that different concepts are learned in dif-
ferent layers of LLMs, i.e., more difficult concepts
are fully acquired with deeper layers. We con-
ducted several experiments around Concept Depth
using probe techniques. Our research suggests that
LLMs tend to effectively categorize easy tasks, in-
dicating that these concepts are learned in the first
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few initial layers. In contrast, complex tasks may
only be recognizable (if at all) in deeper layers,
and LLMs of the same size perform largely con-
sistently across datasets regarding Concept Depth.
Compressing the model weight to 16-bit representa-
tions for future LLMs’ designs is also a promising
method for saving computation memory.

7 Limitations

The paper presents several opportunities for further
exploration. Firstly, the datasets employed might
not encompass the full spectrum of language tasks,
offering a chance to expand the scope of the find-
ings in a multilingual environment. Secondly, We
did not experiment with very large open-source
language models, thus allowing future researchers
to investigate how scaling up the model size af-
fects concept acquisition across different layers
and enhances robustness. Moreover, we should
also try different kinds of classifiers, including non-
linear models and neural network-based classifiers,
to acquire more profound insights into how LLM
representations differ across layers. These aspects
highlight promising directions for continued ad-
vancement in the field. We will continue to explore
intermediate representations to help us better un-
derstand the inner side of LLMs, as this challenge
may also be open to other researchers in this field.
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A Appendix

Here, we provide our supplementary materials.

A.1 Metrics for Parts of the Layers

Table 3 shows the experimental results for the accu-
racy, F1-score, and AUC metrics of parts of the first,
25% depth, 50% depth, 67% depth, 83% depth, and
the last layer of each model over the nine datasets.

A.2 Description of the dataset

Cities (Marks and Tegmark, 2023): consists of
statements about the location of cities and their
veracity labels (e.g., The city of Zagreb is in Japan,
which is wrong). We use 1496 of these samples.
CommonClaim (Casper et al., 2023): A dataset of
boolean statements, each labeled by two humans
as common-knowledge-true, common-knowledge-
false, or neither. We use 6000 of these samples.
Counterfact (Meng et al., 2022): Counterfact in-
cludes myriad counterfactuals that allows quantita-
tive testing of specificity and generalization when
learning a counterfactual. We use 4000 of these
samples.
HateEval (Manolescu et al., 2019): HateEval has
English tweets which were annotated hierarchically.
We use 6000 of these samples.
STSA (Kim, 2014): STSA includes movie reviews,
half of which were considered positive and the
other half negative. Each label is extracted from a
longer movie review and reflects the writer’s over-
all intention for this review. We use 6920 of these
samples.
IMDb (Maas et al., 2011): IMDb is a benchmark
dataset for binary sentiment classification. We use
2000 of these samples.
Sarcasm (Misra and Arora, 2023): Sarcasm is a
superior news headline dataset that tells if the head-
lines are sarcastic. We use 6000 of these samples.
StrategyQA (Geva et al., 2021): StrategyQA con-
tains questions across all knowledge domains to
elicit creative and diverse yes/no questions that re-
quire implicit reasoning steps. We use 2290 of
these samples.
Coinflip (Wei et al., 2022b): Coinflip includes coin
flipping queries, asking if a coin remains heads up
after it is either flipped or left unflipped by individ-
uals. We use 500 of these samples.

A.3 Ablation Study

Adding Noise. To quantify the robustness of
the LLMs concerning their internal representation,

when we input these questions into the LLM, we
add a random string of noise in front of the question
to interfere. For instance, we perturbate a question
q into q′ = N ⊕ q. Here, ⊕ is the concatenate oper-
ation, and the noise string N ∈ {S1, S2} disrupts
the classification tasks, satisfying

P (N = S1) = P (N = S2) = 50%

The probability distribution of N is unrelated to
their labels. The following is an example of STSA
with a positive label.

Before adding noise:
The production values are of
the highest and the performances
attractive without being memorable.
The sentence above is a movie review
and reflects the writer’s overall
intention for this review. According
to the sentence, judge whether the
emotion is Positive or Negative.

After adding noise:
aaa The production values are of
the highest and the performances
attractive without being memorable.
The sentence above is a movie review
and reflects the writer’s overall
intention for this review. According
to the sentence, judge whether the
emotion is Positive or Negative.

aaa can be substituted by bbb, both
cases have equal probability.

Quantization Settings. Quantization has been a
rule of thumb for faster LLMs’ inference. The
general fact is that using a lower precision level
allows LLMs to be run on less capable hardware
with an acceptable reduction in their ability and
accuracy. Our approach to applying quantization is
to explore its effect on Concept Depth, whether it
still maintains the previous Concept Depth or slows
down the process of understanding knowledge. We
quantize the model weights to 8, 16, and 32 bits.
Results. Figure 7 illustrates the effect of adding
noise and reducing bit representations to the
Gemma-2B model. The addition of noise causes
the learning curve to shift to the right, indicating a
reduction in the converging speed. This suggests
that the presence of noise in the input data can hin-
der the LLM’s learning, slowing down its ability to
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Figure 7: Noise and quantization evaluation on STSA
and Sarcasm of Gemma-2B.

converge to an optimal solution. We also see that
there isn’t much difference between 32 and 16 bits,
and the convergence rate slows when we reduce the
model to 8 bits. Therefore, we may compress the
LLMs to 16 bits for future designs.

Remark 4

Noises or 8-bit-quantization can cause the
accuracy to converge more slowly. Com-
pressing the LLMs to 16 bits doesn’t harm
the understanding process too much. The
layer-wise representations of LLMs are sus-
ceptible to noise and high-ratio quantization.
Therefore, it is crucial to proceed cautiously
when conducting high-ratio quantization in-
ference.

A.4 Examples of Each Dataset

For the 9 bi-classification tasks, we provide two
examples from each class for each task. The blue
sentences are the data samples, while the black
sentences are the prompts.
Cities
“True” example:

Judge the statement is True or False. The
city of Tokyo is in Japan.

“False” example:

Judge the statement is True or False. The
city of Lodz is in the Dominican Republic.

CommonClaim
“True” example:

Judge the statement is True or False.
Salmon will often return to the same
spawning ground where then were born.

“False” example:

Judge the statement is True or False. A
chicken has two right wings.

Counterfact
“True” example:

Judge the statement is True or False. The
city of Tokyo is in Japan.

“False” example:

Judge the statement is True or False.
Kanata South Ward is in Wisconsin.

HateEval
“Yes” example:

Here it is not about Refugees or Illegal
immigrants. It is about whether one has
documents before 1971 or not. Now, it
is difficult for slum people and beggars
to show valid documents, except the name
in voter list. According to the comment,
tell whether they present hate speech or
not.

“No” example:

Labor migrants transfer almost $10
billion a year to Ukraine. According to
the comment, tell whether they present
hate speech or not.

STSA
“Positive” example:

The production values are of the highest
and the performances attractive without
being memorable. The sentence above
is a movie review and reflects the
writer’s overall intention for this
review. According to the sentence,
judge whether the emotion is Positive or
Negative.

“Negative” example:

Less a story than an inexplicable
nightmare, right down to the population’s
shrugging acceptance to each new horror.
The sentence above is a movie review and
reflects the writer’s overall intention
for this review. According to the
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sentence, judge whether the emotion is
Positive or Negative.

IMDb
“Positive” example:

This is the definitive movie version
of Hamlet. Branagh cuts nothing, but
there are no wasted moments. According
to the movie review, judge whether it is
Positive or Negative.

“Negative” example:

This is without a doubt the worst movie
I have ever seen. It is not funny. It
is not interesting and should not have
been made. According to the movie review,
judge whether it is Positive or Negative.

Sarcasm
“Yes” example:

Task: Detect sarcasm, help me identify
whether this sentence is sarcastic. First,
we need to understand what sarcasm is.
Sarcasm is a form of verbal irony, where
the intended meaning of the words is the
opposite of the literal meaning. In other
words, the speaker is saying one thing
but meaning the opposite. Bashar al-Assad
tries a tiny bit of sarin gas on self
to see what it’s like. Think carefully
according to the sentence. Is there any
sarcasm in this sentence? Please answer
Yes or No.

“No” example:

Task: Detect sarcasm, help me identify
whether this sentence is sarcastic. First,
we need to understand what sarcasm is.
Sarcasm is a form of verbal irony, where
the intended meaning of the words is the
opposite of the literal meaning. In other
words, the speaker is saying one thing but
meaning the opposite. This ceo will send
your kids to school, if you work for his
company. Think carefully according to the
sentence. Is there any sarcasm in this
sentence? Please answer Yes or No.

StrategyQA
Note: This dataset was created in 2021. Queen
Elizabeth was alive then.
“Yes” example:

Judge the question is true or false? Q:
Will Queen Elizabeth be buried in the
Pantheon? Let us think step by step. The

stem of the sentence is Queen Elizabeth,
burial, pantheon. Inference: First, the
Pantheon is a church, so it is possible
that she could be buried there. Second,
Queen Elizabeth II is still alive, so she
has not been buried yet. Third, even if
she were to be buried in the Pantheon, it
is unlikely that we would know about it
ahead of time, so it is hard to say for
sure. pred_ans: no. Do hamsters provide
food for any animals? Let us think step
by step...

“No” example:
Judge the question is true or false? Q:
Will Queen Elizabeth be buried in the
Pantheon? Let us think step by step. The
stem of the sentence is Queen Elizabeth,
burial, pantheon. Inference: First, the
Pantheon is a church, so it is possible
that she could be buried there. Second,
Queen Elizabeth II is still alive, so she
has not been buried yet. Third, even if
she were to be buried in the Pantheon, it
is unlikely that we would know about it
ahead of time, so it is hard to say for
sure. pred_ans: no. Could a llama birth
twice during the War in Vietnam (1945-46)?
Let us think step by step...

Coinflip
“Yes” example:
A coin is heads up. Whitney flips the coin.
Erika does not flip the coin. Tj does not
flip the coin. Benito flips the coin. Is
the coin still heads up? Note that "flip"
here means "reverse". According to the
flipping process above, determine if a
coin remains heads up after it is either
flipped or left unflipped by individuals.
Therefore, the answer (Yes or No) is?
“No” example:
A coin is heads up. Lucky does not flip
the coin. Mireya flips the coin. Jj flips
the coin. Kc flips the coin. Is the
coin still heads up? Note that "flip"
here means "reverse". According to the
flipping process above, determine if a
coin remains heads up after it is either
flipped or left unflipped by individuals.
Therefore, the answer (Yes or No) is?
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Gemma-2B (18 Layers) StrategyQA Coinflip Cities Common Claim Counterfact HateEval STSA IMDb Sarcasm

Metrics ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1

1st-layer 0.556 0.601 0.588 0.635 0.667 0.626 0.446 0.411 0.422 0.582 0.61 0.584 0.502 0.509 0.518 0.74 0.822 0.742 0.666 0.729 0.68 0.722 0.788 0.725 0.731 0.808 0.714

25%-layer 0.602 0.642 0.629 0.62 0.64 0.6 0.94 0.987 0.939 0.637 0.683 0.633 0.675 0.745 0.664 0.793 0.89 0.794 0.872 0.942 0.874 0.884 0.953 0.885 0.857 0.935 0.852

50%-layer 0.639 0.7 0.665 0.65 0.705 0.632 0.983 0.999 0.983 0.648 0.699 0.642 0.729 0.826 0.716 0.802 0.891 0.8 0.915 0.972 0.917 0.941 0.982 0.941 0.89 0.955 0.887

67%-layer 0.683 0.751 0.708 0.695 0.783 0.69 0.992 1.0 0.992 0.671 0.727 0.666 0.766 0.852 0.758 0.809 0.891 0.806 0.929 0.976 0.93 0.936 0.984 0.936 0.893 0.96 0.889

83%-layer 0.62 0.668 0.637 0.585 0.625 0.579 0.985 0.999 0.985 0.652 0.703 0.645 0.704 0.782 0.696 0.807 0.89 0.803 0.911 0.97 0.914 0.926 0.977 0.926 0.882 0.944 0.878

last-layer 0.592 0.602 0.626 0.525 0.554 0.532 0.988 0.999 0.988 0.647 0.697 0.644 0.685 0.752 0.679 0.803 0.892 0.801 0.895 0.957 0.898 0.941 0.981 0.941 0.837 0.92 0.831

Gemma-7B (28 Layers) StrategyQA Coinflip Cities Common Claim Counterfact HateEval STSA IMDb Sarcasm

Metrics ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1

Layer 0.519 0.565 0.569 0.69 0.712 0.656 0.59 0.444 0.439 0.737 0.609 0.053 0.496 0.506 0.514 0.737 0.817 0.741 0.668 0.737 0.679 0.73 0.811 0.735 0.723 0.793 0.713

25%-layer 0.617 0.653 0.648 0.605 0.654 0.591 0.95 0.987 0.951 0.719 0.687 0.422 0.696 0.773 0.686 0.795 0.875 0.794 0.89 0.958 0.893 0.9 0.958 0.899 0.885 0.953 0.882

50%-layer 0.658 0.716 0.678 0.765 0.844 0.761 1.0 0.999 0.998 0.75 0.747 0.498 0.835 0.912 0.829 0.784 0.871 0.782 0.929 0.979 0.93 0.932 0.979 0.932 0.907 0.968 0.904

67%-layer 0.733 0.809 0.744 0.88 0.922 0.875 1.0 0.998 0.995 0.756 0.75 0.515 0.814 0.9 0.809 0.784 0.868 0.782 0.936 0.981 0.937 0.922 0.979 0.923 0.913 0.972 0.91

83%-layer 0.675 0.746 0.695 0.785 0.818 0.786 0.98 0.997 0.982 0.743 0.74 0.492 0.776 0.867 0.768 0.812 0.897 0.809 0.935 0.979 0.937 0.925 0.977 0.926 0.901 0.963 0.898

last-layer 0.604 0.666 0.625 0.57 0.602 0.578 0.95 0.996 0.972 0.759 0.748 0.481 0.729 0.808 0.721 0.82 0.901 0.817 0.92 0.975 0.922 0.938 0.984 0.938 0.862 0.932 0.86

LlaMA-7B (32 Layers) StrategyQA Coinflip Cities Common Claim Counterfact HateEval STSA IMDb Sarcasm

Metrics ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1

1st-layer 0.584 0.608 0.641 0.545 0.525 0.674 0.487 0.472 0.472 0.74 0.617 0.031 0.493 0.491 0.522 0.725 0.814 0.732 0.678 0.744 0.703 0.73 0.799 0.736 0.705 0.773 0.697

25%-layer 0.657 0.712 0.688 0.615 0.612 0.621 0.93 0.978 0.929 0.736 0.699 0.441 0.684 0.754 0.681 0.806 0.887 0.792 0.513 0.913 0.676 0.914 0.972 0.914 0.89 0.961 0.886

50%-layer 0.74 0.827 0.754 0.915 0.977 0.907 0.997 1.0 0.997 0.753 0.738 0.477 0.797 0.894 0.793 0.805 0.883 0.791 0.847 0.954 0.866 0.941 0.984 0.941 0.922 0.976 0.919

67%-layer 0.729 0.805 0.744 0.9 0.966 0.89 0.995 1.0 0.995 0.744 0.729 0.466 0.775 0.872 0.77 0.795 0.88 0.779 0.896 0.957 0.902 0.939 0.985 0.939 0.92 0.973 0.918

83%-layer 0.699 0.774 0.72 0.88 0.961 0.871 0.993 1.0 0.993 0.734 0.719 0.464 0.744 0.832 0.735 0.798 0.887 0.785 0.913 0.967 0.915 0.939 0.984 0.939 0.908 0.966 0.905

last-layer 0.67 0.744 0.69 0.815 0.9 0.8 0.993 1.0 0.993 0.743 0.731 0.464 0.739 0.818 0.731 0.831 0.914 0.83 0.935 0.984 0.937 0.944 0.987 0.944 0.895 0.955 0.892

LlaMA-13B (40 Layers) StrategyQA Coinflip Cities Common Claim Counterfact HateEval STSA IMDb Sarcasm

Metrics ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1

1st-layer 0.567 0.601 0.628 0.475 0.509 0.575 0.481 0.463 0.47 0.741 0.62 0.034 0.486 0.485 0.526 0.719 0.807 0.727 0.697 0.769 0.709 0.732 0.795 0.736 0.692 0.756 0.688

25%-layer 0.676 0.732 0.701 0.53 0.59 0.515 0.985 0.999 0.985 0.733 0.716 0.457 0.763 0.859 0.758 0.832 0.914 0.829 0.93 0.98 0.931 0.942 0.983 0.943 0.915 0.972 0.913

50%-layer 0.763 0.844 0.771 0.825 0.886 0.819 0.993 1.0 0.993 0.758 0.751 0.515 0.812 0.897 0.809 0.839 0.92 0.836 0.939 0.984 0.94 0.945 0.984 0.945 0.936 0.983 0.934

67%-layer 0.716 0.806 0.729 0.795 0.882 0.794 0.993 1.0 0.993 0.751 0.745 0.499 0.776 0.866 0.772 0.838 0.919 0.834 0.938 0.984 0.939 0.94 0.987 0.94 0.924 0.978 0.921

83%-layer 0.71 0.795 0.719 0.7 0.797 0.703 0.99 1.0 0.99 0.741 0.731 0.487 0.768 0.856 0.762 0.832 0.912 0.829 0.937 0.983 0.938 0.941 0.985 0.942 0.922 0.974 0.919

last-layer 0.693 0.772 0.704 0.645 0.715 0.664 0.99 1.0 0.99 0.75 0.743 0.499 0.76 0.841 0.752 0.835 0.913 0.833 0.935 0.984 0.937 0.946 0.988 0.946 0.91 0.969 0.908

Qwen-0.5B (24 Layers) StrategyQA Coinflip Cities Common Claim Counterfact HateEval STSA IMDb Sarcasm

Metrics ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1

1st-layer 0.557 0.578 0.607 0.535 0.649 0.657 0.482 0.46 0.464 0.735 0.622 0.11 0.499 0.503 0.527 0.759 0.851 0.764 0.73 0.801 0.733 0.764 0.837 0.762 0.729 0.799 0.72

25%-layer 0.583 0.63 0.62 0.545 0.582 0.508 0.731 0.797 0.722 0.732 0.651 0.257 0.52 0.524 0.523 0.785 0.864 0.783 0.751 0.829 0.756 0.804 0.887 0.806 0.811 0.895 0.799

50%-layer 0.619 0.686 0.649 0.62 0.652 0.596 0.935 0.979 0.935 0.744 0.695 0.379 0.68 0.754 0.676 0.793 0.88 0.792 0.846 0.921 0.848 0.884 0.949 0.883 0.838 0.92 0.831

67%-layer 0.644 0.688 0.673 0.585 0.617 0.561 0.933 0.982 0.934 0.742 0.705 0.375 0.668 0.74 0.665 0.789 0.874 0.786 0.868 0.946 0.87 0.894 0.956 0.893 0.827 0.911 0.821

83%-layer 0.583 0.61 0.612 0.62 0.668 0.612 0.923 0.971 0.924 0.746 0.706 0.364 0.604 0.657 0.6 0.791 0.867 0.791 0.85 0.927 0.854 0.866 0.941 0.865 0.824 0.902 0.819

last-layer 0.55 0.567 0.584 0.55 0.613 0.541 0.912 0.971 0.912 0.742 0.703 0.357 0.579 0.616 0.579 0.784 0.866 0.781 0.844 0.922 0.848 0.879 0.951 0.88 0.825 0.9 0.82

Qwen-1.8B (24 Layers) StrategyQA Coinflip Cities Common Claim Counterfact HateEval STSA IMDb Sarcasm

Metrics ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1

1st-layer 0.57 0.6 0.63 0.49 0.634 0.648 0.482 0.458 0.464 0.739 0.619 0.071 0.516 0.514 0.539 0.724 0.819 0.732 0.693 0.762 0.703 0.718 0.784 0.72 0.721 0.796 0.713

25%-layer 0.607 0.638 0.643 0.58 0.59 0.584 0.583 0.626 0.582 0.736 0.658 0.317 0.521 0.541 0.525 0.809 0.882 0.807 0.775 0.844 0.781 0.81 0.899 0.81 0.833 0.909 0.825

50%-layer 0.658 0.726 0.676 0.595 0.655 0.58 0.975 0.997 0.975 0.741 0.708 0.419 0.688 0.767 0.683 0.808 0.89 0.807 0.895 0.961 0.897 0.914 0.974 0.915 0.87 0.947 0.864

67%-layer 0.664 0.733 0.685 0.695 0.759 0.655 0.977 0.996 0.977 0.741 0.717 0.423 0.695 0.776 0.689 0.809 0.886 0.804 0.893 0.963 0.895 0.904 0.968 0.905 0.865 0.943 0.859

83%-layer 0.631 0.666 0.649 0.7 0.747 0.674 0.972 0.995 0.972 0.735 0.706 0.419 0.657 0.734 0.651 0.791 0.877 0.788 0.89 0.956 0.893 0.891 0.957 0.893 0.835 0.922 0.829

last-layer 0.595 0.642 0.604 0.615 0.667 0.605 0.973 0.996 0.973 0.74 0.704 0.404 0.638 0.713 0.631 0.795 0.877 0.794 0.879 0.949 0.882 0.906 0.962 0.907 0.812 0.896 0.808

Qwen-7B (40 Layers) StrategyQA Coinflip Cities Common Claim Counterfact HateEval STSA IMDb Sarcasm

Metrics ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1

1st-layer 0.54 0.559 0.602 0.545 0.597 0.588 0.437 0.403 0.418 0.735 0.635 0.169 0.475 0.466 0.498 0.785 0.867 0.786 0.753 0.826 0.757 0.782 0.858 0.785 0.771 0.856 0.765

25%-layer 0.59 0.625 0.631 0.62 0.635 0.631 0.806 0.89 0.803 0.721 0.657 0.348 0.556 0.57 0.553 0.798 0.879 0.795 0.782 0.869 0.787 0.825 0.916 0.827 0.852 0.924 0.848

50%-layer 0.705 0.782 0.724 0.66 0.719 0.667 0.985 0.998 0.985 0.744 0.733 0.452 0.731 0.825 0.722 0.802 0.885 0.795 0.912 0.969 0.914 0.929 0.975 0.929 0.882 0.956 0.878

67%-layer 0.702 0.773 0.722 0.635 0.719 0.64 0.983 0.997 0.983 0.746 0.728 0.465 0.721 0.801 0.716 0.793 0.88 0.789 0.904 0.965 0.907 0.915 0.968 0.913 0.89 0.955 0.888

83%-layer 0.678 0.751 0.703 0.685 0.762 0.693 0.978 0.996 0.978 0.747 0.724 0.45 0.68 0.747 0.667 0.795 0.881 0.79 0.899 0.961 0.901 0.916 0.965 0.915 0.872 0.941 0.868

last-layer 0.676 0.718 0.693 0.585 0.623 0.587 0.982 0.995 0.981 0.75 0.727 0.453 0.657 0.718 0.643 0.782 0.869 0.778 0.902 0.964 0.905 0.92 0.973 0.919 0.848 0.921 0.845

Qwen-14B (32 Layers) StrategyQA Coinflip Cities Common Claim Counterfact HateEval STSA IMDb Sarcasm

Metrics ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1

1st-layer 0.582 0.608 0.624 0.555 0.599 0.594 0.436 0.399 0.429 0.738 0.627 0.205 0.487 0.481 0.491 0.77 0.864 0.772 0.749 0.827 0.754 0.768 0.864 0.768 0.785 0.866 0.773

25%-layer 0.605 0.645 0.644 0.555 0.609 0.566 0.858 0.93 0.855 0.713 0.667 0.362 0.558 0.601 0.555 0.8 0.879 0.796 0.818 0.898 0.821 0.861 0.936 0.864 0.876 0.946 0.871

50%-layer 0.695 0.775 0.709 0.69 0.731 0.69 0.99 0.999 0.99 0.744 0.742 0.483 0.771 0.861 0.762 0.812 0.897 0.807 0.918 0.972 0.919 0.946 0.983 0.946 0.901 0.966 0.897

67%-layer 0.734 0.82 0.749 0.685 0.753 0.693 0.992 0.997 0.992 0.762 0.754 0.5 0.769 0.848 0.765 0.802 0.889 0.798 0.914 0.974 0.916 0.93 0.978 0.93 0.898 0.963 0.895

83%-layer 0.737 0.814 0.751 0.68 0.74 0.677 0.992 0.996 0.992 0.751 0.732 0.485 0.726 0.808 0.719 0.806 0.886 0.805 0.91 0.972 0.912 0.925 0.974 0.925 0.892 0.957 0.887

last-layer 0.714 0.785 0.729 0.65 0.681 0.646 0.982 0.996 0.981 0.753 0.74 0.483 0.707 0.779 0.701 0.802 0.881 0.798 0.908 0.97 0.91 0.932 0.979 0.933 0.871 0.943 0.867

Qwen-14B (40 Layers) StrategyQA Coinflip Cities Common Claim Counterfact HateEval STSA IMDb Sarcasm

Metrics ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1

1st-layer 0.569 0.59 0.626 0.605 0.639 0.646 0.461 0.422 0.448 0.733 0.62 0.162 0.481 0.486 0.504 0.766 0.86 0.769 0.75 0.824 0.753 0.778 0.856 0.776 0.772 0.859 0.762

25%-layer 0.603 0.637 0.631 0.68 0.704 0.66 0.866 0.945 0.865 0.72 0.669 0.393 0.621 0.67 0.615 0.8 0.89 0.797 0.842 0.919 0.845 0.862 0.939 0.861 0.874 0.946 0.869

50%-layer 0.735 0.835 0.747 0.71 0.754 0.681 0.995 1.0 0.995 0.76 0.748 0.515 0.791 0.875 0.787 0.808 0.891 0.807 0.932 0.981 0.934 0.935 0.984 0.935 0.919 0.974 0.916

67%-layer 0.798 0.883 0.808 0.7 0.791 0.674 0.995 1.0 0.995 0.761 0.76 0.5 0.775 0.859 0.769 0.816 0.894 0.814 0.933 0.98 0.934 0.93 0.978 0.93 0.914 0.968 0.911

83%-layer 0.796 0.872 0.807 0.715 0.768 0.705 0.992 1.0 0.992 0.753 0.735 0.493 0.753 0.843 0.748 0.816 0.896 0.811 0.927 0.978 0.927 0.936 0.978 0.936 0.912 0.964 0.91

last-layer 0.783 0.863 0.792 0.605 0.67 0.586 0.99 1.0 0.99 0.757 0.749 0.481 0.725 0.814 0.723 0.815 0.897 0.812 0.922 0.978 0.923 0.931 0.978 0.93 0.89 0.952 0.887

Table 3: The experimental results of the nine datasets on nine LLMs. For each LLM, we select six layers (first, 25%
depth, 50% depth, 67% depth, 83% depth, last) to record the accuracy, F1-score, and AUC.
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Category Dataset

Fact
Cities

Common
Counterfact

Emotion

HateEval
STSA
IMDb

Sarcasm

Reasoning StrategyQA
Coinflip

Table 4: The category that each dataset belongs to.

Dataset LLaMA3-8B-Instruct GPT-4o-mini QWen2-7B-Instruct Average

Coinflip 0.5080 0.7620 0.5060 0.5920
Common 0.5606 0.6905 0.6950 0.6487
Sarcasm 0.6575 0.6770 0.6445 0.6597

StrategyQA 0.7035 0.8803 0.5069 0.6969
Counterfact 0.5277 0.7990 0.8110 0.7126

Hateeval 0.7640 0.7300 0.7952 0.7631
STSA 0.9030 0.9211 0.9108 0.9116
Cities 0.7687 0.9973 0.9953 0.9204
IMDb 0.9365 0.9370 0.9405 0.9380

Table 5: Accuracy on nine datasets based on LLaMA3-
8b-Instruct, GPT-4o-mini and QWen2-7B-Instruct.

A.5 LLM structure
Here, we give an introduction to the model struc-
ture (using LLaMA2-7B as an example).

LlamaForCausalLM(
(model): LlamaModel(
(embed_tokens):Embedding(32000,4096)

(layers):ModuleList(
(0-31):32 x lamaDecoderLayer(
(self_attn): LlamaSdpaAttention(

(g_proj):Linear(in_features=4096,out_features=4096,bias=False)
(k proj): Linear(in_features=4096,out_features=4096,bias=False)
(v proj):Linear(in_features=4096,out_features=4096, bias=False)
(o proj):Linear(in_features=4096, out_features=4096, bias=False)
(rotary emb):LlamaRotaryEmbedding()

)
(mlp):LlamaMLP(

(gate_proj): Linear(in_features=4096,out_features=11008,bias=False)
(up_proj): Linear(in_features=4096,out_features=11008,bias=False)
(down_proj): Linear(in_features=11008, out_features=4096, bias=False)

(act_fn): siLu()
)

(input_layernorm):LlamaRMSNorm()
(post_attention_layernorm):LlamaRMSNorm()

)
)
(norm):LlamaRMSNorm()

)
(lm_head): Linear(in_features=4096,out_features=32000,bias=False)

)
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