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Abstract

Current evaluation approaches for Large Lan-
guage Models (LLMs) lack a structured ap-
proach that reflects the underlying cognitive
abilities required for solving the tasks. This
hinders a thorough understanding of the cur-
rent level of LLM capabilities. For instance,
it is widely accepted that LLMs perform well
in terms of grammar, but it is unclear in what
specific cognitive areas they excel or struggle
in. This paper introduces a novel perspective
on the evaluation of LLMs that leverages a hier-
archical classification of tasks. Specifically, we
explore the most widely used benchmarks for
LLMs to systematically identify how well these
existing evaluation methods cover the levels of
Bloom’s Taxonomy, a hierarchical framework
for categorizing cognitive skills. This compre-
hensive analysis allows us to identify strengths
and weaknesses in current LLM assessment
strategies in terms of cognitive abilities and sug-
gest directions for both future benchmark devel-
opment as well as highlight potential avenues
for LLM research. Our findings reveal that
LLMs generally perform better on the lower
end of Bloom’s Taxonomy. Additionally, we
find that there are significant gaps in the cover-
age of cognitive skills in the most commonly
used benchmarks.

1 Introduction

Large Language Models (LLMs), such as GPT-4
(OpenAI et al., 2024), GPT-4o (OpenAI, 2024),
Llama (Meta, 2024), Claude (Anthropic, 2024),
Mistral (Jiang et al., 2023), Bloom (Workshop
et al., 2023), or Gemma (Team et al., 2024a), have
demonstrated impressive capabilities across a di-
verse range of tasks such as code generation (Zhong
and Wang, 2024), logical reasoning (Wei et al.,
2022), fact checking (Zhang and Gao, 2023) and
many others (Yang et al., 2024). LLMs are pub-
lished with evaluations of their performance on a
variety of benchmarks. They serve as standardized

tests and are used to give an overview of the capa-
bilities of these models and to allow comparison be-
tween them. However, evaluations on these bench-
marks provide a limited overview of the general
capabilities of the models. A high performance on
a reading comprehension benchmark for instance
does not translate to a high performance on a task
that tests other cognitive skills, such as arithmetic.
Similarly, a low performance on a benchmark does
not immediately highlight general weaknesses of
the models. This makes it difficult to pinpoint po-
tential avenues for research on how to improve
model performance.

This problem is further exacerbated by the fact
that benchmarks can consist of multiple subtasks
that differ in the cognitive abilities required to solve
them. Despite this, the scores on benchmarks with
subtasks are often presented as an aggregate across
all subtasks. Figure 1 shows examples of differ-
ent subtasks found in benchmarks that test differ-
ent cognitive and knowledge skills. For instance
the subtask BBH object_counting is a simple
reading comprehension task that does not require
deep reasoning, while BBH snarks asks the mod-
els to detect sarcasm, which is a cognitively much
more challenging task. Performance of models
on individual subtasks can vary. For instance, we
have evaluated GPT-4 on the individual BIG-Bench
Hard subtasks and found that while it generally
performs very well, achieving an aggregated av-
erage accuracy of ≈ 0.89, it struggled with the
salient_translation_error_detection1 task,
achieving an accuracy of ≈ 0.48.23 This discrep-
ancy creates a risk of overestimating the validity
of LLM-generated content, as a high overall score

1The task is to classify errors introduced by translation for
pairs of original and corresponding translated sentences.

2We present the results of our full evaluation in Appendix
A.

3Our code and results are available on https://github.
com/ThHuberSG/coling-bloom.

https://github.com/ThHuberSG/coling-bloom
https://github.com/ThHuberSG/coling-bloom
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Apply (15 tasks)
applying the facts, rules, concepts and ideas

Understand (11 tasks)
understanding what the facts mean

Remember (1 task)
recognizing and recalling facts

Higher Order
Thinking Skills

Lower Order
Thinking Skills

Create
combining parts to make a

new whole

Not covered by current
benchmarks

Analyze (16 tasks)
breaking down information into component parts

Evaluate
judging the value of information or ideas

I have a fish, a bear, 
and a frog. How many 
animals do I have?

BBH object_counting

BBH disambiguation_qa

Explain the antecedent of the pronoun. 
Sentence: Alex tells that they could not meet. 

(A) Alex could not meet (B) We could not meet (C) Ambiguous

Weng earns $12 an hour for babysitting. 
Yesterday, she just did 50 minutes of 
babysitting. How much did she earn?

GSM8K

Which statement is sarcastic?
Options: (A) We all know diamonds are worthless.

(B) We all know diamonds are valuable

BBH snarks

Factual
(9 tasks)

Procedural
(14 tasks)

Conceptual
(20 tasks)

Metacognitive
(not covered)

Knowledge Dimension Cognitive Process DimensionExample Tasks

Figure 1: Distribution of currently used benchmarks for LLM evaluation when mapped to Bloom’s Taxonomy.
Metacognitive, Create and Evaluate are not covered by currently used benchmarks.

does not necessarily indicate a well-rounded per-
formance across all cognitive levels. We argue that
to gain a balanced overview of the models’ per-
formance it is necessary to change how we view
benchmark scores and measure model performance.
Instead of measuring performance on individual
benchmarks, we propose to measure the models’
performance in terms of cognitive abilities. En-
hancing and measuring cognitive abilities typically
belongs to the field of education. In this domain
Bloom’s Taxonomy (Bloom et al., 1956; Ander-
son and Krathwohl, 2001) is a widely used and
established framework for classifying learning ob-
jectives in the cognitive dimension into six hier-
archical levels, each representing increasing com-
plexity of thought. An overview of the taxonomy
is presented in Section 2.

We argue that analyzing LLM performance
through the lens of Bloom’s Taxonomy allows us to
uncover the knowledge structures they possess and
identify areas for improvement (Zhang et al., 2023).
Firstly, it provides deeper insights into the cogni-
tive abilities of LLMs, paving the way for more
targeted development. Secondly, this approach can
guide the selection of the most effective and appro-
priate use cases for LLMs. In this paper we map
commonly used benchmarks into the taxonomy to
assess how much of the taxonomy is covered by
current LLM evaluation paradigms. We find that
commonly used benchmarks do not sufficiently
cover all levels of Bloom’s Taxonomy, which sug-
gests that the evaluations are not comprehensive
enough and do not accurately represent a measure-
ment of the LLMs’ capabilities.

This work makes several key contributions to the

field of LLM evaluation:

(i) We leverage Bloom’s Taxonomy to establish
a connection between commonly used bench-
mark tasks and the cognitive abilities they re-
quire. This provides an overview of the cover-
age that these popular benchmarks achieve on
Bloom’s Taxonomy.

(ii) Based on this mapping we measure the per-
formance of LLMs on the levels of Bloom’s
Taxonomy. This reveals the types of learning
and thinking LLMs excel at, along with areas
where they struggle. This knowledge allows
for a more targeted and effective development
and application of LLMs.

(iii) Through Bloom’s Taxonomy, we identify cog-
nitive dimensions and knowledge types that
are currently not well-represented by com-
monly used LLM benchmarks.

2 Background: Bloom’s Taxonomy

Bloom’s Taxonomy (Bloom et al., 1956; Ander-
son and Krathwohl, 2001)4 serves as a founda-
tional framework in education. It offers a two-
dimensional framework for classifying learning ob-
jectives into six distinct levels of cognitive com-
plexity, ranging from lower-order thinking skills
that require less cognitive processing (remember,
understand, apply) to higher-order thinking skills
that require deeper learning and a greater degree of
cognitive processing (analyze, evaluate, create).
These levels represent a hierarchy of cognitive

4We employ the revised version of the taxonomy presented
in Anderson and Krathwohl (2001).
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skills, with each level building upon the founda-
tion laid by the previous one (see the right part of
Figure 1). The second dimension focuses on the
type of knowledge students acquire when solving a
task: factual, conceptual, procedural, and metacog-
nitive.5

Bloom’s Taxonomy serves two main purposes in
the field of education: (i) It provides a structured
framework for educators to categorize and orga-
nize learning goals into a hierarchy of increasing
complexity. (ii) By understanding the different cog-
nitive levels and knowledge types, educators can
design activities, assessments, and teaching meth-
ods that effectively target these different areas. It
enables them to accurately evaluate the different
types of mental skills students develop, ensuring a
well-rounded assessment of their learning.

This equips them with the tools to not only under-
stand the different types of complex mental skills
required for effective learning but also to effectively
evaluate them in their students, fostering a more
comprehensive learning journey for students.

This promotes a more well-rounded learning ex-
perience for students. In that way, it equips ed-
ucators with the tools to not only understand the
different types of complex mental skills required
for effective learning but also to effectively evaluate
them in their students.

In essence, Bloom’s Taxonomy helps educators
move beyond simply imparting information and
instead focus on fostering critical thinking, analy-
sis, creativity, and a deeper understanding in their
students.

3 Methodology

We leverage Bloom’s Taxonomy to explore the
knowledge structures and cognitive abilities of
LLMs. Specifically, we address the following re-
search questions:

(i) RQ1: Can commonly used benchmarks used
for LLM evaluation be mapped to cognitive
capabilities they cover?

(ii) RQ2: What cognitive dimensions and knowl-
edge types are underrepresented in current
LLM benchmark tasks?

(iii) RQ3: What types of learning and thinking do
LLMs excel at, and where do they struggle?

5For a detailed description of the knowledge and cognitive
dimensions of Bloom’s Taxonomy, the interested reader may
refer to Section B in the appendix.

3.1 Mapping Benchmark Tasks to Bloom’s
Taxonomy

New LLMs are evaluated on a subset of bench-
marks to provide a general overview of their capa-
bilities. The chosen benchmarks are often similar
across multiple models, but there is not one defini-
tive selection. LLMs are used for a variety of tasks.
It is widely accepted that they have very strong per-
formance for language tasks such as grammar and
spelling. This is reflected in the rankings of general
language benchmarks such as GLUE (Wang et al.,
2018) and SuperGLUE (Wang et al., 2019) where
LLMs rank highly. The cognitive skills required
for these tasks however are different from tasks
such as evaluating the quality of an argument in an
essay. Benchmarks used in the evaluation of LLMs
typically do not include an analysis of the cognitive
skills required to solve them. We hypothesize that
the frequently used benchmarks do not fully test
all the capabilities of LLMs. We first investigate
whether benchmarks used for LLM evaluation can
be mapped to Bloom’s Taxonomy, and thus can be
considered to test cognitive abilities.

3.1.1 Benchmark Selection
To test this hypothesis, we have selected a set of
commonly used benchmarks. We base our selec-
tion on their usage in the technical reports of re-
cently published models, specifically GPT-4o (Ope-
nAI, 2024), GPT-4 (OpenAI et al., 2024), Llama 3
(Meta, 2024) and Llama 3.1 (Dubey et al., 2024),
Grok-2 (X.ai, 2024) and Claude 3 (Anthropic,
2024). We provide an overview in Appendix F
in Table 16. Our choice of models is driven by
general performance and popularity in the research
community. We argue that the benchmarks these
models are evaluated on present the current zeit-
geist in the community on how LLMs should be
evaluated to provide at least a basic overview of
their capabilities. To assess whether or not these
benchmarks cover cognitive abilities we first anno-
tated the selected benchmarks by the levels they
cover in Bloom’s Taxonomy. For benchmarks that
are made up of subtasks we considered each sub-
task to be a distinct task and annotated the subtasks
separately. Benchmarks without a subtask catego-
rization were considered as a whole and not split.
Our selection approach left us with 43 distinct tasks
in total. An overview of the used benchmarks and
datasets is provided in Appendix C in Table 13.

We found that the results of benchmarks with
subtasks, such as AGIEval (Zhong et al., 2023) and
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BIG-Bench Hard (BBH) (Suzgun et al., 2023), are
frequently not reported per subtask, but only as
an aggregate over all subtasks. We disagree with
this approach. The subtasks in each of these two
benchmarks are very different and aggregating the
scores across them leads to an arbitrary metric that
does not accurately reflect the performance of the
models. An aggregated score is a sensible approach
when the individual tasks measure some kind of
specific, narrow purpose, and the aggregate then
provides a balanced view for this purpose. This
is not the case for all benchmarks with subtasks.
We argue that scores on benchmarks with subtasks
should always be reported on a subtask level to
allow for a more fine-grained analysis and compar-
ison of the tested models.

We provide an overview of the selected bench-
marks and model performance in Appendix A.

3.1.2 Labeling of Benchmark Tasks

Prior research in the field of Natural Language
Processing (NLP) has not, to our knowledge, ex-
plored the classification of LLM benchmark tasks
within Bloom’s Taxonomy. Consequently, existing
datasets and benchmarks that are commonly used
for the evaluation of LLMs lack information regard-
ing the knowledge types and cognitive dimensions
that are targeted by these tasks.

To address this gap, we adopted a three-folded
approach. First, we carried out a human annota-
tion, where human annotators manually labeled the
cognitive and knowledge dimensions present in the
benchmark tasks. Second, we leveraged the capa-
bilities of LLMs to analyze the tasks and identify
these dimensions. Finally, we trained a machine
learning classifier to solve this task. We aim to
examine whether the tasks can be mapped to cogni-
tive abilities by means of having a high inter-rater
agreement as well as by being able to train a model
to do so.

Annotator Agreement The boundaries between
the levels of Bloom’s Taxonomy are fuzzy, and
we have found that in practice individual tasks fall
somewhere in between two levels. For instance
the boolean_expressions task from BIG-Bench
Hard requires the evaluation of boolean expressions
into True/False. This requires both recalling how to
evaluate these expressions in general and simplify
them, which falls into the Understand dimension,
as well as carrying out the simplification across
multiple steps, which can be considered to belong

to the Apply dimension. These levels are consecu-
tive in the taxonomy, and a disagreement between
them is less severe than if the annotators assigned
labels that are on opposite ends of the taxonomy hi-
erarchy. For this reason we measure the inter-rater
agreement using Cohen’s weighted kappa (Cohen,
1968), which accounts for partial disagreements on
nominal scales. The agreement scores can be found
in Table 1. We discuss the scores in Section 4.1.

Manual Annotation In a first step, two anno-
tators, with expertise in computer science but no
formal background in pedagogy, manually labeled
the cognitive and knowledge dimensions in the
selected benchmarks independently of each other.
For benchmarks that consist of multiple distinct
subtasks, such as BIG-Bench Hard, the individual
subtasks were annotated as opposed to the bench-
mark as a whole. After the annotation process they
discussed the annotations where they disagreed and
discussed the reasoning behind their choice until
they reached a consensus. This follows the ap-
proach by Li et al. (2022), who performed a similar
annotation. The annotators in our work had mainly
the same issue as in the aforementioned publication.
Multiple reading comprehension tasks in BBH for
instance require some additional reasoning, which
initially lead to different classifications. This was
the main source of disagreement.

LLM Annotation To further strengthen the reli-
ability of our human annotations, we used a sim-
ple prompt to instruct the current, high-performing
LLMs GPT-4 and GPT-4o6, Claude 37 and Llama
38 to annotate the same benchmark tasks with their
corresponding cognitive and knowledge dimen-
sions. The exact prompts can be found in Appendix
D. We have used a subset of 20 samples of each
task and assigned the majority label. We find that
the models very rarely deviate in their label within
a task and will instead almost always assign the
same label, and therefore have opted to label only
the subsets. Only the MMLU benchmark was an
exception. We have found that, despite being split
into subtasks, the individual task instances in each
subtask can vary in terms of cognitive and knowl-
edge skill required to solve them. We discuss this
in Section 5. After annotation we measured the
inter-rater agreement between the human annota-

6gpt-4-0613 and gpt-4o-2024-05-13, through the Ope-
nAI API

7claude-3-haiku-20240307 through the Anthropic API
8Self-hosted meta-llama/Meta-Llama-3-70B-Instruct
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Cognitive Dimension Knowledge Types

Human claude3 gpt4 gpt4o llama3 avg. Human claude3 gpt4 gpt4o llama3 avg.

Human - 0.51 0.69 0.66 0.67 0.63 - 0.34 0.17 0.38 0.33 0.31
claude3 0.51 - 0.59 0.59 0.7547 0.61 0.34 - 0.33 0.66 0.36 0.42
gpt4 0.69 0.59 - 0.77 0.7549 0.70 0.17 0.33 - 0.45 0.21 0.29
gpt4o 0.66 0.59 0.77 - 0.78 0.70 0.38 0.66 0.45 - 0.34 0.46
llama3 0.67 0.7547 0.7549 0.78 - 0.74 0.33 0.36 0.21 0.34 - 0.31

Table 1: Inter-model agreement for Cognitive Dimension and Knowledge Types

tions and the LLMs. Agreement scores be found in
Table 1.

Training of a Classification Model To comple-
ment the human and LLM annotations we fine-
tuned a classification model on the dataset pre-
sented by Li et al. (2022). This dataset contains
21,380 learning objectives, labelled with the corre-
sponding cognitive dimension from Bloom’s Tax-
onomy. The knowledge dimension is not included.
We trained a small pre-trained RoBERTa model
(Conneau et al., 2019), xlm-roberta-base from
the HuggingFace repository9 which has 279 million
parameters. We used 10% of the full dataset for
testing, 10% of the remaining data for validation
and all the remaining data for training. Our fine-
tuned model achieves an F1-Score of 0.92 on the
test set. We used this classifier to predict the cogni-
tive dimension labels for the benchmark tasks. The
agreements with both humans and LLMs is very
low despite the high performance of the classifier
on the test set (highest agreement 0.04). This likely
stems from the fact that the dataset used for train-
ing consists of abstract learning objectives and not
specific tasks to be solved. As the performance of
the classifier is very high, yet the agreement is low,
we decided not to pursue this direction.

3.2 Performance of LLMs on Different
Taxonomy Dimensions

Model Selection Due to the large number of
available models10 it is not feasible to evaluate
them all. We have chosen GPT-411 (OpenAI et al.,
2024), Llama 312 (Meta, 2024) and Claude 313 (An-
thropic, 2024) for our analysis. We evaluated addi-
tional models on the BBH and AGIEval datasets:

9https://huggingface.co/FacebookAI/
xlm-roberta-base, accessed May 28, 2024

10https://huggingface.co/models?pipeline_tag=
text-generation lists 135,873 models for text generation
as of September 16, 2024

11gpt-4-0613
12meta-llama/Meta-Llama-3-70B-Instruct
13claude-3-haiku-20240307

Phi-3 (Abdin et al., 2024), Gemma (Team et al.,
2024b), Falcon (Almazrouei et al., 2023), Flan-T5
(Chung et al., 2022) and Bloomz (Muennighoff
et al., 2023). We chose to perform our own evalu-
ation on these two benchmarks because their sub-
tasks are heterogenous and benchmark scores on all
selected benchmarks are not publicly available for
all models. The models were selected because they
achieve high performance, are very recent and, we
argue, are representative of the current paradigms
in LLM evaluations. This is due to the fact that
they share many of the same datasets in their evalu-
ations. Our selection includes both open and closed
models and range from 3.8b parameters (Phi-3) to
70b (Llama 3) and likely even higher in the case of
GPT-4, as well as both an encoder-decoder model
(Flan-T5) and decoder-only models. Similarly to
how there is a large number of available models
there exist many datasets and benchmarks for a
variety of tasks in the broader NLP field14. The
used LLMs place highly on many public leader-
boards and are widely used and adopted by the
NLP community.

Model Scoring Where they were available, we
have used scores from the technical reports or pub-
lications. The exact scores and their source can
be found in Appendix A. For the BIG-Bench Hard
and AGIEval benchmarks we were unable to find
scores reporting performance on a subtask level for
all of the models. We have carried out our own eval-
uation on these benchmarks. For BIG-Bench Hard
we have used the Chain-of-Thought prompts pre-
sented by Suzgun et al. (2023). We employed the
same strategy for the AGIEval benchmark: Chain-
of-Thought with zero-shot prompting. We then
used Llama 3 to evaluate the output the models
produced. The verification prompt is included in
Figure 5 in Appendix D. We manually verified a
small subset of the automated evaluations by com-
paring the verification output with both the correct

14HuggingFace lists 16,287 NLP datasets as of September
16, 2024

https://huggingface.co/FacebookAI/xlm-roberta-base
https://huggingface.co/FacebookAI/xlm-roberta-base
https://huggingface.co/models?pipeline_tag=text-generation
https://huggingface.co/models?pipeline_tag=text-generation
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Cognitive Dimension Knowledge Type

Model Remember Understand Apply Analyze Evaluate Create Factual Conceptual Procedural Metacognitive

Llama3 0.90 0.68 0.79 0.59 N/A N/A 0.59 0.66 0.79 N/A
GPT-4 0.99 0.89 0.93 0.76 N/A N/A 0.89 0.86 0.84 N/A
Claude3 0.46 0.60 0.62 0.48 N/A N/A 0.53 0.51 0.65 N/A
bloomz-3b* 0.02 0.56 0.16 0.27 N/A N/A 0.25 0.43 0.17 N/A
bloomz-560m* 0.01 0.27 0.12 0.22 N/A N/A 0.21 0.26 0.14 N/A
falcon-7b-instruct* 0.11 0.53 0.07 0.36 N/A N/A 0.33 0.48 0.12 N/A
falcon-40b-instruct* 0.50 0.46 0.12 0.50 N/A N/A 0.56 0.45 0.23 N/A
flan-t5-xxl* 0.47 0.86 0.15 0.48 N/A N/A 0.53 0.72 0.17 N/A
gemma-7b-it* 0.31 0.66 0.26 0.35 N/A N/A 0.36 0.54 0.24 N/A
phi3-mini-4k-instruct* 0.75 0.75 0.59 0.50 N/A N/A 0.55 0.68 0.51 N/A

Table 2: Model performance on Bloom’s Taxonomy’s Cognitive Dimension and Knowledge Types. Model scores
marked with * are based only on our own evaluation on BBH and AGIEval.

Understand

Apply

Analyze

Evaluate

Create

Remember

0 0.2 0.4 0.6 0.8 1

Model
gpt4
llama3
claude3
phi3-mini-4k-it*
gemma-7b-it*
falcon-40b-it*
flan-t5-xxl*
bloomz-3b*

(a) Performance of models by cognitive process dimension

Conceptual

Factual

Metacognitive

Procedural 0 0.2 0.4 0.6 0.8 1

Model
gpt4
llama3
claude3
phi3-mini-4k-it*
gemma-7b-it*
falcon-40b-it*
flan-t5-xxl*
bloomz-3b*

(b) Performance of models by knowledge type

Figure 2: Performance of models mapped to Bloom’s Taxonomy. Model scores marked with * are based only on
BBH and AGIEval. Unmarked scores are based on all benchmarks.

answer for the task as well as the generated answer
and found no errors. Nevertheless we can not guar-
antee that these scores are perfectly accurate, but
we do not aim to provide an exact evaluation of
the model’s capabilities but rather a comprehensive
overview of their general performance mapped to
the levels of Bloom’s Taxonomy.

4 Results

For the experiments we have used the human-
assigned labels as discussed in Section 3.1.2. For
benchmarks that consist of multiple subtasks, such
as BIG-Bench Hard, we consider each subtask as
an individual, separate task. Benchmarks that do
not consist of subtasks were considered as a whole.
The labels assigned to the benchmarks by both hu-
mans and LLMs can be found in Appendix E.

4.1 RQ1: Mapping LLM Benchmark Tasks to
Cognitive Capabilities

For the cognitive dimension, the scores between
pairs of LLMs are high, and they align with the

human annotations (κweighted, avg.(humans/LLMs) ≈
0.63). This indicates a high reliability of the cogni-
tive labels assigned to the benchmarks, suggesting
that the taxonomy can be applied to benchmark
tasks in general.

The agreement scores for the knowledge types
are more varied. Claude 3 and GPT-4o achieve
a high agreement of κweighted ≈ 0.66. The aver-
age agreement score between humans and LLMs
is κweighted, avg.(human/LLMs) ≈ 0.30. This low agree-
ment could stem from low LLM performance for
the task of assigning knowledge dimension labels.
To the best of our knowledge no suitable dataset ex-
ists that could be used to evaluate the performance
of LLMs on this task. The agreement score we
report here gives a weak indication that LLMs have
trouble with assigning the knowledge dimension la-
bel, but a suitable dataset to evaluate this is needed.
An indication of weak performance is the fact that
the GPT-4 family of models (both GPT-4 and GPT-
4o) assigned the Metacognitive label, albeit rarely.
This knowledge type requires self-reflection about
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one’s own learning and knowledge. The tasks in
the benchmarks we considered are all straightfor-
ward and can be solved without reflection. They
should not be considered to fall into this knowledge
type for this reason. The human annotators never
assigned this label.

The assigned labels can be found in Appendix E
in Tables 14 and 15.

4.2 RQ2: Representation of Cognitive and
Knowledge Dimensions in Benchmark
Tasks

Cognitive Dimensions Of the 43 tasks we con-
sidered in our evaluation only one covers the Re-
member dimension, 11 the Understand dimension,
15 Apply and 16 Analyze. None of the tasks cover
the Evaluate or Create dimensions. The assigned
labels for the cognitive dimension show a focus to-
wards the middle part of the taxonomy, and the very
low and higher-order thinking skills Remember and
Evaluate, Create are underrepresented.

Knowledge Types Factual knowledge is tested
by 9 tasks and Procedural knowledge by 14. Con-
ceptual knowledge is represented by 20 tasks.
None of the benchmarks map to the Metacogni-
tive level.

4.3 RQ3: Performance of LLMs according to
Bloom’s Taxonomy

As discussed in Section 3.2 we compare the perfor-
mance of multiple models on the selected bench-
marks. Detailed scores can be found in Appendix
A. We include aggregated scores in Table 2. Figure
2 shows a visualization of the models’ performance.
We find that the models generally perform better on
the lower end of the taxonomy. Models that score
lowly on the Remember dimension still perform
well on tasks belonging to Understand. We note
that only one task of the benchmarks is mapped to
Remember, object_counting of the BIG-Bench
Hard benchmark. We manually analyzed the out-
puts of models on this task and found that they
often misinterpret the question. For example for
the task “I have a head of broccoli, four garlics, a
yam, a stalk of celery, a cabbage, two potatoes, an
onion, four lettuce heads, and a cauliflower. How
many vegetables do I have?” Claude 3 counted
hallucinated, non-existent fruits and gave that as
the answer. The drop in performance on the tax-
onomy the higher the dimension indicates that the
models may have a weakness in the higher-order

thinking skills. This follows from the overall lower
performance on the Analyze dimension, which is
represented by 16 tasks.

For the knowledge dimension we observe that
Llama 3’s performance increases as the knowledge
dimension increases, ranging from 0.59 at the Fac-
tual level, to 0.66 for Conceptual and 0.79 for tasks
that require the application of Procedural knowl-
edge. GPT-4 is consistent across the dimensions
(0.89, 0.86, 0.84) while Claude 3 peaks at Proce-
dural (0.53, 0.51, 0.65). The other models perform
highly on Conceptual tasks and lowly on Procedu-
ral ones.

It is not clear where exactly the training process
of LLMs falls in Bloom’s Taxonomy. Many mod-
els are trained on next token prediction or masked
language modeling, both of which can be consid-
ered to fall into the lower levels of the taxonomy.
Additional fine-tuning and techniques such as re-
inforcement learning from human feedback make
an exact placement difficult. Overall the entirety
of the training process however does not reach into
the higher levels of the taxonomy. As the train-
ing process has a large impact on the quality of
the model this can explain the higher performance
of the trained models on the lower levels of the
taxonomy.

5 Discussion

In Section 4.2 we have analyzed the coverage
of Bloom’s Taxonomy by commonly used bench-
marks. We show that none of the currently standard
benchmarks to evaluate new LLMs cover the Cre-
ate or Evaluate dimensions, and that Remember
is underrepresented with only one task belonging
to it. Tasks that cover the missing dimensions are
easy to find or to construct, i.e. a simple task of
“What is the capital of X?” can be one such task
belonging to the Remember dimension. We do not
claim that no suitable benchmarks exist, but rather
that there is a gap in the current way that LLMs are
evaluated because these benchmarks are not used
consistently when presenting a new LLM. A report
on the performance of models on a more diverse
set of benchmarks that covers more capabilities can
help give researchers a better view on the strengths
and weaknesses of these models. Bloom’s Taxon-
omy is a suitable framework for this goal as it is
established as a way to categorize learning objec-
tives and design evaluations that effectively target
the different dimensions.
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We noted a lack of tasks that require Metacog-
nitive knowledge in the benchmarks. The GPT-4
family of models rarely suggested this label for a
few tasks (refer to Table 14 for details). Tasks that
test this kind of knowledge can be very beneficial
as they require the models to attempt a more struc-
tured, deeper way of reasoning, which can give
insight into their inner workings.

To enable a more comprehensive coverage of the
taxonomy’s levels both the Create and Evaluate
cognitive dimensions as well as the Metacognitive
knowledge type need to be included in model re-
ports. Zheng et al. (2023) propose MT-Bench, a
benchmark consisting of multiple categories, of
which one is Writing. We argue that this task cov-
ers the Create dimension, but it has drawbacks: the
scoring metrics do not have an upper bound, and
ranking is relative to other models. This allows for
a comparison between models but makes it difficult
to measure absolute performance. Another suitable
benchmark for the Create dimension is TuringAd-
vice (Zellers et al., 2021). Models are asked to
generate advice for a given situation, and human
annotators mark the advice as helpful or not helpful.
Model performance can be measured in terms of
their advice being preferred over human advice on
the dataset, but the task itself remains open-ended.
A model that always gives advice that is preferable
over the human advice does not necessarily repre-
sent that the task is solved and no better advice can
be achieved. These two benchmarks highlight a key
difficulty when measuring the performance on the
Create dimension. It is difficult to find a suitable
metric, with clearly defined limits, for tasks of this
category. Relative performance on the Create di-
mension can be measured but it remains difficult to
measure the absolute performance. The Evaluate
dimension can be covered by fact-checking tasks
such as the recently proposed Factcheck-Bench
by Wang et al. (2024). Comparing multiple texts
and evaluating whether or not some claim is con-
tained therein, thereby fact-checking it, covers this
dimension. Unlike the Create dimension tasks, per-
formance on such tasks can be measured in terms
of metrics with upper bounds, which makes them
suitable as a means to gain a balanced overview
of LLM performance. Measuring Metacognitive
performance can be difficult in the context of cur-
rent LLMs. They are autoregressive and there is
no real cognition to speak of. Nevertheless, one
approach can be to ask a model to predict its own
performance on a task that it will solve later. We

are not aware of any such experiments being pub-
lished, but argue that the models likely perform
quite badly on such a task. This is due to their lack
of cognition. Nevertheless, such an experiment is
simple to set up and provides an overview of the
metacognitive skills of LLMs. As it is out of scope
of our work we leave it for future work.

A difference in performance on the various lev-
els of the taxonomy can be observed. As discussed
in Section 4.3 we observe a weakness in the higher-
order thinking skills, the Analyze layer of the tax-
onomy, as well as a slight weakness in the Under-
stand dimension. There is a lack of benchmarks
that cover the full spectrum of the taxonomy, with
the higher-order thinking skills underrepresented
in current benchmarks. We theorize that higher-
order thinking requires deeper reasoning skills than
tasks that map to the lower levels of the taxon-
omy. Research on how to improve skills in these
areas is still ongoing (Liu et al., 2022; Pan et al.,
2023; Ling et al., 2023). To give a more compre-
hensive overview of current LLM capabilities we
suggest that evaluations are extended with more
benchmarks that cover the full range of cognitive
abilities.

We note that during our analysis of the bench-
marks we have found some that we do not agree
are suitable as universal benchmarks. Tasks such
as simple arithmetic or evaluating Boolean expres-
sions test the capabilities of the models, but can
be trivially solved with a rule-based or hard-coded
approach. An ensemble model of LLM and a spe-
cialized tool that solves these tasks reliably could
easily achieve a higher score than an LLM by itself.
RAG models (Lewis et al., 2020) for instance can
benefit from being evaluated on benchmarks that
require external knowledge, but not every LLM is a
RAG model. Benchmarks should be used to evalu-
ate a specific skill or capability that the models can
have as those benchmarks can reveal research ar-
eas where LLM improvements can have a tangible
impact.

As discussed in Section 3.1.2 the MMLU bench-
mark (Hendrycks et al., 2020) consists of mul-
tiple subtasks, but individual task instances in
each subtask nevertheless map to different levels
in the taxonomy. For instance, one task in the
college_biology subtask may require the recall-
ing of simple facts (Remember dimension in the
taxonomy), while another in the same subtask re-
quires complex reasoning about specific scenarios
(Analyze / Evaluate in the taxonomy). Using this
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benchmark in an evaluation gives a distorted view
on model performance for this reason. A model
may perform highly on cognitively simple ques-
tions but fail on more complex ones. An evalua-
tion purely on the entirety of a benchmark masks
this, and, in rare cases such as MMLU, this is an
issue even if the evaluation is done on a subtask
level. This highlights the need for a shift in how we
view model evaluations. The current approaches
give only a distorted view which limits discussion
around capabilities of current models and how to
improve them.

Lastly a comparison to human performance on
benchmarks can provide valuable insights. For the
benchmarks that we have analyzed none of them
readily had human results available. Comparing hu-
man performance, mapped to Bloom’s Taxonomy,
and comparing it to LLM performance could help
identify gaps and strengths of these models com-
pared to human capabilities. We hypothesize that
certain tasks may be simple to solve for a human
but LLMs may struggle on them and vice versa.

6 Related Work

Recent surveys provide an overview benchmarks
and LLM evaluations (Chang et al., 2024; Zhao
et al., 2023b). The recent Chatbot Arena Leader-
board (Chiang et al., 2024) uses crowdsourcing to
compare different models. None of the popular
benchmarks in the field of NLP include informa-
tion about what cognitive skills they test, e.g. the
coverage in Bloom’s Taxonomy. A limited num-
ber of very recent studies have explored applying
the taxonomy in the broader computer science do-
main. Shojaee et al. (2024) investigate the per-
formance of LLMs in answering neurophysiology
questions across two cognitive levels (lower-order
and higher-order). They found no significant differ-
ence in LLM performance between cognitive levels.
Herrmann-Werner et al. (2024) explore GPT-4’s
ability to answer psychosomatic medicine exam
questions. A qualitative analysis using Bloom’s
Taxonomy revealed that errors predominantly oc-
curred at the Remember and Understand cogni-
tive levels. Fei et al. (2023) propose LawBench, a
benchmark designed to evaluate the capabilities of
LLMs across three cognitive levels: legal knowl-
edge memorization, legal knowledge understand-
ing, and legal knowledge application, which cor-
respond to the three lower levels of Bloom’s Tax-
onomy. However, all the approaches mentioned

above are limited to specific domains.

To the best of our knowledge, the most com-
prehensive evaluation of LLMs based on Bloom’s
Taxonomy to date is presented by Zhang (2023)
and Sun et al. (2024). With the objective of re-
vealing the knowledge structures of LLMs, Zhang
(2023) use the educational diagnostic assessment
method (Bejar, 1984). To assess the cognitive capa-
bilities of LLMs, they analyzed their performance
and error patterns on MoocRadar (Yu et al., 2023),
a student exercise dataset annotated with Bloom’s
Taxonomy. The results show that LLMs tend to
struggle with tasks in the intermediate range the
taxonomy, suggesting potential limitations in their
reasoning and problem-solving abilities. Sun et al.
(2024) present SciEval, a benchmark for scientific
research ability evaluation of LLMs. Leveraging
the cognitive levels of Bloom’s Taxonomy, Sci-
Eval evaluates the capabilities of LLMs across four
dimensions: basic knowledge, knowledge appli-
cation, scientific calculation, and research ability.
Similar to the findings by Zhang (2023), Sun et al.
(2024) reveal that LLMs underperform in the scien-
tific calculation domain, which aligns with the inter-
mediate level of Bloom’s Taxonomy, while demon-
strating relatively superior performance in the other
three domains. Our work differs from these previ-
ous works in that we map existing benchmarks to
Bloom’s Taxonomy and evaluate the coverage that
current evaluation approaches and popular bench-
marks achieve on the taxonomy.

7 Conclusion

We presented an analysis of the current LLM eval-
uation approaches by mapping commonly used
benchmarks to Bloom’s Taxonomy to identify the
cognitive abilities that they cover. By doing so we
identified gaps in the evaluation of LLMs. Cur-
rently used benchmarks do not sufficiently cover
all levels of the taxonomy. Identifying the cogni-
tive skills that the benchmarks cover allows for a
deeper analysis of LLM strengths and weaknesses
and can drive research to improve these models.
The models we have considered show weaknesses
towards the higher-order thinking skills in Bloom’s
Taxonomy. LLM evaluations should focus on a
balanced selection of benchmarks that sufficiently
covers the full range of cognitive skills to allow the
research community to gain a focused view on the
performance of the models.
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8 Limitations

Bloom’s Taxonomy was originally designed for
classifying questions in an educational setting, such
as exams. It is not clear whether it can be applied
to LLM benchmarks without changes, but the high
agreement scores between annotators suggests that
this approach is feasible. The annotators do not
have a background in pedagogy. The high agree-
ments between annotators and LLMs suggest that
the annotations are reliable but expert annotators
might assign different labels on some benchmarks.
One potential weakness with applying Bloom’s
Taxonomy we have identified is that tasks in the
same benchmark, despite clearly mapping to the
same cognitive and knowledge dimension levels,
can have varying degrees of difficulty. Another fac-
tor is the length of the inputs. Longer inputs may
not be a factor in a human-based evaluation set-
ting but can potentially lead to the LLMs making
mistakes. A recent work by Liu et al. (2024) in-
vestigates how LLMs use longer contexts. A more
in-depth analysis is required as to whether these
factors, length and difficulty, need to be incorpo-
rated into the taxonomy when applying it to the
setting of LLM evaluation.
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A Individual Task Results

We include the the scores used as the basis for our
analysis in Table 3 (GPT-4), Table 4 (Llama 3),
Table 5 (Claude 3), Table 6 (bloomz-3b), Table 7
(bloomz-560m), Table 8 (falcon-7b-instruct), Ta-
ble 9 (falcon-40b-instruct), Table 10 (flan-t5-xxl),
Table 11 (gemma-7b-it) and Table 12 (phi3-mini-
4k-instruct).

All prompts used a chain-of-thought
format and were zero-shot. Evaluations
were performed automatically using a
meta-llama/Meta-Llama-3-70B-Instruct
instance and the prompt described in Figure 5.
When we used scores from other publications
we have added a reference to the publication to
the table. AGIEval and BIG-Bench Hard results
are available as an aggregated score but we were
unable to find per-task results on all models we
considered for this work. For this reason we have
manually collected the data and publish the results
below.

A.1 GPT-4

For the tasks where results were not available we
used the OpenAI API and the model gpt-4-0613
to calculate the scores.

A.2 Llama 3

We used a self-hosted
meta-llama/Meta-Llama-3-70B-Instruct
model from the HuggingFace repository for the
tasks where results were not available.

A.3 Claude 3

We used the Anthropic API and the
claude-3-haiku-20240307 model for the
tasks that we were unable to find results for.

A.4 bloomz-3b

We used the bloomz-3b model from HuggingFace
to evaluate performance on AGIEval and BIG-
Bench Hard subtasks. We used a simple CoT zero-
shot prompting approach for both benchmarks.

A.5 bloomz-560m

We used the bloomz-560m model from Hugging-
Face to evaluate performance on AGIEval and BIG-
Bench Hard subtasks. We used a simple CoT zero-
shot prompting approach for both benchmarks.

A.6 falcon-7b-instruct
We used the falcon-7b-instruct model from
HuggingFace to evaluate performance on AGIEval
and BIG-Bench Hard subtasks. We used a sim-
ple CoT zero-shot prompting approach for both
benchmarks.

A.7 falcon-40b-instruct
We used the falcon-40b-instruct model from
HuggingFace to evaluate performance on AGIEval
and BIG-Bench Hard subtasks. We used a sim-
ple CoT zero-shot prompting approach for both
benchmarks.

A.8 flan-t5-xxl
We used the flan-t5-xxl model from Hugging-
Face to evaluate performance on AGIEval and BIG-
Bench Hard subtasks. We used a simple CoT zero-
shot prompting approach for both benchmarks.

A.9 gemma-7b-it
We used the flan-t5-xxl model from Hugging-
Face to evaluate performance on AGIEval and BIG-
Bench Hard subtasks. We used a simple CoT zero-
shot prompting approach for both benchmarks.

A.10 phi3-mini-4k-instruct
We used the flan-t5-xxl model from Hugging-
Face to evaluate performance on AGIEval and BIG-
Bench Hard subtasks. We used a simple CoT zero-
shot prompting approach for both benchmarks.
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Model Benchmark Subtask Score Source

gpt4 AGIEval aqua-rat 0.740000 https://github.com/microsoft/promptbase
gpt4 AGIEval gaokao-english 0.931000 (Zhong et al., 2023)
gpt4 AGIEval logiqa 0.627000 (Zhong et al., 2023)
gpt4 AGIEval lsat-ar 0.344000 (Zhong et al., 2023)
gpt4 AGIEval lsat-lr 0.845000 (Zhong et al., 2023)
gpt4 AGIEval lsat-rc 0.877000 (Zhong et al., 2023)
gpt4 AGIEval math 0.950000 (Zhong et al., 2023)
gpt4 AGIEval sat-en 0.859000 (Zhong et al., 2023)
gpt4 AGIEval sat-math 0.896000 (Zhong et al., 2023)
gpt4 ARC-Challenge N/A 0.963000 (Zhong et al., 2023)
gpt4 BIG-Bench Hard boolean_expressions 0.936000 Own evaluation, CoT zero-shot prompting
gpt4 BIG-Bench Hard causal_judgement 0.716578 Own evaluation, CoT zero-shot prompting
gpt4 BIG-Bench Hard date_understanding 0.956000 Own evaluation, CoT zero-shot prompting
gpt4 BIG-Bench Hard disambiguation_qa 0.876000 Own evaluation, CoT zero-shot prompting
gpt4 BIG-Bench Hard dyck_languages 0.852000 Own evaluation, CoT zero-shot prompting
gpt4 BIG-Bench Hard formal_fallacies 0.816000 Own evaluation, CoT zero-shot prompting
gpt4 BIG-Bench Hard geometric_shapes 0.652000 Own evaluation, CoT zero-shot prompting
gpt4 BIG-Bench Hard hyperbaton 0.972000 Own evaluation, CoT zero-shot prompting
gpt4 BIG-Bench Hard logical_deduction_five_objects 0.804000 Own evaluation, CoT zero-shot prompting
gpt4 BIG-Bench Hard logical_deduction_seven_objects 0.636000 Own evaluation, CoT zero-shot prompting
gpt4 BIG-Bench Hard logical_deduction_three_objects 0.956000 Own evaluation, CoT zero-shot prompting
gpt4 BIG-Bench Hard movie_recommendation 0.908000 Own evaluation, CoT zero-shot prompting
gpt4 BIG-Bench Hard multistep_arithmetic_two 0.892000 Own evaluation, CoT zero-shot prompting
gpt4 BIG-Bench Hard navigate 0.968000 Own evaluation, CoT zero-shot prompting
gpt4 BIG-Bench Hard object_counting 0.992000 Own evaluation, CoT zero-shot prompting
gpt4 BIG-Bench Hard penguins_in_a_table 0.986301 Own evaluation, CoT zero-shot prompting
gpt4 BIG-Bench Hard reasoning_about_colored_objects 0.968000 Own evaluation, CoT zero-shot prompting
gpt4 BIG-Bench Hard ruin_names 0.904000 Own evaluation, CoT zero-shot prompting
gpt4 BIG-Bench Hard salient_translation_error_detection 0.484000 Own evaluation, CoT zero-shot prompting
gpt4 BIG-Bench Hard snarks 0.988764 Own evaluation, CoT zero-shot prompting
gpt4 BIG-Bench Hard sports_understanding 0.988000 Own evaluation, CoT zero-shot prompting
gpt4 BIG-Bench Hard temporal_sequences 1.000000 Own evaluation, CoT zero-shot prompting
gpt4 BIG-Bench Hard tracking_shuffled_objects_five_objects 1.000000 Own evaluation, CoT zero-shot prompting
gpt4 BIG-Bench Hard tracking_shuffled_objects_seven_objects 1.000000 Own evaluation, CoT zero-shot prompting
gpt4 BIG-Bench Hard tracking_shuffled_objects_three_objects 1.000000 Own evaluation, CoT zero-shot prompting
gpt4 BIG-Bench Hard web_of_lies 1.000000 Own evaluation, CoT zero-shot prompting
gpt4 BIG-Bench Hard word_sorting 0.996000 Own evaluation, CoT zero-shot prompting
gpt4 DROP N/A 0.834000 https://github.com/openai/simple-evals
gpt4 GPQA N/A 0.414000 https://github.com/openai/simple-evals
gpt4 GSM8K N/A 0.956000 (Zhao et al., 2023a)
gpt4 HumanEval N/A 0.882000 https://github.com/openai/simple-evals
gpt4 MATH N/A 0.684000 https://github.com/microsoft/promptbase
gpt4 Winogrande N/A 0.875000 (OpenAI et al., 2024)

Table 3: Benchmark scores for GPT-4

https://github.com/microsoft/promptbase
https://github.com/openai/simple-evals
https://github.com/openai/simple-evals
https://github.com/openai/simple-evals
https://github.com/microsoft/promptbase
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Model Benchmark Subtask Score Source

llama3 AGIEval aqua-rat 0.767700 Own evaluation, CoT zero-shot prompting
llama3 AGIEval gaokao-english 0.954200 Own evaluation, CoT zero-shot prompting
llama3 AGIEval logiqa 0.735800 Own evaluation, CoT zero-shot prompting
llama3 AGIEval lsat-ar 0.461000 Own evaluation, CoT zero-shot prompting
llama3 AGIEval lsat-lr 0.892200 Own evaluation, CoT zero-shot prompting
llama3 AGIEval lsat-rc 0.965400 Own evaluation, CoT zero-shot prompting
llama3 AGIEval math 0.497000 Own evaluation, CoT zero-shot prompting
llama3 AGIEval sat-en 0.966000 Own evaluation, CoT zero-shot prompting
llama3 AGIEval sat-math 0.922700 Own evaluation, CoT zero-shot prompting
llama3 ARC-Challenge N/A 0.930000 Own evaluation, CoT zero-shot prompting
llama3 BIG-Bench Hard boolean_expressions 0.764000 Own evaluation, CoT zero-shot prompting
llama3 BIG-Bench Hard causal_judgement 0.058824 Own evaluation, CoT zero-shot prompting
llama3 BIG-Bench Hard date_understanding 0.044000 Own evaluation, CoT zero-shot prompting
llama3 BIG-Bench Hard disambiguation_qa 0.292000 Own evaluation, CoT zero-shot prompting
llama3 BIG-Bench Hard dyck_languages 0.348000 Own evaluation, CoT zero-shot prompting
llama3 BIG-Bench Hard formal_fallacies 0.068000 Own evaluation, CoT zero-shot prompting
llama3 BIG-Bench Hard geometric_shapes 0.392000 Own evaluation, CoT zero-shot prompting
llama3 BIG-Bench Hard hyperbaton 0.216000 Own evaluation, CoT zero-shot prompting
llama3 BIG-Bench Hard logical_deduction_five_objects 0.012000 Own evaluation, CoT zero-shot prompting
llama3 BIG-Bench Hard logical_deduction_seven_objects 0.660000 Own evaluation, CoT zero-shot prompting
llama3 BIG-Bench Hard logical_deduction_three_objects 0.980000 Own evaluation, CoT zero-shot prompting
llama3 BIG-Bench Hard movie_recommendation 0.808000 Own evaluation, CoT zero-shot prompting
llama3 BIG-Bench Hard multistep_arithmetic_two 0.852000 Own evaluation, CoT zero-shot prompting
llama3 BIG-Bench Hard navigate 0.956000 Own evaluation, CoT zero-shot prompting
llama3 BIG-Bench Hard object_counting 0.900000 Own evaluation, CoT zero-shot prompting
llama3 BIG-Bench Hard penguins_in_a_table 0.198630 Own evaluation, CoT zero-shot prompting
llama3 BIG-Bench Hard reasoning_about_colored_objects 0.944000 Own evaluation, CoT zero-shot prompting
llama3 BIG-Bench Hard ruin_names 0.912000 Own evaluation, CoT zero-shot prompting
llama3 BIG-Bench Hard salient_translation_error_detection 0.800000 Own evaluation, CoT zero-shot prompting
llama3 BIG-Bench Hard snarks 0.219101 Own evaluation, CoT zero-shot prompting
llama3 BIG-Bench Hard sports_understanding 0.960000 Own evaluation, CoT zero-shot prompting
llama3 BIG-Bench Hard temporal_sequences 1.000000 Own evaluation, CoT zero-shot prompting
llama3 BIG-Bench Hard tracking_shuffled_objects_five_objects 0.992000 Own evaluation, CoT zero-shot prompting
llama3 BIG-Bench Hard tracking_shuffled_objects_seven_objects 0.984000 Own evaluation, CoT zero-shot prompting
llama3 BIG-Bench Hard tracking_shuffled_objects_three_objects 0.996000 Own evaluation, CoT zero-shot prompting
llama3 BIG-Bench Hard web_of_lies 1.000000 Own evaluation, CoT zero-shot prompting
llama3 BIG-Bench Hard word_sorting 0.988000 Own evaluation, CoT zero-shot prompting
llama3 DROP N/A 0.797000 https://github.com/openai/simple-evals
llama3 GPQA N/A 0.395000 https://github.com/openai/simple-evals
llama3 GSM8K N/A 0.930000 (Meta, 2024)
llama3 HumanEval N/A 0.817000 https://github.com/openai/simple-evals
llama3 MATH N/A 0.504000 https://github.com/openai/simple-evals
llama3 Winogrande N/A 0.831000 (AI@Meta, 2024)

Table 4: Benchmark scores for Llama 3

https://github.com/openai/simple-evals
https://github.com/openai/simple-evals
https://github.com/openai/simple-evals
https://github.com/openai/simple-evals
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Model Benchmark Subtask Score Source

claude3 AGIEval aqua-rat 0.633900 Own evaluation, CoT zero-shot prompting
claude3 AGIEval gaokao-english 0.846400 Own evaluation, CoT zero-shot prompting
claude3 AGIEval logiqa 0.411700 Own evaluation, CoT zero-shot prompting
claude3 AGIEval lsat-ar 0.226100 Own evaluation, CoT zero-shot prompting
claude3 AGIEval lsat-lr 0.482300 Own evaluation, CoT zero-shot prompting
claude3 AGIEval lsat-rc 0.703100 Own evaluation, CoT zero-shot prompting
claude3 AGIEval math 0.413000 Own evaluation, CoT zero-shot prompting
claude3 AGIEval sat-en 0.873800 Own evaluation, CoT zero-shot prompting
claude3 AGIEval sat-math 0.772700 Own evaluation, CoT zero-shot prompting
claude3 ARC-Challenge N/A 0.892000 Own evaluation, CoT zero-shot prompting
claude3 BIG-Bench Hard boolean_expressions 0.324000 Own evaluation, CoT zero-shot prompting
claude3 BIG-Bench Hard causal_judgement 0.267380 Own evaluation, CoT zero-shot prompting
claude3 BIG-Bench Hard date_understanding 0.712000 Own evaluation, CoT zero-shot prompting
claude3 BIG-Bench Hard disambiguation_qa 0.008000 Own evaluation, CoT zero-shot prompting
claude3 BIG-Bench Hard dyck_languages 0.232000 Own evaluation, CoT zero-shot prompting
claude3 BIG-Bench Hard formal_fallacies 0.596000 Own evaluation, CoT zero-shot prompting
claude3 BIG-Bench Hard geometric_shapes 0.560000 Own evaluation, CoT zero-shot prompting
claude3 BIG-Bench Hard hyperbaton 0.056000 Own evaluation, CoT zero-shot prompting
claude3 BIG-Bench Hard logical_deduction_five_objects 0.592000 Own evaluation, CoT zero-shot prompting
claude3 BIG-Bench Hard logical_deduction_seven_objects 0.492000 Own evaluation, CoT zero-shot prompting
claude3 BIG-Bench Hard logical_deduction_three_objects 0.896000 Own evaluation, CoT zero-shot prompting
claude3 BIG-Bench Hard movie_recommendation 0.384000 Own evaluation, CoT zero-shot prompting
claude3 BIG-Bench Hard multistep_arithmetic_two 0.820000 Own evaluation, CoT zero-shot prompting
claude3 BIG-Bench Hard navigate 0.960000 Own evaluation, CoT zero-shot prompting
claude3 BIG-Bench Hard object_counting 0.464000 Own evaluation, CoT zero-shot prompting
claude3 BIG-Bench Hard penguins_in_a_table 0.280822 Own evaluation, CoT zero-shot prompting
claude3 BIG-Bench Hard reasoning_about_colored_objects 0.024000 Own evaluation, CoT zero-shot prompting
claude3 BIG-Bench Hard ruin_names 0.788000 Own evaluation, CoT zero-shot prompting
claude3 BIG-Bench Hard salient_translation_error_detection 0.780000 Own evaluation, CoT zero-shot prompting
claude3 BIG-Bench Hard snarks 0.089888 Own evaluation, CoT zero-shot prompting
claude3 BIG-Bench Hard sports_understanding 0.012000 Own evaluation, CoT zero-shot prompting
claude3 BIG-Bench Hard temporal_sequences 0.680000 Own evaluation, CoT zero-shot prompting
claude3 BIG-Bench Hard tracking_shuffled_objects_five_objects 0.712000 Own evaluation, CoT zero-shot prompting
claude3 BIG-Bench Hard tracking_shuffled_objects_seven_objects 0.708000 Own evaluation, CoT zero-shot prompting
claude3 BIG-Bench Hard tracking_shuffled_objects_three_objects 0.732000 Own evaluation, CoT zero-shot prompting
claude3 BIG-Bench Hard web_of_lies 0.996000 Own evaluation, CoT zero-shot prompting
claude3 BIG-Bench Hard word_sorting 0.904000 Own evaluation, CoT zero-shot prompting
claude3 DROP N/A 0.784000 (Anthropic, 2024)
claude3 GPQA N/A 0.333000 (Anthropic, 2024)
claude3 GSM8K N/A 0.889000 (Anthropic, 2024)
claude3 HumanEval N/A 0.759000 (Anthropic, 2024)
claude3 MATH N/A 0.389000 (Anthropic, 2024)
claude3 Winogrande N/A NaN Results not publicly available. We omitted this score.

Table 5: Benchmark scores for Claude 3
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Model Benchmark Subtask Score Source

bloomz-3b AGIEval aqua-rat 0.192913 Own evaluation, zero-shot prompting
bloomz-3b AGIEval gaokao-english 0.663399 Own evaluation, zero-shot prompting
bloomz-3b AGIEval logiqa 0.284178 Own evaluation, zero-shot prompting
bloomz-3b AGIEval lsat-ar 0.213043 Own evaluation, zero-shot prompting
bloomz-3b AGIEval lsat-lr 0.254902 Own evaluation, zero-shot prompting
bloomz-3b AGIEval lsat-rc 0.327138 Own evaluation, zero-shot prompting
bloomz-3b AGIEval math 0.055000 Own evaluation, zero-shot prompting
bloomz-3b AGIEval sat-en 0.456311 Own evaluation, zero-shot prompting
bloomz-3b AGIEval sat-math 0.231818 Own evaluation, zero-shot prompting
bloomz-3b ARC-Challenge N/A N/A N/A
bloomz-3b BIG-Bench Hard boolean_expressions 0.412000 Own evaluation, zero-shot prompting
bloomz-3b BIG-Bench Hard causal_judgement 0.518717 Own evaluation, zero-shot prompting
bloomz-3b BIG-Bench Hard date_understanding 0.184000 Own evaluation, zero-shot prompting
bloomz-3b BIG-Bench Hard disambiguation_qa 0.364000 Own evaluation, zero-shot prompting
bloomz-3b BIG-Bench Hard dyck_languages 0.032000 Own evaluation, zero-shot prompting
bloomz-3b BIG-Bench Hard formal_fallacies 0.488000 Own evaluation, zero-shot prompting
bloomz-3b BIG-Bench Hard geometric_shapes 0.484000 Own evaluation, zero-shot prompting
bloomz-3b BIG-Bench Hard hyperbaton 0.376000 Own evaluation, zero-shot prompting
bloomz-3b BIG-Bench Hard logical_deduction_five_objects 0.244000 Own evaluation, zero-shot prompting
bloomz-3b BIG-Bench Hard logical_deduction_seven_objects 0.172000 Own evaluation, zero-shot prompting
bloomz-3b BIG-Bench Hard logical_deduction_three_objects 0.348000 Own evaluation, zero-shot prompting
bloomz-3b BIG-Bench Hard movie_recommendation 0.160000 Own evaluation, zero-shot prompting
bloomz-3b BIG-Bench Hard multistep_arithmetic_two 0.004000 Own evaluation, zero-shot prompting
bloomz-3b BIG-Bench Hard navigate 0.492000 Own evaluation, zero-shot prompting
bloomz-3b BIG-Bench Hard object_counting 0.024000 Own evaluation, zero-shot prompting
bloomz-3b BIG-Bench Hard penguins_in_a_table 0.280822 Own evaluation, zero-shot prompting
bloomz-3b BIG-Bench Hard reasoning_about_colored_objects 0.168000 Own evaluation, zero-shot prompting
bloomz-3b BIG-Bench Hard ruin_names 0.168000 Own evaluation, zero-shot prompting
bloomz-3b BIG-Bench Hard salient_translation_error_detection 0.296000 Own evaluation, zero-shot prompting
bloomz-3b BIG-Bench Hard snarks 0.314607 Own evaluation, zero-shot prompting
bloomz-3b BIG-Bench Hard sports_understanding 0.524000 Own evaluation, zero-shot prompting
bloomz-3b BIG-Bench Hard temporal_sequences 0.308000 Own evaluation, zero-shot prompting
bloomz-3b BIG-Bench Hard tracking_shuffled_objects_five_objects 0.152000 Own evaluation, zero-shot prompting
bloomz-3b BIG-Bench Hard tracking_shuffled_objects_seven_objects 0.136000 Own evaluation, zero-shot prompting
bloomz-3b BIG-Bench Hard tracking_shuffled_objects_three_objects 0.304000 Own evaluation, zero-shot prompting
bloomz-3b BIG-Bench Hard web_of_lies 0.808000 Own evaluation, zero-shot prompting
bloomz-3b BIG-Bench Hard word_sorting 0.000000 Own evaluation, zero-shot prompting
bloomz-3b DROP N/A N/A N/A
bloomz-3b GPQA N/A N/A N/A
bloomz-3b GSM8K N/A N/A N/A
bloomz-3b HumanEval N/A N/A N/A
bloomz-3b MATH N/A N/A N/A
bloomz-3b Winogrande N/A N/A N/A

Table 6: Benchmark scores for bloomz-3b
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Model Benchmark Subtask Score Source

bloomz-560m AGIEval aqua-rat 0.157480 Own evaluation, zero-shot prompting
bloomz-560m AGIEval gaokao-english 0.254902 Own evaluation, zero-shot prompting
bloomz-560m AGIEval logiqa 0.291859 Own evaluation, zero-shot prompting
bloomz-560m AGIEval lsat-ar 0.195652 Own evaluation, zero-shot prompting
bloomz-560m AGIEval lsat-lr 0.209804 Own evaluation, zero-shot prompting
bloomz-560m AGIEval lsat-rc 0.197026 Own evaluation, zero-shot prompting
bloomz-560m AGIEval math 0.035000 Own evaluation, zero-shot prompting
bloomz-560m AGIEval sat-en 0.276699 Own evaluation, zero-shot prompting
bloomz-560m AGIEval sat-math 0.177273 Own evaluation, zero-shot prompting
bloomz-560m ARC-Challenge N/A N/A N/A
bloomz-560m BIG-Bench Hard boolean_expressions 0.444000 Own evaluation, zero-shot prompting
bloomz-560m BIG-Bench Hard causal_judgement 0.534759 Own evaluation, zero-shot prompting
bloomz-560m BIG-Bench Hard date_understanding 0.172000 Own evaluation, zero-shot prompting
bloomz-560m BIG-Bench Hard disambiguation_qa 0.144000 Own evaluation, zero-shot prompting
bloomz-560m BIG-Bench Hard dyck_languages 0.100000 Own evaluation, zero-shot prompting
bloomz-560m BIG-Bench Hard formal_fallacies 0.444000 Own evaluation, zero-shot prompting
bloomz-560m BIG-Bench Hard geometric_shapes 0.348000 Own evaluation, zero-shot prompting
bloomz-560m BIG-Bench Hard hyperbaton 0.236000 Own evaluation, zero-shot prompting
bloomz-560m BIG-Bench Hard logical_deduction_five_objects 0.184000 Own evaluation, zero-shot prompting
bloomz-560m BIG-Bench Hard logical_deduction_seven_objects 0.120000 Own evaluation, zero-shot prompting
bloomz-560m BIG-Bench Hard logical_deduction_three_objects 0.316000 Own evaluation, zero-shot prompting
bloomz-560m BIG-Bench Hard movie_recommendation 0.044000 Own evaluation, zero-shot prompting
bloomz-560m BIG-Bench Hard multistep_arithmetic_two 0.004000 Own evaluation, zero-shot prompting
bloomz-560m BIG-Bench Hard navigate 0.544000 Own evaluation, zero-shot prompting
bloomz-560m BIG-Bench Hard object_counting 0.008000 Own evaluation, zero-shot prompting
bloomz-560m BIG-Bench Hard penguins_in_a_table 0.227586 Own evaluation, zero-shot prompting
bloomz-560m BIG-Bench Hard reasoning_about_colored_objects 0.137652 Own evaluation, zero-shot prompting
bloomz-560m BIG-Bench Hard ruin_names 0.144000 Own evaluation, zero-shot prompting
bloomz-560m BIG-Bench Hard salient_translation_error_detection 0.823293 Own evaluation, zero-shot prompting
bloomz-560m BIG-Bench Hard snarks 0.252809 Own evaluation, zero-shot prompting
bloomz-560m BIG-Bench Hard sports_understanding 0.556000 Own evaluation, zero-shot prompting
bloomz-560m BIG-Bench Hard temporal_sequences 0.232000 Own evaluation, zero-shot prompting
bloomz-560m BIG-Bench Hard tracking_shuffled_objects_five_objects 0.184000 Own evaluation, zero-shot prompting
bloomz-560m BIG-Bench Hard tracking_shuffled_objects_seven_objects 0.160000 Own evaluation, zero-shot prompting
bloomz-560m BIG-Bench Hard tracking_shuffled_objects_three_objects 0.288000 Own evaluation, zero-shot prompting
bloomz-560m BIG-Bench Hard web_of_lies 0.484000 Own evaluation, zero-shot prompting
bloomz-560m BIG-Bench Hard word_sorting 0.000000 Own evaluation, zero-shot prompting
bloomz-560m DROP N/A N/A N/A
bloomz-560m GPQA N/A N/A N/A
bloomz-560m GSM8K N/A N/A N/A
bloomz-560m HumanEval N/A N/A N/A
bloomz-560m MATH N/A N/A N/A
bloomz-560m Winogrande N/A N/A N/A

Table 7: Benchmark scores for bloomz-560m
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Model Benchmark Subtask Score Source

falcon-7b-instruct AGIEval aqua-rat 0.059055 Own evaluation, zero-shot prompting
falcon-7b-instruct AGIEval gaokao-english 0.432787 Own evaluation, zero-shot prompting
falcon-7b-instruct AGIEval logiqa 0.284178 Own evaluation, zero-shot prompting
falcon-7b-instruct AGIEval lsat-ar 0.256522 Own evaluation, zero-shot prompting
falcon-7b-instruct AGIEval lsat-lr 0.329412 Own evaluation, zero-shot prompting
falcon-7b-instruct AGIEval lsat-rc 0.567164 Own evaluation, zero-shot prompting
falcon-7b-instruct AGIEval math 0.020000 Own evaluation, zero-shot prompting
falcon-7b-instruct AGIEval sat-en 0.617647 Own evaluation, zero-shot prompting
falcon-7b-instruct AGIEval sat-math 0.142202 Own evaluation, zero-shot prompting
falcon-7b-instruct ARC-Challenge N/A N/A N/A
falcon-7b-instruct BIG-Bench Hard boolean_expressions 0.308000 Own evaluation, zero-shot prompting
falcon-7b-instruct BIG-Bench Hard causal_judgement 0.208556 Own evaluation, zero-shot prompting
falcon-7b-instruct BIG-Bench Hard date_understanding 0.072000 Own evaluation, zero-shot prompting
falcon-7b-instruct BIG-Bench Hard disambiguation_qa 0.224000 Own evaluation, zero-shot prompting
falcon-7b-instruct BIG-Bench Hard dyck_languages 0.004000 Own evaluation, zero-shot prompting
falcon-7b-instruct BIG-Bench Hard formal_fallacies 0.072000 Own evaluation, zero-shot prompting
falcon-7b-instruct BIG-Bench Hard geometric_shapes 0.684000 Own evaluation, zero-shot prompting
falcon-7b-instruct BIG-Bench Hard hyperbaton 0.300000 Own evaluation, zero-shot prompting
falcon-7b-instruct BIG-Bench Hard logical_deduction_five_objects 0.064000 Own evaluation, zero-shot prompting
falcon-7b-instruct BIG-Bench Hard logical_deduction_seven_objects 0.020000 Own evaluation, zero-shot prompting
falcon-7b-instruct BIG-Bench Hard logical_deduction_three_objects 0.064000 Own evaluation, zero-shot prompting
falcon-7b-instruct BIG-Bench Hard movie_recommendation 0.084000 Own evaluation, zero-shot prompting
falcon-7b-instruct BIG-Bench Hard multistep_arithmetic_two 0.000000 Own evaluation, zero-shot prompting
falcon-7b-instruct BIG-Bench Hard navigate 0.292000 Own evaluation, zero-shot prompting
falcon-7b-instruct BIG-Bench Hard object_counting 0.108000 Own evaluation, zero-shot prompting
falcon-7b-instruct BIG-Bench Hard penguins_in_a_table 0.000000 Own evaluation, zero-shot prompting
falcon-7b-instruct BIG-Bench Hard reasoning_about_colored_objects 0.028000 Own evaluation, zero-shot prompting
falcon-7b-instruct BIG-Bench Hard ruin_names 0.108000 Own evaluation, zero-shot prompting
falcon-7b-instruct BIG-Bench Hard salient_translation_error_detection 0.020000 Own evaluation, zero-shot prompting
falcon-7b-instruct BIG-Bench Hard snarks 0.426966 Own evaluation, zero-shot prompting
falcon-7b-instruct BIG-Bench Hard sports_understanding 0.540000 Own evaluation, zero-shot prompting
falcon-7b-instruct BIG-Bench Hard temporal_sequences 0.084000 Own evaluation, zero-shot prompting
falcon-7b-instruct BIG-Bench Hard tracking_shuffled_objects_five_objects 0.016000 Own evaluation, zero-shot prompting
falcon-7b-instruct BIG-Bench Hard tracking_shuffled_objects_seven_objects 0.056000 Own evaluation, zero-shot prompting
falcon-7b-instruct BIG-Bench Hard tracking_shuffled_objects_three_objects 0.044000 Own evaluation, zero-shot prompting
falcon-7b-instruct BIG-Bench Hard web_of_lies 0.164000 Own evaluation, zero-shot prompting
falcon-7b-instruct BIG-Bench Hard word_sorting 0.004000 Own evaluation, zero-shot prompting
falcon-7b-instruct DROP N/A N/A N/A
falcon-7b-instruct GPQA N/A N/A N/A
falcon-7b-instruct GSM8K N/A N/A N/A
falcon-7b-instruct HumanEval N/A N/A N/A
falcon-7b-instruct MATH N/A N/A N/A
falcon-7b-instruct Winogrande N/A N/A N/A

Table 8: Benchmark scores for falcon-7b-instruct
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Model Benchmark Subtask Score Source

falcon-40b-instruct AGIEval aqua-rat 0.137795 Own evaluation, zero-shot prompting
falcon-40b-instruct AGIEval gaokao-english 0.473684 Own evaluation, zero-shot prompting
falcon-40b-instruct AGIEval logiqa 0.405530 Own evaluation, zero-shot prompting
falcon-40b-instruct AGIEval lsat-ar 0.573913 Own evaluation, zero-shot prompting
falcon-40b-instruct AGIEval lsat-lr 0.564706 Own evaluation, zero-shot prompting
falcon-40b-instruct AGIEval lsat-rc 0.477612 Own evaluation, zero-shot prompting
falcon-40b-instruct AGIEval math 0.043043 Own evaluation, zero-shot prompting
falcon-40b-instruct AGIEval sat-en 0.446602 Own evaluation, zero-shot prompting
falcon-40b-instruct AGIEval sat-math 0.182648 Own evaluation, zero-shot prompting
falcon-40b-instruct ARC-Challenge N/A N/A N/A
falcon-40b-instruct BIG-Bench Hard boolean_expressions 0.516000 Own evaluation, zero-shot prompting
falcon-40b-instruct BIG-Bench Hard causal_judgement 0.417112 Own evaluation, zero-shot prompting
falcon-40b-instruct BIG-Bench Hard date_understanding 0.308000 Own evaluation, zero-shot prompting
falcon-40b-instruct BIG-Bench Hard disambiguation_qa 0.540000 Own evaluation, zero-shot prompting
falcon-40b-instruct BIG-Bench Hard dyck_languages 0.060000 Own evaluation, zero-shot prompting
falcon-40b-instruct BIG-Bench Hard formal_fallacies 0.456000 Own evaluation, zero-shot prompting
falcon-40b-instruct BIG-Bench Hard geometric_shapes 0.684000 Own evaluation, zero-shot prompting
falcon-40b-instruct BIG-Bench Hard hyperbaton 0.448000 Own evaluation, zero-shot prompting
falcon-40b-instruct BIG-Bench Hard logical_deduction_five_objects 0.248000 Own evaluation, zero-shot prompting
falcon-40b-instruct BIG-Bench Hard logical_deduction_seven_objects 0.172000 Own evaluation, zero-shot prompting
falcon-40b-instruct BIG-Bench Hard logical_deduction_three_objects 0.332000 Own evaluation, zero-shot prompting
falcon-40b-instruct BIG-Bench Hard movie_recommendation 0.292000 Own evaluation, zero-shot prompting
falcon-40b-instruct BIG-Bench Hard multistep_arithmetic_two 0.092000 Own evaluation, zero-shot prompting
falcon-40b-instruct BIG-Bench Hard navigate 0.524000 Own evaluation, zero-shot prompting
falcon-40b-instruct BIG-Bench Hard object_counting 0.504000 Own evaluation, zero-shot prompting
falcon-40b-instruct BIG-Bench Hard penguins_in_a_table 0.178082 Own evaluation, zero-shot prompting
falcon-40b-instruct BIG-Bench Hard reasoning_about_colored_objects 0.232000 Own evaluation, zero-shot prompting
falcon-40b-instruct BIG-Bench Hard ruin_names 0.348000 Own evaluation, zero-shot prompting
falcon-40b-instruct BIG-Bench Hard salient_translation_error_detection 0.176000 Own evaluation, zero-shot prompting
falcon-40b-instruct BIG-Bench Hard snarks 0.747191 Own evaluation, zero-shot prompting
falcon-40b-instruct BIG-Bench Hard sports_understanding 0.844000 Own evaluation, zero-shot prompting
falcon-40b-instruct BIG-Bench Hard temporal_sequences 0.120000 Own evaluation, zero-shot prompting
falcon-40b-instruct BIG-Bench Hard tracking_shuffled_objects_five_objects 0.088000 Own evaluation, zero-shot prompting
falcon-40b-instruct BIG-Bench Hard tracking_shuffled_objects_seven_objects 0.072000 Own evaluation, zero-shot prompting
falcon-40b-instruct BIG-Bench Hard tracking_shuffled_objects_three_objects 0.268000 Own evaluation, zero-shot prompting
falcon-40b-instruct BIG-Bench Hard web_of_lies 0.636000 Own evaluation, zero-shot prompting
falcon-40b-instruct BIG-Bench Hard word_sorting 0.052000 Own evaluation, zero-shot prompting
falcon-40b-instruct DROP N/A N/A N/A
falcon-40b-instruct GPQA N/A N/A N/A
falcon-40b-instruct GSM8K N/A N/A N/A
falcon-40b-instruct HumanEval N/A N/A N/A
falcon-40b-instruct MATH N/A N/A N/A
falcon-40b-instruct Winogrande N/A N/A N/A

Table 9: Benchmark scores for falcon-40b-instruct
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Model Benchmark Subtask Score Source

flan-t5-xxl AGIEval aqua-rat 0.208661 Own evaluation, zero-shot prompting
flan-t5-xxl AGIEval gaokao-english 0.908497 Own evaluation, zero-shot prompting
flan-t5-xxl AGIEval logiqa 0.407066 Own evaluation, zero-shot prompting
flan-t5-xxl AGIEval lsat-ar 0.230435 Own evaluation, zero-shot prompting
flan-t5-xxl AGIEval lsat-lr 0.533333 Own evaluation, zero-shot prompting
flan-t5-xxl AGIEval lsat-rc 0.747212 Own evaluation, zero-shot prompting
flan-t5-xxl AGIEval math 0.043000 Own evaluation, zero-shot prompting
flan-t5-xxl AGIEval sat-en 0.810680 Own evaluation, zero-shot prompting
flan-t5-xxl AGIEval sat-math 0.209091 Own evaluation, zero-shot prompting
flan-t5-xxl ARC-Challenge N/A N/A N/A
flan-t5-xxl BIG-Bench Hard boolean_expressions 0.576000 Own evaluation, zero-shot prompting
flan-t5-xxl BIG-Bench Hard causal_judgement 0.582888 Own evaluation, zero-shot prompting
flan-t5-xxl BIG-Bench Hard date_understanding 0.640000 Own evaluation, zero-shot prompting
flan-t5-xxl BIG-Bench Hard disambiguation_qa 0.624000 Own evaluation, zero-shot prompting
flan-t5-xxl BIG-Bench Hard dyck_languages 0.096000 Own evaluation, zero-shot prompting
flan-t5-xxl BIG-Bench Hard formal_fallacies 0.444000 Own evaluation, zero-shot prompting
flan-t5-xxl BIG-Bench Hard geometric_shapes 0.236000 Own evaluation, zero-shot prompting
flan-t5-xxl BIG-Bench Hard hyperbaton 0.676000 Own evaluation, zero-shot prompting
flan-t5-xxl BIG-Bench Hard logical_deduction_five_objects 0.528000 Own evaluation, zero-shot prompting
flan-t5-xxl BIG-Bench Hard logical_deduction_seven_objects 0.560000 Own evaluation, zero-shot prompting
flan-t5-xxl BIG-Bench Hard logical_deduction_three_objects 0.628000 Own evaluation, zero-shot prompting
flan-t5-xxl BIG-Bench Hard movie_recommendation 0.356000 Own evaluation, zero-shot prompting
flan-t5-xxl BIG-Bench Hard multistep_arithmetic_two 0.016000 Own evaluation, zero-shot prompting
flan-t5-xxl BIG-Bench Hard navigate 0.512000 Own evaluation, zero-shot prompting
flan-t5-xxl BIG-Bench Hard object_counting 0.472000 Own evaluation, zero-shot prompting
flan-t5-xxl BIG-Bench Hard penguins_in_a_table 0.404110 Own evaluation, zero-shot prompting
flan-t5-xxl BIG-Bench Hard reasoning_about_colored_objects 0.544000 Own evaluation, zero-shot prompting
flan-t5-xxl BIG-Bench Hard ruin_names 0.228000 Own evaluation, zero-shot prompting
flan-t5-xxl BIG-Bench Hard salient_translation_error_detection 0.224000 Own evaluation, zero-shot prompting
flan-t5-xxl BIG-Bench Hard snarks 0.393258 Own evaluation, zero-shot prompting
flan-t5-xxl BIG-Bench Hard sports_understanding 0.580000 Own evaluation, zero-shot prompting
flan-t5-xxl BIG-Bench Hard temporal_sequences 0.284000 Own evaluation, zero-shot prompting
flan-t5-xxl BIG-Bench Hard tracking_shuffled_objects_five_objects 0.156000 Own evaluation, zero-shot prompting
flan-t5-xxl BIG-Bench Hard tracking_shuffled_objects_seven_objects 0.172000 Own evaluation, zero-shot prompting
flan-t5-xxl BIG-Bench Hard tracking_shuffled_objects_three_objects 0.284000 Own evaluation, zero-shot prompting
flan-t5-xxl BIG-Bench Hard web_of_lies 0.576000 Own evaluation, zero-shot prompting
flan-t5-xxl BIG-Bench Hard word_sorting 0.096000 Own evaluation, zero-shot prompting
flan-t5-xxl DROP N/A N/A N/A
flan-t5-xxl GPQA N/A N/A N/A
flan-t5-xxl GSM8K N/A N/A N/A
flan-t5-xxl HumanEval N/A N/A N/A
flan-t5-xxl MATH N/A N/A N/A
flan-t5-xxl Winogrande N/A N/A N/A

Table 10: Benchmark scores for flan-t5-xxl
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Model Benchmark Subtask Score Source

gemma-7b-it AGIEval aqua-rat 0.263780 Own evaluation, zero-shot prompting
gemma-7b-it AGIEval gaokao-english 0.686275 Own evaluation, zero-shot prompting
gemma-7b-it AGIEval logiqa 0.328725 Own evaluation, zero-shot prompting
gemma-7b-it AGIEval lsat-ar 0.173913 Own evaluation, zero-shot prompting
gemma-7b-it AGIEval lsat-lr 0.362745 Own evaluation, zero-shot prompting
gemma-7b-it AGIEval lsat-rc 0.531599 Own evaluation, zero-shot prompting
gemma-7b-it AGIEval math 0.149000 Own evaluation, zero-shot prompting
gemma-7b-it AGIEval sat-en 0.626214 Own evaluation, zero-shot prompting
gemma-7b-it AGIEval sat-math 0.377273 Own evaluation, zero-shot prompting
gemma-7b-it ARC-Challenge N/A N/A N/A
gemma-7b-it BIG-Bench Hard boolean_expressions 0.348000 Own evaluation, zero-shot prompting
gemma-7b-it BIG-Bench Hard causal_judgement 0.347594 Own evaluation, zero-shot prompting
gemma-7b-it BIG-Bench Hard date_understanding 0.156000 Own evaluation, zero-shot prompting
gemma-7b-it BIG-Bench Hard disambiguation_qa 0.392000 Own evaluation, zero-shot prompting
gemma-7b-it BIG-Bench Hard dyck_languages 0.296000 Own evaluation, zero-shot prompting
gemma-7b-it BIG-Bench Hard formal_fallacies 0.264000 Own evaluation, zero-shot prompting
gemma-7b-it BIG-Bench Hard geometric_shapes 0.260000 Own evaluation, zero-shot prompting
gemma-7b-it BIG-Bench Hard hyperbaton 0.440000 Own evaluation, zero-shot prompting
gemma-7b-it BIG-Bench Hard logical_deduction_five_objects 0.172000 Own evaluation, zero-shot prompting
gemma-7b-it BIG-Bench Hard logical_deduction_seven_objects 0.136000 Own evaluation, zero-shot prompting
gemma-7b-it BIG-Bench Hard logical_deduction_three_objects 0.308000 Own evaluation, zero-shot prompting
gemma-7b-it BIG-Bench Hard movie_recommendation 0.260000 Own evaluation, zero-shot prompting
gemma-7b-it BIG-Bench Hard multistep_arithmetic_two 0.044000 Own evaluation, zero-shot prompting
gemma-7b-it BIG-Bench Hard navigate 0.468000 Own evaluation, zero-shot prompting
gemma-7b-it BIG-Bench Hard object_counting 0.312000 Own evaluation, zero-shot prompting
gemma-7b-it BIG-Bench Hard penguins_in_a_table 0.321918 Own evaluation, zero-shot prompting
gemma-7b-it BIG-Bench Hard reasoning_about_colored_objects 0.192000 Own evaluation, zero-shot prompting
gemma-7b-it BIG-Bench Hard ruin_names 0.092000 Own evaluation, zero-shot prompting
gemma-7b-it BIG-Bench Hard salient_translation_error_detection 0.148000 Own evaluation, zero-shot prompting
gemma-7b-it BIG-Bench Hard snarks 0.505618 Own evaluation, zero-shot prompting
gemma-7b-it BIG-Bench Hard sports_understanding 0.392000 Own evaluation, zero-shot prompting
gemma-7b-it BIG-Bench Hard temporal_sequences 0.092000 Own evaluation, zero-shot prompting
gemma-7b-it BIG-Bench Hard tracking_shuffled_objects_five_objects 0.080000 Own evaluation, zero-shot prompting
gemma-7b-it BIG-Bench Hard tracking_shuffled_objects_seven_objects 0.060000 Own evaluation, zero-shot prompting
gemma-7b-it BIG-Bench Hard tracking_shuffled_objects_three_objects 0.152000 Own evaluation, zero-shot prompting
gemma-7b-it BIG-Bench Hard web_of_lies 0.304000 Own evaluation, zero-shot prompting
gemma-7b-it BIG-Bench Hard word_sorting 0.024000 Own evaluation, zero-shot prompting
gemma-7b-it DROP N/A N/A N/A
gemma-7b-it GPQA N/A N/A N/A
gemma-7b-it GSM8K N/A N/A N/A
gemma-7b-it HumanEval N/A N/A N/A
gemma-7b-it MATH N/A N/A N/A
gemma-7b-it Winogrande N/A N/A N/A

Table 11: Benchmark scores for gemma-7b-it
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Model Benchmark Subtask Score Source

phi3-mini-4k-instruct AGIEval aqua-rat 0.645669 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct AGIEval gaokao-english 0.787582 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct AGIEval logiqa 0.525346 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct AGIEval lsat-ar 0.286957 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct AGIEval lsat-lr 0.545098 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct AGIEval lsat-rc 0.669145 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct AGIEval math 0.404000 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct AGIEval sat-en 0.718447 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct AGIEval sat-math 0.718182 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct ARC-Challenge N/A N/A N/A
phi3-mini-4k-instruct BIG-Bench Hard boolean_expressions 0.908000 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct BIG-Bench Hard causal_judgement 0.636364 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct BIG-Bench Hard date_understanding 0.632000 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct BIG-Bench Hard disambiguation_qa 0.752000 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct BIG-Bench Hard dyck_languages 0.424000 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct BIG-Bench Hard formal_fallacies 0.632000 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct BIG-Bench Hard geometric_shapes 0.412000 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct BIG-Bench Hard hyperbaton 0.840000 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct BIG-Bench Hard logical_deduction_five_objects 0.552000 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct BIG-Bench Hard logical_deduction_seven_objects 0.448000 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct BIG-Bench Hard logical_deduction_three_objects 0.836000 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct BIG-Bench Hard movie_recommendation 0.520000 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct BIG-Bench Hard multistep_arithmetic_two 0.672000 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct BIG-Bench Hard navigate 0.812000 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct BIG-Bench Hard object_counting 0.752000 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct BIG-Bench Hard penguins_in_a_table 0.869863 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct BIG-Bench Hard reasoning_about_colored_objects 0.828000 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct BIG-Bench Hard ruin_names 0.596000 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct BIG-Bench Hard salient_translation_error_detection 0.568000 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct BIG-Bench Hard snarks 0.870787 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct BIG-Bench Hard sports_understanding 0.808000 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct BIG-Bench Hard temporal_sequences 0.616000 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct BIG-Bench Hard tracking_shuffled_objects_five_objects 0.928000 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct BIG-Bench Hard tracking_shuffled_objects_seven_objects 0.876000 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct BIG-Bench Hard tracking_shuffled_objects_three_objects 0.932000 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct BIG-Bench Hard web_of_lies 0.976000 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct BIG-Bench Hard word_sorting 0.500000 Own evaluation, zero-shot prompting
phi3-mini-4k-instruct DROP N/A N/A N/A
phi3-mini-4k-instruct GPQA N/A N/A N/A
phi3-mini-4k-instruct GSM8K N/A N/A N/A
phi3-mini-4k-instruct HumanEval N/A N/A N/A
phi3-mini-4k-instruct MATH N/A N/A N/A
phi3-mini-4k-instruct Winogrande N/A N/A N/A

Table 12: Benchmark scores for phi3-mini-4k-instruct
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B Revised Bloom’s Taxonomy

Building on Bloom’s original taxonomy (Bloom
et al., 1956), Anderson and Krathwohl (2001) in-
troduced a revised framework that incorporated
two key dimensions: knowledge and cognitive pro-
cesses. This transition from a singular focus on
learning outcomes to a two-dimensional model al-
lows for a more nuanced understanding of learning
objectives. The knowledge dimension, displayed
on the vertical axis, includes four types: factual,
conceptual, procedural, and metacognitive knowl-
edge (see Section B.2). The horizontal axis rep-
resents the cognitive process dimension, which
comprises six levels: remembering, understand-
ing, applying, analyzing, evaluating, and creating
(see Section B.1). This intersection creates a matrix
with 24 distinct cells, each representing a specific
learning objective that integrates a type of knowl-
edge with a cognitive process.15

B.1 Cognitive Dimensions
The cognitive dimension of the Revised Bloom’s
Taxonomy (Anderson and Krathwohl, 2001) classi-
fies learning objectives into six hierarchical levels
of cognitive complexity. These levels range from
lower-order thinking skills, including remembering,
understanding, and applying, to higher-order think-
ing skills that involve analysing, evaluating, and
creating. This hierarchical structure emphasizes
the progressive nature of learning, where each level
builds upon the preceding one, requiring a deeper
level of cognitive processing.

B.1.1 Remember
Within Bloom’s Taxonomy’s hierarchical frame-
work, the lowest level, remembering, represents the
ability to recognize and recall previously learned
facts. This fundamental skill serves as a prerequi-
site for comprehension, as students cannot grasp a
concept without first possessing the relevant factual
knowledge.

Example 1 List common food options avail-
able on campus (dining halls, vending machines,
cafes).16 This task requires recalling factual infor-
mation about the existing food system on campus.

Example 2 Recall the environmental impact of
food production (e.g., water usage, carbon foot-

15In this work, we make use of the revised version of
Bloom’s Taxonomy by Anderson and Krathwohl (2001).

16The running example was created with the help of Chat-
GPT.

print). This task focuses on retrieving previously
learned knowledge about the environmental conse-
quences of food production.

B.1.2 Understand
The next level is understanding. It builds upon the
foundation of knowledge retrieval. At this stage,
students transcend simple recall by demonstrating
understanding. This encompasses the ability to
interpret the learned information, translate it into
their own words, and effectively summarize key
concepts.

Example 1 Explain the concept of a “local food
system” and its benefits for sustainability. This task
moves beyond simple recall, requiring an explana-
tion of the concept and its connection to sustain-
ability.

Example 2 Describe the connection between
food choices and personal health. Here, the task
involves understanding the relationship between
diet and its impact on individual health.

B.1.3 Apply
The transition from comprehension to application
is marked by students’ ability to utilize acquired
facts, ideas, and concepts in new contexts.

Example 1 Identify features of food options on
campus that promote or hinder sustainability (e.g.,
locally sourced ingredients, packaging). This task
requires applying your knowledge of sustainability
to analyze existing food options and their environ-
mental impact.

Example 2 Apply your knowledge of sustainabil-
ity to analyze your own eating habits on campus.
This application involves using your understanding
of sustainability to assess your personal choices
within the campus food system.

B.1.4 Analyze
Building upon the application of knowledge, the
analysis level delves deeper by deconstructing con-
cepts into their constituent components. Analyzing
requires critical thinking skills to identify the rela-
tionships and interactions between these elements,
enabling students to detect connections, draw infer-
ences, and make attributions of cause and effect.

Example 1 Analyze the strengths and weaknesses
of different food options based on their environmen-
tal and health impact. This task involves breaking
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down different options, considering their environ-
mental and health effects, and identifying both pos-
itive and negative aspects.

Example 2 Compare meal plans offered by your
campus and assess their sustainability practices.
Here, the analysis involves comparing different
options (meal plans) and assessing them based on
their commitment to sustainable practices.

B.1.5 Evaluate

The evaluation level transcends analysis by prompt-
ing students to make critical judgments about the
presented concepts. This necessitates the appli-
cation of established criteria and standards to as-
sess the validity, usefulness, or effectiveness of the
learned information, allowing students to defend or
critique these concepts with justification.

Example Evaluate the overall sustainability of
your campus food system. Consider factors like
waste generation, access to healthy options, and
student preferences. This task moves beyond anal-
ysis, requiring a judgment on the overall effective-
ness of the campus food system in terms of sustain-
ability. This evaluation involves weighing different
factors (waste, health, preference) to form a well-
rounded judgment about the campus food system.

B.1.6 Create

The Create layer represents the top tier of the
Revised Bloom’s Taxonomy. At this stage, stu-
dents demonstrate their knowledge by applying the
learned concepts to generate new ideas, products,
or processes. Thus, this level exemplifies the trans-
formation of learned concepts into meaningful and
potentially original outcomes.

Example 1 Develop a plan to personally adopt
more sustainable food choices on campus. This
task moves beyond evaluation and requires the cre-
ation of a personalized plan to improve your own
food choices on campus based on sustainability
principles.

Example 2 Create a campaign to raise aware-
ness about sustainable food options and encour-
age positive change within the campus community.
Here, the highest level of Bloom’s Taxonomy is
reached. You’re taking your understanding and cre-
ating a new initiative to promote sustainable food
choices throughout the campus.

B.2 Knowledge Types

The revised version of Bloom’s Taxonomy (An-
derson and Krathwohl, 2001) identifies four levels
of knowledge along a continuum of increasing ab-
straction, moving from concrete factual knowledge
through conceptual and procedural knowledge to
the highly abstract level of metacognitive knowl-
edge.

B.2.1 Factual Knowledge
Factual knowledge is the most basic level of knowl-
edge, which involves memorizing facts, details, and
terminology.

Example 1 List the types of agriculture used to
produce commonly available food on campus (e.g.,
conventional, organic, local). This task focuses
on retrieving specific details and terminology re-
lated to food production methods. These are factual
elements you should be able to recall.

Example 2 Identify the different components of
a food label and their meaning (e.g., ingredients,
nutritional information). Similar to the previous
task, this requires recalling specific details and un-
derstanding their meaning within the context of
food labels.

B.2.2 Conceptual Knowledge
Conceptual knowledge involves understanding the
relationships between facts and ideas. This in-
cludes classifications, categories, principles, and
generalizations.

Example 1 Explain the concept of a “food system”
and its key components (e.g., production, distribu-
tion, consumption, waste). This task goes beyond
factual recall. Here, you need to understand the
concept of a food system and its various intercon-
nected parts.

Example 2 Describe the environmental impact
of different food production methods (e.g., water
usage, greenhouse gas emissions). This requires
understanding the relationship between different
agricultural practices and their environmental con-
sequences. You are explaining the concept, not just
listing facts.

B.2.3 Procedural Knowledge
Procedural knowledge is knowing how to do things.
It involves processes, methods, techniques, and
algorithms.
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Example 1 Identify steps involved in life cycle
assessment (LCA) of food products and explain its
purpose. This focuses on the “how” of sustainabil-
ity. You need to know the specific steps involved
in LCA, a process for evaluating the environmental
impact of a product.

Example 2 Research and outline the process of
starting a campus garden or participating in a
Community Supported Agriculture (CSA) program.
Here, you are not just recalling facts about these
initiatives, but understanding the steps involved in
setting them up, which is procedural knowledge.

B.2.4 Metacognitive Knowledge
Metacognitive knowledge is knowledge about
one’s own thinking. It includes strategic knowl-
edge and self-awareness about learning processes.

Example Compare and contrast different sources
of information about sustainable food practices
(e.g., scientific journals, news articles, advocacy
websites). Evaluate the credibility and potential
biases of information found about sustainable food
choices. This task requires reflecting on your
knowledge and understanding different information
sources. You need to evaluate their strengths and
weaknesses, not just their content. You are not only
consuming information, but actively analyzing it
for credibility and potential biases, demonstrating
metacognitive knowledge.

C Dataset Overview

We provide an overview over the used datasets and
a description of the tasks contained therein in Table
13. Descriptions for the BIG-Bench Hard tasks are
quoted directly from (Suzgun et al., 2023).

D Bloom Classify Prompts

We include the prompt we used to clas-
sify the cognitive dimension in Figure 3
and the one for the knowledge dimen-
sion in Figure 4. We used a self-hosted
meta-llama/Meta-Llama-3-70B-Instruct
model from the HuggingFace repository for
evaluation. We promped it using the prompt shown
in Figure 5.

E Bloom Taxonomy Labeling Results

We include the human- as well as the LLM-
assigned labels for the benchmarks. The labels for
the knowledge dimension can be found in Table 14

and the labels for the Cognitive process dimension
in Table 15.

F Benchmark Usage in Technical Reports

Table 16 provides an overview of benchmark scores
included in the technical reports of Llama 3 (Meta,
2024), Llama 3.1 (Dubey et al., 2024), GPT-4 (Ope-
nAI et al., 2024), GPT-4o (OpenAI, 2024), Grok-2
(X.ai, 2024) and Claude 3 (Anthropic, 2024). We
list only benchmarks used in more than one reports.
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Cognitive Dimension Classification Prompt

Your task is to classify tasks into Bloom’s Taxonomy. The classes and their description are provided
below:
Remember: Recall facts and basic concepts.
[Examples]: define, duplicate, list, memorize, repeat, state
Understand: Explain ideas or concepts.
[Examples]: classify, describe, discuss, explain, identify, locate, recognize, report, select, translate
Apply: Use information in new situations.
[Examples]: execute, implement, solve, use, demonstrate, interpret, operate, schedule, sketch
Analyze: Draw connections among ideas.
[Examples]: differentiate, organize, relate, compare, contrast, distinguish, examine, experiment,
question, test
Evaluate: Justify a stand or decision.
[Examples]: appraise, argue, defend, judge, select, support, value, critique, weigh
Create: Produce new or original work.
[Examples]: design, assemble, construct, conjecture, develop, formulate, author, investigate
Classify the following problem into the corresponding category of Bloom’s Taxonomy: {problem}
Classification:

Figure 3: Prompt for classifying the cognitive dimension

Knowledge Dimension Classification Prompt

Your task is to classify tasks into the Knowledge dimension of Bloom’s Taxonomy. The classes
and their description are provided below:
Metacognitive: Knowledge of cognition in general as well as awareness and knowledge of one’s
own cognition.
Procedural: How to do something, methods of inquiry, and criteria for using skills, algorithms,
techniques, and methods.
Conceptual: The interrelationships among the basic elements within a larger structure that enable
them to function together.
Factual: The basic elements students must know to be acquainted with a discipline or solve
problems in it.
Classify the following problem into the corresponding category of Bloom’s Taxonomy: {problem}
Classification:

Figure 4: Prompt for classifying the knowledge dimension
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Benchmark / Dataset Subtask Description

BIG-Bench Hard
Suzgun et al. (2023)

boolean_expressions Evaluate the truth value of a random Boolean expression consisting of Boolean
constants (True, False) and basic Boolean operators (and, or, and not).

causal_judgement Given a short story (involving moral, intentional, or counterfactual analysis), deter-
mine how a typical person would answer a causal question about the story.

date_understanding Given a small set of sentences about a particular date, answer the provided question
(e.g., “The concert was scheduled to be on 06/01/1943, but was delayed by one day
to today. What is the date yesterday in MM/DD/YYYY?”).

disambiguation_qa Given a sentence with an “ambiguous” pronoun, either determine whether the
sentence is inherently ambiguous or, if the pronoun can be implicitly deduced, state
the antecedent of the pronoun.

dyck_languages Predict the sequence of the closing parentheses of a Dyck-4 word without its last
few closing parentheses.

formal_fallacies Given a context involving a set of statements, determine whether an argu-
ment—presented informally—can be logically deduced from the provided context.

geometric_shapes Given a full SVG path element containing multiple commands, determine the geo-
metric shape that would be generated if one were to execute the full path element.

hyperbaton Given two English-language sentences, determine the one with the correct adjective
order.

logical_deduction_five_objects Deduce the order of a sequence of objects based on the clues and information about
their spatial relationships and placements.

logical_deduction_seven_objects Deduce the order of a sequence of objects based on the clues and information about
their spatial relationships and placements.

logical_deduction_three_objects Deduce the order of a sequence of objects based on the clues and information about
their spatial relationships and placements.

movie_recommendation Given a list of movies a user might have watched and liked, recommend a new,
relevant movie to the user out of four potential choices.

multistep_arithmetic_two Solve multi-step equations involving basic arithmetic operations (addition, subtrac-
tion, multiplication, and division).

navigate Given a series of navigation steps to an agent, determine whether the agent would
end up back at its initial starting point.

object_counting Given a collection of possessions that a person has along with their quantities,
determine the number of a certain object/item class.

penguins_in_a_table Given a unique table of penguins, answer a question about the attributes of the
penguins.

reasoning_about_colored_objects Given a context, answer a simple question about the color of an object on a surface.
ruin_names Given an artist, band, or movie name, identify a one-character edit to the name that

changes the meaning of the input and makes it humorous.
salient_translation_error_detection Given a source sentence written in German and its translation in English, determine

the type of translation error that the translated sentence contains.
snarks Given two nearly-identical sentences, determine which one is sarcastic.
sports_understanding Determine whether a fictitious sentence related to sports is plausible.
temporal_sequences Given a series of events and activities a person has completed during the day,

determine what time they might have been free to perform another activity.
tracking_shuffled_objects_five_objects Given the initial positions of a set of objects and a series of transformations (namely,

pairwise swaps) applied to them, determine the final positions of the objects.
tracking_shuffled_objects_seven_objects Given the initial positions of a set of objects and a series of transformations (namely,

pairwise swaps) applied to them, determine the final positions of the objects.
tracking_shuffled_objects_three_objects Given the initial positions of a set of objects and a series of transformations (namely,

pairwise swaps) applied to them, determine the final positions of the objects.
web_of_lies Evaluate the truth value of a random Boolean function expressed as a natural-

language word problem.
word_sorting Given a list of words, sort them lexicographically.

AGIEval
Zhong et al. (2023)

aqua-rat Algebra Question Answering with Rationales. Contains algebraic problems de-
scribed in textual form.

gaokao-english College entrace exam for Chinese students. The questions test the language capabili-
ties in the English language.

logiqa-en Questions that evaluate logical reasoning and text comprehension skills.
lsat-ar Part of the law school admission test LSAT, focusing specifically on assessing

analytical skills.
lsat-lr Logical reasoning questions that are part of the law school admission test LSAT. The

tasks require text comprehension and analytical reasoning skills. Questions focus on
arguments and how to analyze them.

lsat-tc Part of LSAT. Text comprehension tasks that are longer than in the other tasks. Task
is to match one of the answer passages to the question passage, i.e. “What passage
best describes what was said in the text?”.

math Various mathematical problems. Less text-heavy than aqua-rat.
sat-en Questions similar to those used in the SAT. These questions test the English language

skills.
sat-math Questions found similar to those used in the SAT. They test the mathematical capa-

bilities.

Winogrande N/A Tests commonsense reasoning and text comprehension. Sentences with gaps need to
be filled with the correct option from a selection of answers.

ARC-Challenge N/A Abstraction and Reasoning Corpus. Questions are comparatively complex and
require reasoning and external knowledge.

DROP N/A The task is to answer questions regarding some paragraph.

GPQA N/A Graduate-level Google-Proof Q&A benchmark. Contains multiple choice questions
from biology, physics and chemistry. These questions are designed to be difficult
even for experts.

HumanEval N/A Tests code generation capabilities. Models are required to write a function based on
the docstring of what the function should do.

GSM8K N/A Contains grade school math questions. The tasks are in textual form and require
multi-step reasoning.

MATH N/A Challenging mathematical problems.

Table 13: Overview of the benchmarks and datasets used in our analysis.
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<|begin_of_text|><|start_header_id|>system<|end_header_id|>
You are given both a task with its intended solution, as well as the solution by a student. Your task
is to evaluate whether the student solved the task correctly. Respond with @Yes@ if it was solved
correctly, and with @No@ if it was not.<|eot_id|>
<|start_header_id|>user<|end_header_id|>
[Task]
{task}
[/Task]
[Intended Solution]
{solution}
[/Intended Solution]
—–
[Student Solution]
{student_solution}
[/Student Solution]
<|eot_id|><|start_header_id|>assistant<|end_header_id|>
@

Figure 5: Llama 3 evaluation prompt.
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Model Human claude3 gpt4 gpt4o llama3
Benchmark / Dataset Subtask

AGIEval aqua-rat Procedural Conceptual Procedural Procedural Procedural
gaokao-english Conceptual Conceptual Factual Conceptual Factual
logiqa-en Conceptual Conceptual Procedural Conceptual Procedural
lsat-ar Procedural Conceptual Procedural Conceptual Procedural
lsat-lr Factual Conceptual Metacognitive Conceptual Conceptual
lsat-rc Conceptual Conceptual Metacognitive Conceptual Factual
math Procedural Procedural Procedural Procedural Procedural
sat-en Conceptual Conceptual Conceptual Conceptual Factual
sat-math Procedural Procedural Procedural Procedural Procedural

ARC-Challenge N/A Conceptual Conceptual Conceptual Factual Factual

BIG-Bench Hard boolean_expressions Factual Conceptual Procedural Procedural Factual
causal_judgement Conceptual Conceptual Metacognitive Conceptual Conceptual
date_understanding Factual Factual Procedural Factual Factual
disambiguation_qa Conceptual Procedural Metacognitive Conceptual Factual
dyck_languages Factual Procedural Procedural Procedural Procedural
formal_fallacies Conceptual Conceptual Metacognitive Conceptual Procedural
geometric_shapes Factual Procedural Procedural Procedural Factual
hyperbaton Conceptual Conceptual Procedural Factual Factual
logical_deduction_five_objects Conceptual Conceptual Procedural Conceptual Factual
logical_deduction_seven_objects Conceptual Conceptual Procedural Conceptual Procedural
logical_deduction_three_objects Conceptual Conceptual Procedural Conceptual Factual
movie_recommendation Conceptual Conceptual Procedural Conceptual Factual
multistep_arithmetic_two Procedural Procedural Procedural Procedural Procedural
navigate Conceptual Procedural Procedural Procedural Procedural
object_counting Factual Factual Factual Factual Factual
penguins_in_a_table Factual Factual Factual Factual Factual
reasoning_about_colored_objects Conceptual Factual Procedural Factual Factual
ruin_names Conceptual Factual Factual Factual Factual
salient_translation_error_detection Conceptual Conceptual Procedural Procedural Factual
snarks Conceptual Factual Metacognitive Metacognitive Factual
sports_understanding Conceptual Factual Factual Factual Factual
temporal_sequences Procedural Factual Procedural Conceptual Procedural
tracking_shuffled_objects_five_objects Procedural Procedural Procedural Procedural Factual
tracking_shuffled_objects_seven_objects Procedural Procedural Procedural Procedural Factual
tracking_shuffled_objects_three_objects Procedural Procedural Procedural Procedural Factual
web_of_lies Procedural Conceptual Procedural Conceptual Procedural
word_sorting Factual Procedural Procedural Procedural Procedural

DROP N/A Factual Factual Factual Factual Factual

GPQA N/A Procedural Conceptual Procedural Procedural Factual

GSM8K N/A Procedural Procedural Procedural Procedural Procedural

HumanEval N/A Procedural Procedural Procedural Procedural Procedural

MATH (as a whole) N/A Procedural Conceptual Procedural Procedural Procedural

Winogrande N/A Conceptual Factual Factual Factual Factual

Table 14: Knowledge dimension labels assigned to the selected benchmarks.
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Model Human bloomberta claude3 gpt4 gpt4o llama3
Benchmark / Dataset Subtask

AGIEval aqua-rat Apply Analyze Apply Apply Apply Apply
gaokao-english Understand Apply Understand Understand Understand Understand
logiqa-en Analyze Analyze Analyze Analyze Analyze Analyze
lsat-ar Analyze Apply Analyze Analyze Analyze Analyze
lsat-lr Analyze Evaluate Analyze Evaluate Analyze Analyze
lsat-rc Analyze Apply Analyze Evaluate Evaluate Analyze
math Apply Apply Analyze Apply Apply Apply
sat-en Understand Apply Understand Understand Understand Understand
sat-math Apply Analyze Apply Apply Apply Apply

ARC-Challenge N/A Understand Analyze Analyze Analyze Analyze Analyze

BIG-Bench Hard boolean_expressions Apply Analyze Analyze Apply Analyze Evaluate
causal_judgement Analyze Analyze Analyze Evaluate Analyze Analyze
date_understanding Apply Analyze Apply Apply Apply Apply
disambiguation_qa Understand Understand Understand Analyze Understand Understand
dyck_languages Apply Apply Apply Apply Apply Apply
formal_fallacies Analyze Evaluate Analyze Evaluate Analyze Evaluate
geometric_shapes Understand Create Understand Understand Understand Understand
hyperbaton Understand Analyze Analyze Understand Understand Understand
logical_deduction_five_objects Analyze Understand Analyze Analyze Analyze Analyze
logical_deduction_seven_objects Analyze Understand Analyze Analyze Analyze Analyze
logical_deduction_three_objects Analyze Understand Analyze Analyze Analyze Analyze
movie_recommendation Analyze Create Apply Analyze Analyze Understand
multistep_arithmetic_two Apply Analyze Apply Apply Apply Apply
navigate Understand Apply Apply Apply Analyze Apply
object_counting Remember Understand Remember Remember Remember Remember
penguins_in_a_table Understand Create Remember Remember Remember Remember
reasoning_about_colored_objects Apply Analyze Remember Remember Remember Remember
ruin_names Understand Analyze Remember Understand Understand Understand
salient_translation_error_detection Analyze Remember Analyze Understand Analyze Analyze
snarks Analyze Analyze Analyze Evaluate Analyze Analyze
sports_understanding Analyze Create Evaluate Evaluate Analyze Evaluate
temporal_sequences Apply Apply Apply Apply Analyze Analyze
tracking_shuffled_objects_five_objects Apply Apply Create Apply Apply Analyze
tracking_shuffled_objects_seven_objects Apply Apply Create Apply Apply Apply
tracking_shuffled_objects_three_objects Apply Evaluate Create Apply Apply Apply
web_of_lies Analyze Apply Analyze Analyze Analyze Analyze
word_sorting Apply Analyze Remember Apply Apply Remember

DROP N/A Understand Analyze Remember Remember Remember Remember

GPQA N/A Analyze Analyze Analyze Apply Apply Analyze

GSM8K N/A Apply Apply Apply Apply Apply Apply

HumanEval N/A Apply Create Apply Apply Create Apply

MATH (as a whole) N/A Analyze Apply Apply Apply Apply Apply

Winogrande N/A Understand Analyze Understand Understand Understand Understand

Table 15: Cognitive Dimension labels assigned to the selected benchmarks.
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Benchmark Llama 3 Llama 3.1 GPT-4 GPT-4o Grok-2 Claude 3

MMLU ✓ ✓ ✓ ✓ ✓ ✓
HumanEval ✓ ✓ ✓ ✓ ✓ ✓
GPQA ✓ ✓ ✓ ✓ ✓
MATH ✓ ✓ ✓ ✓ ✓
GSM8K ✓ ✓ ✓ ✓
BIG-Bench Hard ✓ ✓ ✓ ✓
ARC-Challenge ✓ ✓ ✓ ✓
Winogrande ✓ ✓ ✓
HellaSwag ✓ ✓ ✓
MGSM ✓ ✓ ✓
DROP ✓ ✓ ✓
AGIEval ✓ ✓
CommonSenseQA ✓ ✓
TriviaQA ✓ ✓
SQuAD ✓ ✓
QuAC ✓ ✓
BoolQ ✓ ✓
MMLU-Pro ✓ ✓

Table 16: Benchmark usage reported in technical reports of LLMs.


	Introduction
	Background: Bloom's Taxonomy
	Methodology
	Mapping Benchmark Tasks to Bloom's Taxonomy
	Benchmark Selection
	Labeling of Benchmark Tasks

	Performance of LLMs on Different Taxonomy Dimensions

	Results
	RQ1: Mapping LLM Benchmark Tasks to Cognitive Capabilities
	RQ2: Representation of Cognitive and Knowledge Dimensions in Benchmark Tasks
	RQ3: Performance of LLMs according to Bloom's Taxonomy

	Discussion
	Related Work
	Conclusion
	Limitations
	Individual Task Results
	GPT-4
	Llama 3
	Claude 3
	bloomz-3b
	bloomz-560m
	falcon-7b-instruct
	falcon-40b-instruct
	flan-t5-xxl
	gemma-7b-it
	phi3-mini-4k-instruct

	Revised Bloom's Taxonomy
	Cognitive Dimensions
	Remember
	Understand
	Apply
	Analyze
	Evaluate
	Create

	Knowledge Types
	Factual Knowledge
	Conceptual Knowledge
	Procedural Knowledge
	Metacognitive Knowledge


	Dataset Overview
	Bloom Classify Prompts
	Bloom Taxonomy Labeling Results
	Benchmark Usage in Technical Reports

