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Abstract

Image Translation (IT) holds immense poten-
tial across diverse domains, enabling the trans-
lation of textual content within images into
various languages. However, existing datasets
often suffer from limitations in scale, diver-
sity, and quality, hindering the development and
evaluation of IT models. To address this issue,
we introduce MIT-10M !, a large-scale parallel
corpus of multilingual image translation with
over 10M image-text pairs derived from real-
world data, which has undergone extensive data
cleaning and multilingual translation validation.
It contains 840K images in three sizes, 28 cate-
gories, tasks with three levels of difficulty and
14 languages image-text pairs, which is a con-
siderable improvement on existing datasets. We
conduct extensive experiments to evaluate and
train models on MIT-10M. The experimental re-
sults clearly indicate that our dataset has higher
adaptability when it comes to evaluating the
performance of the models in tackling chal-
lenging and complex image translation tasks in
the real world. Moreover, the performance of
the model fine-tuned with MIT-10M has tripled
compared to the baseline model, further con-
firming its superiority.

1 Introduction

Image Translation (IT), the task of translating em-
bedded text within an image from a source lan-
guage to a target language (Watanabe et al., 1998;
Yang et al., 2002; Lan et al., 2023), holds signif-
icant promise for various applications. Its util-
ity spans domains such as scene text translation,
document image translation (Liang et al., 2024),
and photo translation, enhancing accessibility and
cross-lingual communication. This is in contrast to
traditional neural machine translation (Chen et al.,
mondin g author.

'Our datasets and code are publicly available at: https:
//huggingface.co/datasets/liboaccn/MIT-10M
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Figure 1: Categories and languages of MIT-10M. It in-
cludes 28 categories and 14 languages image-text pairs
(8 languages images).

2022; Zhu et al., 2024), which is based solely on
textual information.

Traditional IT approaches often employed cas-
cade methods (Zhang et al., 2019; Zhao et al., 2020;
Shekar et al., 2021; Hinami et al., 2021; Afli and
Way, 2016). The emergence of end-to-end IT mod-
els (Zhu et al., 2023; Liang et al., 2024; Niu et al.,
2024; Ma et al., 2023a) offered a more stream-
lined approach, utilizing a unified model to directly
translate image text. Multimodal Large Language
Models (MLLMs) (Bai et al., 2023; Chen et al.,
2024b; Hong et al., 2024; Liu et al., 2024; Yao
et al., 2024; Lu et al., 2024; Li et al., 2023) have
further fueled progress.

However, IT model development and evalua-
tion lies in the scarcity of high-quality, large-scale
datasets (Ma et al., 2022, 2023b; Zhu et al., 2023;
Ma et al., 2023a; Liang et al., 2024). Models
trained on limited real-world data often struggle
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Figure 2: Examples of MIT-10M dataset. Each image contains the original text and the corresponding language.
Additionally, we annotate the image category, the token length of the text and the number of bounding boxes and
used them for the difficulty level. In addition to the original text, 13 languages translations were annotated.

to generalize to complex scenarios, while those
trained on synthetic datasets (Chen et al., 2021; Su
et al., 2021; Niu et al., 2024) may not adequately
capture the nuances of real-world image charac-
teristics. Furthermore, existing datasets frequently
lack fine-grained splits and diversity in language
representation and task difficulty, hindering com-
prehensive model assessment.

To address these issues, we introduce MIT-10M,
a large-scale multilingual image translation corpus.
MIT-10M is the largest real-world image trans-
lation dataset to date. As shown in Figure 1, it
includes 840K images in 8 languages and 10M
image-text pairs across 14 languages, and split into
a train set a test set. Figure 2 shows some examples
from the MIT-10M dataset. Each image contains
the original text and the corresponding language.
Additionally, we annotate the image category, the
token length of the text and the number of bound-
ing boxes and used them for the difficulty level. In
addition to the original text, 13 further translations
were annotated. Detailed examples can be found
in Appendix B. The MIT-10M dataset construc-
tion process consists of three main stages: data
collection and pre-processing, OCR annotation and
cleaning, and multilingual translation and valida-
tion. We compared MIT-10M with several existing
popular image translation datasets in terms of data
scale, task difficulty level, diversity, and image
quality. The comparison results demonstrate that
MIT-10M significantly outperforms other datasets
in these aspects. We conduct extensive experiments
to evaluate the multilingual translation capabilities
of 7 end-to-end IT models using the MIT-10M test
set. The results show that using the MIT-10M test

set is beneficial when evaluating challenging tasks
of translating multi-line text into images with com-
plex backgrounds. Furthermore, we fine-tune the
Qwen2-VL (Bai et al., 2023) model using the MIT-
10M training set, BLEU, chrF++, and METEOR
scores have increased by 230%, 88%, and 130%
respectively. The results demonstrate significant
performance improvements in multilingual image
translation tasks, further validating the advantages
of MIT-10M dataset.
The main contributions are outlined below:

* We present MIT-10M, a dataset compris-
ing 10M image-text pairs and 840K high-
resolution real-world images, representing
the largest publicly available real-world high-
quality dataset specifically designed for multi-
lingual image translation tasks.

* We propose a multi-dimensional evaluation
framework for multilingual image-text transla-
tion datasets, considering aspects such as data
scale, task difficulty level, diversity, and im-
age quality. Our comparative analysis demon-
strates the superiority of MIT-10M across
these dimensions.

* We conduct comprehensive experiments to
validate the effectiveness of MIT-10M for
training and evaluating multilingual image
translation models.

2 Related Work

IT focuses on translating text embedded within
images from a source language into a target lan-
guage. This section reviews existing approaches
and datasets relevant to IT.
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Figure 3: Overview of MIT-10M dataset construction pipeline.

2.1 IT Models

Two primary paradigms dominate the field of image
translation:

Cascade Methods. These approaches decom-
pose the task into sequential steps, typically em-
ploying Optical Character Recognition (OCR) fol-
lowed by NMT (Zhao et al., 2020; Shekar et al.,
2021; Hinami et al., 2021; Zhong et al., 2024; Chen
et al., 2024a; Zhu et al., 2024). While conceptually
straightforward, cascade methods suffer from error
propagation between stages, increased latency due
to separate model processing, and redundant pa-
rameterization (Ma et al., 2023b, 2022; Lan et al.,
2023; Zhu et al., 2023).

End-to-End Methods. These models aim to di-
rectly translate image text using a unified archi-
tecture (Mansimov et al., 2020; Jain et al., 2021;
Zhu et al., 2023; Liang et al., 2024; Niu et al.,
2024; Ma et al., 2023a), typically comprising a vi-
sual encoder for extracting image features and a
text decoder for generating the target translation.
The advent of Multimodal Large Language Models
(MLLMs), such as (Bai et al., 2023; Chen et al.,
2024b; Hong et al., 2024; Liu et al., 2024; Yao
etal., 2024; Lu et al., 2024; Li et al., 2023), has sig-
nificantly advanced end-to-end IT, enabling more
effective cross-modal fusion and improved transla-
tion accuracy. However, the success of end-to-end
models heavily relies on the availability of large-
scale, high-quality parallel image-translation data,
which remains a critical challenge in the field (Ma
et al., 2022, 2023b; Zhu et al., 2023; Ma et al.,
2023a; Liang et al., 2024).

2.2 IT Datasets

Due to the scarcity of real-world image transla-
tion data, several studies have utilized synthetic
datasets created by rendering text onto background

images. These include datasets focused on single-
line text (Mansimov et al., 2020), multi-line text
(Jain et al., 2021), Chinese-English translation (Ma
et al., 2022), and English-German translation (Niu
et al., 2024). While valuable for initial model
training, synthetic datasets often oversimplify real-
world complexities and may not adequately reflect
the diversity and challenges encountered in prac-
tical applications. Manually curated real-world
datasets are crucial for advancing IT research, but
their development is resource-intensive, resulting
in limited availability. Existing datasets include
OCRMT30K (Lan et al., 2024), a Chinese-English
dataset based on OCR annotations; DoTA (Liang
et al., 2024), focused on document image trans-
lation into Markdown format; and ECOIT (Zhu
et al., 2023), targeting the e-commerce domain.
Despite these efforts, real-world datasets remain
limited in scale, language coverage, and diversity
of image characteristics, hindering comprehensive
model evaluation and generalization assessment.
Our work addresses this gap by introducing MI'T-
10M, a novel large-scale, multilingual, and real-
world image translation dataset designed to facili-
tate the development and evaluation of robust and
generalizable IT models.

3 MIT-10M Construction

In this section, the construction pipeline of MIT-
10M is described in detail, highlighting the crucial
filtering steps to ensure data quality. Figure 3 illus-
trates the MIT-10M construction pipeline.

3.1 Data collection

Web Crawling. High-quality websites with ex-
tensive language coverage were selected for data
collection, including google.com, baidu.com, ama-
zon.com, jd.com, and amazon.jp.co. These web-
sites offer a rich source of high-resolution images
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Dataset Source  Languages Images Image-Text
E2E_TIT_With_MT (Maet al., 2022)  synthetic 3 3,000,000 3,000,000
ECOIT (Zhu et al., 2023) realistic 2 479,490 479,490
OCRMT30K (Lan et al., 2023) realistic 2 30,000 30,000
DoTA (Liang et al., 2024) realistic 2 126,345 126,000
IIMT (Lan et al., 2024) synthetic 1 89,033 89,033
MIT-10M (Ours) realistic 14 840,855 10,931,115

Table 1: Comparison of MIT-10M with other popular image translation datasets in terms of statistical data.

and support multiple languages. Crawling was con-
ducted across eight languages: English, French,
Chinese, Japanese, Portuguese, Italian, German,
and Spanish. To ensure data uniqueness, SHA256
hashing was employed to identify and remove du-
plicate pages. Documents lacking images or con-
taining an excessive number of images (over 50)
were excluded. This process resulted in 405K
unique HTML files, occupying 440 GB.

Image collection. We use the BeautifulSoup
(Leonard, 2004) library to parse the HTML docu-
ments into a tree structure and extract the image
tags. To ensure the quality of the data, we filter
the images according to their resolution and only
keep the images with a resolution of more than
800x800 pixels that are in the main content area
of the HTML document to exclude logos and ad-
vertisements. Duplicate images are then removed
based on their MDS5 hash values.

Filtering and cleaning data. To ensure that the
content is appropriate, we apply a NSFW detec-
tion tool (Laborde, 2024) to all images. If NSFW
content is detected, we discard all images from
the corresponding HTML document. The final set
contains 6.3M images occupying 900 GB.

3.2 Data annotation

Initial text recognition. To quickly determine
whether images contain text, we first apply easy-
OCR? for text recognition and remove images
where no text is recognized or the recognized text is
meaningless, which accounts for about 50% of the
images. This results in 3M images being retained.
Next, we use the tools langid® and langdetect* to
identify the language of the recognized text and
perform cross-validation. Only images for which
both tools consistently identify the same language

Zhttps://github.com/Taided AI/EasyOCR
*https://github.com/saffsd/langid.py
*https://github.com/fedelopez77/langdetect

are retained. The result is 1 million images.

Precise text recognition. We then use GPT-40
(OpenAl, 2024) for detailed text recognition to ex-
tract precise text information from the images and
discard those images where the text cannot be rec-
ognized.

Filtering sensitive content and text cleaning.
To reduce the risk of sharing personal data, we
remove images whose OCR-recognized text con-
tains sensitive information such as email addresses
or IP addresses. We also exclude images where the
recognized text contains NSFW characters to ex-
clude potentially inappropriate content. To further
improve the quality of the dataset, we filter out im-
ages with advertising or meaningless content (e.g.
excessive numbers or punctuation) and remove im-
ages with excessively long text (over 450 tokens or
60 words). After the cleanup, 957K images remain,
taking up 150 GB.

3.3 Multilingual text translationn

Machine translation. To translate the text into
other languages, we first use GPT-4 (Achiam et al.,
2023) to translate the OCR-recognized text. We
create a highly optimized translation prompt that
translates the image text from 8 languages into
13 languages, with the additional languages being
Korean, Thai, Arabic, Turkish, Hindi and Russian.

Validation of the translation. Although GPT-4
performs well in multilingual translation, we cross-
validate with Google Translate (via the Google
Gemini 1.5 Pro API) (Gemini, 2024). We use
the tool spacy to convert the results of GPT-4 and
Google Translate into word vectors and calculate
their semantic similarity. For text pairs with a sim-
ilarity score below 0.8, we filter out those with
significant differences and keep translations with
a semantic similarity above 0.8. The final parallel
corpus contains 840K images.
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Figure 4: Distribution of the number of bounding boxes
in the images and the token lengths in English text.

@Train @Test
Easy 3,154,034 (28.9%) 3,120 (30.0%)
Medium 3,156,621 (28.9%) 3,120 (30.0%)
Hard 4,610,060 (42.2%) 4,160 (40.0%)

Table 2: The number and proportion of corpora of dif-
ferent difficulty levels of MIT-10M.

Human evaluation. We divide the translated
image-text pairs and their corresponding text trans-
lations into 10,000 batches. We randomly select
10 batches and perform a human evaluation, which
results in a translation accuracy of 99.4%.

4 Analysis MIT-10M

This section presents a comprehensive analysis
of the MIT-10M dataset. First, we compare
MIT-10M with existing popular image translation
datasets (see Table 1). Then, we analyze MIT-
10M in detail in terms of data scale, difficulty, di-
versity, and image quality.

4.1 Data Scale Comparison

Table 1 shows a comparison of MIT-10M with other
popular image translation datasets in terms of sta-
tistical data. MIT-10M clearly outperforms the
other datasets in terms of the number of languages,
images and image-text pairs.

MIT-10M includes 14 languages and is there-
fore better suited for cross-language multimodal
image translation research, especially for scenarios
requiring the processing of multiple languages. In
addition, MIT-10M is derived from real-world sce-
narios and contains 840K images and 10M image-
text pairs. This is a significantly larger volume than
data sets such as DoTA and ECOIT, which also
consist of real images.

4.2 Difficulty Levels

We visualized the distribution of the number of
bounding boxes in the images and the correspond-

Cate ID Category Name Images
10000  Appliances 34711
11000  Digital Music 44
12000  Electronics 60884
13000  Garden & Outdoor 11559
14000  Games & Apps 1940
15000  Grocery & Gourmet Food 6654
16000  Health & Personal Care 11447
17000  Home & Kitchenware 129192
18000  Household Supplies 4298
19000  Industrial & Scientific 1486
20000  Aurts, Crafts & Sewing 8077
21000  Luggage & Travel Gear 13643
22000  Musical Instruments 451
23000  Office Products 11462
24000  Pet Supplies 38158
25000  Software 977
26000  Sports & Outdoors 26742
27000  Tools & Home Improvement 65771
28000  Toys & Games 25776
29000  Computers 9039
30000  Automotive Parts & Accessories 47869
31000  Jewelry 14538
40000  Baby Products 23931
50000  Beauty & Personal Care 42964
60000  Books 211
70000  Cell Phones & Accessories 162428
80000  Clothing & Shoes 85998
90000  Collectibles & Art 605

Table 3: Distribution of image category.

ing lengths of the English tokens in the MIT-
10M dataset, as shown in Figure 4. Most of the
images have a bounding box count between 1 and
3, with the proportion of images with a bounding
box count of 2 being the highest. In addition, the
length of text tokens in the images is mainly in the
range of 10 to 25 tokens, which is consistent with
the distributional characteristics of text length in
natural language.

Based on the above analysis, we categorize the
MIT-10M dataset into three difficulty levels: easy,
medium, and hard. Table 2 shows the number and
proportion of corpora of different difficulty levels
of the MIT-10M training and testing sets.

Easy (number of bounding boxes < 2 and token
length < 16) contain fewer bounding boxes and
shorter texts, resulting in a relatively easy transla-
tion task.

Hard (number of bounding boxes > 5 or length
of tokens > 25) contain more bounding boxes or
longer texts, which places higher demands on the
model’s attention mechanism.

Medium (other cases) have a wider spread in
terms of the number of bounding boxes and length
of tokens, indicating more realistic and complex
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Figure 5: Example of images with different resolutions.

image translation tasks. With this category, the gen-
eralization ability of multimodal translation models
can be better tested.

4.3 Diversity

As shown in Figure 1, MIT-10M is divided into 28
categories based on image content, ranging from
daily objects (e.g., Home & Kitchenware, Health
& Personal Care) to specialized equipment (e.g.,
Industrial & Scientific, Jewelry) and digital goods
(e.g., Games & Apps, Digital Music). The detailed
categories and data can be found in Table 3. And
categories such as "Cell Phones & Accessories"
(162K images) and "Clothing & Shoes" (86K im-
ages) have a significant number of images. The
products in these categories are frequently used in
daily life, which means they are more common.
This diversity provides a wealth of scenarios for
image translation models and enables a comprehen-
sive evaluation of their performance in different im-
age types and text contexts. Consequently, training
with such diverse data helps in developing models
with superior generalization abilities. The English
images dominate the dataset (about 49%), while
Chinese is the second most common language and
accounts for about 60% of the English data. This
diversity of language and image data helps to im-
prove the generalization ability of the model in
different cultural and linguistic environments.

4.4 Image resolution

When translating images to text, the quality and
resolution of the images have a direct impact on
how the model extracts semantic features from the
visual information, which in turn affects translation
accuracy.

Unlike previous works, which often only include
images with a single resolution (e.g. the ECOIT
dataset with an image resolution of only 64x600),
MIT-10M selects images with a resolution of more

than 1000x1000 pixels (width) when creating the
dataset. It also provides images in three different
sizes: the original size, a "large" version with a
width of 768 pixels and a "small" version with a
width of 500 pixels ( Figure 5). These different
image sizes allow the model to learn visual fea-
tures under different conditions, which increases
its robustness.

S Experiments

In this section, we empirically demonstrate the effi-
cacy of the MIT-10M dataset both as a pretraining
dataset as well as an evaluation set for image-text
translate task.

5.1 Experiment Details

Setup. The operating system which we use is
CentOS Linux release 7.5, and the programming
language is Python 3.9.12. Our experiments are
conducted on NVIDIA TESLA A100-40G GPU,
the CUDA version is 12.2, and the deep learning
framework is torch with version 2.1.0, torchvision
with version 0.16.0 and Transformers with 4.44.2.
During the inference stage, we set the following
hyperparameters: temperature to 0.2.

Models. In this study, we perform a comparative
analysis of our dataset using both cascaded and end-
to-end models for image translation. The cascaded
model first applies EasyOCR to extract text from
images and then translates the extracted text using
the NLLB (NLLB Team et al., 2022) model. This
choice of established components makes our base-
line representative of typical cascaded methods and
facilitates reproducibility. As for the end-to-end
model, we compare with mainstream MLLM. The
detailed introduction is as follows:

* LLaVA-NeXT (Liu et al., 2024) is a large-
scale multimodal model that can process a va-
riety of data types, including text, images and
video. It has been trained on large multimodal
datasets and shows strong performance in un-
derstanding multiple images and videos. In
addition, LLaVA-NeXT has multi-language
support, enabling it to understand multilin-
gual text in images, including most European
languages, Japanese, Korean, Arabic, Viet-
namese and more.

* Qwen2-VL (Bai et al., 2023) can process im-
ages with different resolutions and aspect ra-
tios and supports the understanding of multi-
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Model Size BLEU chrF++ METEOR

Base Large Small | Avg | Base Large Small | Avg | Base Large Small | Avg
EasyOCR_NLLB - 6.4 6.3 6.2 63 | 197 191 179 | 189 | 176 164 149 | 163
DeepSeek-VL 7B 59 5.7 55 57 | 155 151 148 | 15.1 | 109 105 102 | 10.5
LLaVA-NeXT 7B 85 8.4 83 84 | 205 204 202 |204 | 138 13.6 134 | 13.6
Qwen2-VL 7B 147 146 13.6 | 1431292 291 288 1290|216 214 21.0 | 213
CogVLM2-LLaMA3 19B 8.6 8.4 8.0 83 | 199 195 192 | 195 | 145 144 142 | 144
MiniCPM-Llama3-V 8B 11.0 9.8 9.6 | 101|229 214 207 |217| 171 162 15.6 | 163
InternVL2 8B 143 141 134 | 139 | 274 266 265 | 268 | 23.8 233 228 | 233
Avg 9.9 9.6 9.2 9.6 | 221 21.6 21.1 |21.6 | 17.0 16.6 16.0 | 16.5

Table 4: Comparison of the results of the image translation. It shows the results of comparison and evaluation of
BLEU, chrF++, and METEOR using cascaded and end-to-end IT models on the MIT-10M test set.

lingual texts. Qwen2-VL has achieved world-
leading performance in several visual compre-
hension benchmarks and has open-source 2B
and 7B scale models.

* CogVLM2-LLaMA3 (Hong et al., 2024)
builds on LLaMA3 and shows exceptional
performance on multimodal tasks involving
images and text, especially when processing
long texts and high-resolution images. It has
a visual expert module that focuses on com-
plex visual tasks and achieves deep integration
of vision and speech through a sophisticated
fusion strategy.

e InternVL2 (Chen et al., 2024b) boosts the
model’s performance through visual encoder
improvements, dynamic strategies for high
resolutions and high-quality bilingual data
sets. It performs admirably on tasks such as
OCR, multimodal assessment, mathematical
reasoning and dialog with multiple interlocu-
tors.

* DeepSeek-VL (Lu et al., 2024) is an open-
source multimodal model designed to improve
performance in real-world scenarios. It ac-
cepts high-resolution images as input and has
general multimodal comprehension capabili-
ties that process logic diagrams, web pages,
formula recognition, scientific literature and
natural images.

MiniCPM-Llama3-V (Yao et al., 2024) is
designed for consumer devices and focuses
on providing advanced Al capabilities on
resource-constrained devices such as cell
phones. It can process various types of data,
including text and images, and is capable of
describing images, answering text questions

with one or more images, writing and de-
bugging code, conducting dialogs with mul-
tiple images, conducting dialogs to under-
stand videos, formatting JSON, and perform-
ing OCR in high resolution.

In order to make the model output the trans-
lated content stably, after several attempts, we use
the prompt “Translate the text in the image from
{src_lang]} into {tgt_lang}. Please output the trans-
lation directly without any explanation or other
words:” to obtain the inference result of the model.

Metrics. We use the BLEU score (Papineni
et al., 2002) to assess the similarity between pre-
dicted translations and reference translations. This
method calculates n-gram precision and applies a
brevity penalty for shorter translations. We com-
pute the chrF++ score (Popovi¢, 2017), which op-
erates on both character and word-level n-grams. It
effectively handles morphologically complex lan-
guages and is highly sensitive to spelling errors
and minor mistakes. We employ the METEOR met-
ric (Banerjee and Lavie, 2005) to evaluate transla-
tion quality. This metric incorporates stemming,
synonym matching, and word reordering to im-
prove its correlation with human evaluation.

5.2 Evaluate IT models with MIT-10M

In this paper, we systematically evaluate the per-
formance of 7 state-of-the-art models on the MIT-
10M, focusing on the comparison of cascaded mod-
els and multimodal end-to-end models on the image
translation task. Table 4 shows the performance
of all models on the MIT-10M. Among all mod-
els, EasyOCR_NLLB is the only cascaded model,
while the others (e.g. LLaVA-NeXT, Qwen2-VL)
are multimodal end-to-end models.

The Table 4 shows that DeepSeek-VL model
perform poorly in IT task, with BLEU, chrF++,
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Easy Medium Hard
EasyOCR_NLLB 19.2 18.9 10.0
DeepSeek-VL 10.9 10.6 10.0
LLaVA-NeXT 15.6 143 10.8
Qwen2-VL 23.3 21.5 18.8
CogVLM2-LLaMA3 15.6 14.6 12.5
MiniCPM-Llama3-V  17.7 15.0 15.8
InternVL2 25.9 23.2 19.9
Avg 18.3 16.9 14.0

Table 5: METEOR with different levels of difficulty.

and METEOR of 5.7, 15.1, 10.5, well below aver-
age. Although the BLEU, chrF++ and METEOR
values of EasyOCR_NLLB (6.3, 18.9 and 16.3,
respectively) are close to the average, they lag be-
hind the end-to-end models. In contrast, end-to-end
models such as InternVL2 and Qwen2-VL perform
better on IT task, with scores of 13.9, 16.8, 23.3
and 14.3, 29.0, 21.3 respectively, far outperforming
those of the other models. In particular, Qwen2-
VL achieved the best performance. The detail com-
parison of the BLEU of the individual models in
multiple languages can be found in Appendix C.

We attribute this to the ability of the end-to-end
models to generate text outputs directly from the
image inputs and effectively utilize the correlations
between images and text for deeper feature fusion
and contextual understanding, resulting in supe-
rior performance in the fluency, consistency, and
accuracy of the generated text. In contrast, cas-
caded models suffer from error propagation from
the OCR phase, which limits their final translation
quality. It is noteworthy that all models show rel-
atively low evaluation results compared to their
performance on other datasets. This highlights
the realism of the dataset, which includes a wider
range of challenges, including text with different
fonts, colors and backgrounds, as well as instances
of text occlusion and blurring. Consequently, the
MIT-10M provides a more realistic and sophisti-
cated benchmark for assessing the generalization
ability of models.

5.3 Effect of Resolution and Difficulty

To further investigate the properties of the MIT-
10M, we conducted finer analyzes at different im-
age resolutions and task difficulties.

Table 4 illustrates the performance differences of
the models in the image resolution tasks. A compar-
ison of the average score of all models in different

sizes shows that almost all models perform better
with larger images. The BLEU for the base, large
and small resolutions are 9.9, 9.6 and 9.2 respec-
tively, while the chrF++ and METEOR are 22.1,
21.6,21.1 and 17.0, 16,6, 16.0 respectively. This
emphasizes the importance of image resolution for
the model’s understanding of the image content.
High-resolution images provide more detailed in-
formation that helps the model to recognize and
translate the text in the image more accurately.

Furthermore, MIT-10M contains tasks with three
levels of difficulty: Easy, Medium and Difficult (see
§Section 4.2). Table 5 illustrates the differences in
model performance for the different tasks. When
analyzing the performance of the models on the
different difficulty levels, we observe a clear trend
that the performance decreases with increasing dif-
ficulty. The average METEOR drops from 18.3 to
14.0, and this is particularly evident for Qwen2-VL,
whose score decreases from 23.3 to 18.8.

This shows that the carefully designed difficulty
distribution in the MIT-10M can effectively differ-
entiate the performance of the models and provide
the models with different difficulty levels.

As for the evaluation metrics, given the abun-
dance of short sentences in MIT-10M, we recom-
mend focusing on chrF++ and METEOR in addi-
tion to BLEU, as they are more suitable for evalu-
ating the quality of short sentence translations.

Overall, our experimental results show that MIT-
10M is a comprehensive, high quality and realistic
dataset for image to text translation. MIT-10M rep-
resents a challenging benchmark for image trans-
lation research and serves as a valuable resource
to advance the development of robust and versatile
multimodal models.

5.4 Fine-tune with MIT-10M

To evaluate the effectiveness of our proposed MIT-
10M for training image-to-text translation models,
we perform fine-tuning experiments using the
Qwen2-VL model as the baseline. During training,
we use the following important hyperparameter
settings: per_device_train_batch_size,
gradient_accumulation_steps,
learning_rate, num_train_epochs,
lr_scheduler_type and warmup_ratio are
set to 4, 32, 1.0e-4, 1, cosine and 0.1, respectively.
Additionally, we utilize mixed precision training to
accelerate the training process and reduce memory
consumption.

We fine-tune the model with different subsets
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Figure 6: The performance comparison of the 5 model in the metrics: BLEU, chrF++, and METEOR. The 5 models
are the base version and the version fine-tuned with 10%, 30%, 50%, 70%, and 100% MIT-10M train set.

Dataset DE-EN EN-DE EN-FR FR-EN

IIMT (Lan et al., 2024) 14.5 15.0 16.4 21.5
MIT-10M (ours) 16.4 16.2 19.3 25.3

Table 6: BLEU of fine-tuning on subsets of IIMT (170K)
and MIT-10M (150K).

of the MIT-10M to investigate the effects of data
size on model performance. Specifically, we take
10%, 30%, 50%, 70%, and 100% of the training
set from the MIT-10M and compare their perfor-
mance to analyze the effects of data size. As shown
in Figure 6, the results demonstrate that increas-
ing the size of the training data leads to significant
improvements in all three metrics. For example,
the BLEU increases from 14.6 for the base model
(base@10%) to 35.9. Similarly, the chrF++ score
increases continuously from 29.0 to 56.6 and the
METEOR score improves from 21.2 to 52.0. It
strongly emphasize the crucial role of data size in
improving the performance of the image-to-text
translation model: with richer training data, the
model can capture finer correlations between im-
ages and text, improving translation accuracy and
fluency. It is noteworthy that even with only 10% of
the training data, the performance of the model is
still significantly better than that of the base model,
indicating the high quality of the MIT-10M. This
result emphasizes that our dataset can effectively
improve the performance of the model even with
relatively small amounts of data.

5.5 Comparison with Existing IT Datasets

To further demonstrate the advantages of MIT-
10M over existing real-world datasets, we perform
fine-tuning experiments with comparable subsets.
We compare the fine-tuning performance of MIT-
10M with the IIMT dataset. We select subsets of
both datasets to control the data size. We use 150K
image-text pairs from MIT-10M and the slightly
larger 170K pairs from IIMT. This choice ensures
that any performance differences are not simply at-

tributable to the volume of training data, but rather
to inherent dataset qualities. We focus on four lan-
guage pairs: DE-EN, EN-DE, EN-FR, and FR-EN.
The BLEU after fine-tuning can be found in Ta-
ble 6. Even with less data, MIT-10M consistently
outperforms IIMT in all four language pairs. The
performance gains are particularly noticeable in
the FR-EN pair, where MIT-10M shows a nearly 4
BLEU improvement. The results strongly support
that MIT-10M is a valuable resource for multilin-
gual image translation, enabling the training of
more robust and generalizable models. This com-
parative analysis provides compelling evidence that
the quality and diversity of MIT-10M contribute
significantly to improved fine-tuning results, even
when controlling for data size.

6 Conclusion

In this paper, we propose MIT-10M, a large-scale,
high-quality dataset designed for multilingual im-
age translation. MIT-10M contains over 10M
image-text pairs in 14 languages and 840K high-
resolution real-world images. We described the
dataset creation process in detail and conducted a
comprehensive analysis of the dataset across multi-
ple dimensions. The results of experiments with dif-
ferent end-to-end IT models and evaluation metrics
show that MIT-10M significantly improves mul-
tilingual translation performance and has strong
generalization capabilities, especially for complex
tasks. In the future, we will focus on further im-
proving translation accuracy, extending support for
more languages and processing even more diverse
and complex images.
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Limitations

In this work, we introduce MIT-10M, a novel, large-
scale multilingual image translation parallel corpus
that significantly advances research in the field of
cross-lingual image translation. However, our ap-
proach is not without limitations. First, it is a major
challenge to achieve a balanced representation of
language and domain within the dataset. Further-
more, despite careful annotation and translation,
the inherent complexity of multilingual data may
lead to inaccuracies that could affect the reliability
of the dataset. Furthermore, while the dataset has
been extensively cleaned and filtered to address eth-
ical concerns, including the removal of privacy and
sensitive content issues, unforeseen possibilities
remain. We acknowledge these limitations trans-
parently to promote ethical research and encourage
the community to make improvements.
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A Prompt
A.1 OCR Prompt

To enhance the precision of text identification
within images, we employ the GPT-40 model for
Optical Character Recognition (OCR) across the
dataset. We meticulously construct a prompt for
this task, ensuring that the textual data extracted is
both accurate and reliable for subsequent analysis
and translation processes. It is important to note
that we instruct the GPT-40 model to output both
English and Chinese content. This bilingual output
capability is used to identify and translate the text,
which is essential for the subsequent calibration
phase.

Translate the following sentence into
multiple languages, keeping the
original paragraph structure and
translating line by line.

Sentence: " “text

Using this JSON schema:

Lang = {"hi": str, "tr": str, "zh": str,
"en": str, "fr": str, "de": str, "
ja": str, "it": str,"ko": str, "th":
str, "ru": str, "pt": str,"en": str
,"ar": str}

Return a “dict[str, Lang]’

'en' is English.

'zh' is Chinese (Simplified).

'de' is German.
'fr' is French.
'ja' is Japanese.
'it' is Italian.
'ko' is Korean.
'th' is Thai.
'ru' is Russian.
'pt' is Portuguese.
'es' is Spanish.
'hi' is Hindi.
'tr' is Turkish.
'ar' is Arabic.

Please perform text recognition on an
image and translate the recognized
text into other language.The output
should be in json format\:

'lang' refers to the original language
of the recognized text, such as 'es
', 'de', etc.

'text' 1is the text recognized from the

image. If there are multiple lines

in the original text, please output
them line by line.

is the result translated into
English, corresponding line by line
with the original text.

is the result translated into
Simplified Chinese.

'en'

"zh'!

A.2 Translation Prompt

We use the GPT-4 model to translate the extracted
text into 13 target languages. To improve the qual-
ity of the translations, we use carefully crafted
prompts. We also call Google Translate with the
same prompts for cross-validation. The transla-
tions are further refined by filtering out those with
ambiguous meanings based on semantic similarity
scores to ensure the accuracy and reliability of the
translations.

B Dataset Examples

Figure 7 shows the detail fields in the dataset, in-
cluding 6 labels and 14 languages text.

C Experiments

Figure 8 show the detail comparison of the BLEU
of each model in multiple language pairs.
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SIS 2
o DIFFICULTY: 3 (HARD) SRC_LANG: EN
,q

S SR

CATE_ID: 24000 (Pet Supplies)

src_text: SCRATCHING POST\nFUN SKYLIGHT\nCLIMBING

PLATFORM\nREINFORCED BASE\nExtra battens further enhance stability

{ "tgt_Lang": "ZH",
"tgt_text": "HHEF\nFHEIF B \nSE[F 5 \n JEEA \n FT5) REM",
"tgt_token_Len": 48

}

{

“"tgt_Lang": "JA",

“tgt_text": "tgt_text": "JIEFRI MnELWOIAALZA N\nZ 54 S5y f
ZF —L\NFBHN—R\NBEYON T HEEMEESICZDET,

"tgt_token_Len": 57
}
{

“"tgt_Lang": "KO",

tgt_text": "AFF EAE\nH0/QE 27/0/2/0/E\nZ2f0/g EHEF\n22tE
Ho|2\n 7 HES} QHTEE G2 FYAZLF,

"tgt_token_Len": 70
}

“tgt Lang": "DE",
“"tgt_text": "KRATZPFEILER\nSPASSIGE HIMMELLICHT\nKLETTERPLATTFORM\nVERSTARKTES
FUNDAMENT\nZusdtzliche Leisten erhohen die Stabilitdt weiter”,
“"tgt_token_Len": 48
3

"tgt_Lang": "PT",

"tgt_text": "POSTE ARRANHADOR\nLUZ DIVERTIDA\nPLATAFORMA DE ESCALADA\nBASE
REFORCADA\nBarras extras aumentam ainda mais a estabilidade”,

"tgt_token_Len": 39

“"tgt_lang": "ES",

“"tgt_text": "POSTE RASCADOR\nDIVERTIDO VENTANAL\nPLATAFORMA DE ESCALADA\nBASE
REFORZADA\nListones adicionales mejoran aun mds la estabilidad",

"tgt_token_Len": 40

“"tgt_Lang": "FR",

“"tgt_text": "POSTE A GRATTAGE\nLUMIERE AMUSANTE\nPLATEFORME D'ESCALADE\nBASE
RENFORCEE\nDes Lattes supplémentaires renforcent encore la stabilité”,

“"tgt_token_Len": 50

“"tgt_Lang": "IT",

“tgt_text": "POSTE PER GRATTARE\nLUCE DIVERTENTE\nPIATTAFORMA PER
ARRAMPICARSI\nBASE RINFORZATA\nListelli aggiuntivi migliorano ulteriormente La
stabilita”,

“tgt_token_Len": 46

}
{
“tgt_Lang": "RU",
"tgt_text": "KOWKA-LAPb\nYAOBO/NIbCTBUE COHUA\nNMVIATOOPMA JIS
JIE3EHUA\ OCHOBA\ naanku eue 6onvue yBenuyuba m

cmabunsHocms ",
"tgt_token_Len": 97

“tgt_Lang": "AR",

"EGE_text": "\l osash\ Leies ¢ lew Lid\ilad daid\ e bae LN LT
RS R R AT T, )
" tgt_token_Len": 62

“"tgt_Lang": "TH",
"tgt_text": "laum\nuaay 5 AN IR T
tgt_token_Len": 76

"tgt_Lang": "TR",

"tgt_text": "CIZME POSTASI\nNEGLENCELI CATIDAN ISIK ALMA DELIGI\nTIRMANMA
PLATFORMU\nPEKISTIRILMIS TABAN\nEk ¢italar kararliligr daha da artirir”,
"tgt_token_Len": 67
}

“tgt_Lang": "HI",

"tgt_text": "&RIT IRFE\NHAGR IRIFGTA\N TGS ToleHIH\nFAAT HTEIR\n HIARFT deeT
TR # 3l agrd &,

“tgt_token_Len": 108

}

Soddisfare ogni tipo di esigenza 1036027

SEJCEELIRE 2
DIFFICULTY: 3 (HARD) SRC_LANG: IT
CATE_ID: 27000 (Tools & Home Improvement,

src_text: Soddisfare ogni tipo di esigenza\nAC 4000W/16A\nUSB C
15W/3.8\nUSB A 12W/2.4

"tgt_lang”

"tgt_text
12W/2.4",

"tgt_token_Len": 34

e,
“Meet every type of need\nAC 4000W/16A\nUSB C 15W/3.0\nUSB A

“"tgt_lang": "ZH",

"tgt_text HEEFFER\NZE 4000W/16A\nUSB C 15W/3.0\nUSB A 12W/2.4",
“tgt_token_Len": 40
}

“"tgt_Lang": "JA",
"tgt_text": "H LS =~ B\nAC 4000W/16A\nUSB C 15W/3.0\nUSB A 12W/2.4",
“tgt_token_Len": 42

"tgt_Lang": "KO",
“tgt_text": "ZE 289 27EF FZILAnAC 4000W/16A\nUSB C 15W/3.0\nUSB A
12W/2.4",

"tgt_token_Len": 47

“pE"

"tgt_Lang" 5
“Jeden Bedarf erfiilLen\nAC 4606W/16A\nUSB C 15k/3.6\nUSB A

"tgt_text
120/2.4",
"tgt_token_Len": 36

"tgt_lang": "ES",

"tgt_text": "Satisfacer todo tipo de necesidades\nAC 4600W/16A\nUSB C
15W/3.0\nUSB A 12W/2.4",

"tgt_token_Len": 37

"tgt_Lang": "FR",

"tgt_text": "Répondre & tous Les types de besoins\nAC 4000K/16A\nUSB C
15W/3.8\nUSB A 12W/2.4",

"tgt_token_Len": 39

"tgt_Lang"
"tgt_text": "\" 6Bce Budsl

15W/3.0\nUSB A 12W/2.4\"",
"tgt_token_Len": 48

meii\nAC 4000/16A\nUSB C

}

“tgt Lang”: "AR",

"tgt_text”: "\"\olsLiisY/ G gs S LeilMAC 4000W/16A\NUSB C 15K/3.6\nUSB A
120/2.4\"",

"tgt_token_Len": 49

"tgt_lang”: "TH",
"tgt_text": "movauowAmIWAIAIT\NAC 4000K/16A\nUSB C 15W/3.0\nUSB A 12W/2.4",
"tgt_token_Len": 47

Easa

“tgt_lang": "TR",
"tgt_text": "Her tirli ihtiyaca cevap verin\nAC 4600W/16A\nUSB C 15W/3.0\nUSB

A 12W/2.4",

"tgt_token_Len": 43

"tgt_Lang": "HI",
"tgt_text": "§¥ VG F W P G FX\nAC 4000W/16A\nUSB C 15W/3.6\nUSB A
12W/2.4",

"tgt_token_Len": 57

Figure 7: The detail field description for the MIT-10M dataset.
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