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Abstract

The Myers-Briggs Type Indicator (MBTI) is
one of the most influential personality theo-
ries reflecting individual differences in think-
ing, feeling, and behaving. MBTTI personality
detection has garnered considerable research
interest and has evolved significantly over the
years. However, this task tends to be overly op-
timistic, as it currently does not align well with
the natural distribution of population person-
ality traits. Specifically, (1) the self-reported
labels in existing datasets result in incorrect
labeling issues, and (2) the hard labels fail to
capture the full range of population personality
distributions. In this paper, we optimize the
task by constructing MBTIBENCH, the first
manually annotated high-quality MBTI person-
ality detection dataset with soft labels, under
the guidance of psychologists. As for the first
challenge, MBTIBENCH effectively solves the
incorrect labeling issues, which account for
29.58% of the data. As for the second chal-
lenge, we estimate soft labels by deriving the
polarity tendency of samples. The obtained soft
labels confirm that there are more people with
non-extreme personality traits. Experimental
results not only highlight the polarized predic-
tions and biases in LLMs as key directions for
future research, but also confirm that soft labels
can provide more benefits to other psychologi-
cal tasks than hard labels.'

1 Introduction

Personality, a key psychological concept, refers
to individual differences in thinking, feeling, and
behavior (Corr and Matthews, 2009). Among per-
sonality models, the Myers-Briggs Type Indica-
tor (MBTI) is one of the most recognized non-
clinical frameworks, with broad applications in ar-
eas like stance detection (Hosseinia et al., 2021).
Recently, automatically detecting a person’s MBTI
*Corresponding author.

!The code and data are available at https: //github.com/
Personality-NLP/MbtiBench.

I'm terrible at speaking because I am very shy.

Thank you for the warm welcome, Peace&Quiet.

I enjoy the dark and quiet space alone after my family has all
gone to bed.

hello mate, Greetings to all :) I am back again into this
community.

Wonderful times, snuggled under under a warm blanket alone
watching movies...
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(b) Lack of soft labels in existing datasets.

Figure 1: Our MBTIBENCH focuses on the above
two limitations in existing MBTI personality detection
datasets: data quality issues and the lack of soft labels.

type from their written content (e.g., tweets and
blogs) (Plank and Hovy, 2015; Gjurkovié et al.,
2021) has become a growing area of research with
both academic significance (Stajner and Yenikent,
2020; Khan et al., 2005) and practical applica-
tions (Bagby et al., 2016) .

However, MBTI personality detection tends
to be overly optimistic, as it currently does not
align well with the natural distribution of person-
ality traits within the population. (1) Given the
widespread use of MBTI, existing datasets are of-
ten derived from social media posts, with labels
typically sourced from users’ self-reported MBTI
types (Gjurkovi€ et al., 2021). Assessments con-
ducted by non-professional psychological institu-
tions, along with inaccurate self-perception, can
lead to a mismatch between the self-reported
personality traits and the actual linguistic pat-
terns in the text (McDonald, 2008; Miiller and
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Figure 2: Definitions of the four dimensions in MBTI personality theory.

Moshagen, 2019; Paulhus and Vazire, 2007). For
example, a user who self-identifies as an Extraver-
sion type might exhibit more Introversion traits
in their posts (Figure 1 (a)). (2) From a psycho-
logical standpoint, personality is not binary but
rather complex, nuanced, and highly individual-
ized (Wu et al., 2022). Most people don’t display
extreme personality traits; instead, they tend to fall
somewhere in the middle (Tzeng et al., 1989). How-
ever, existing datasets use only binary MBTI labels,
missing the full spectrum of personality traits in
most people (Harvey and Murry, 1994; Wu et al.,
2022) (Figure 1 (b)).

In this paper, we make a step toward solving the
challenge. We optimize the task by constructing
MBTIBENCH, the first MBTI personality detection
dataset aligned with population traits. (1) To solve
the data quality issues related to self-reported la-
bels, we propose the first data filtering guidelines
for MBTI personality detection and apply them on
existing datasets to ensoure data quality. We man-
ually re-annotate the cleaned datasets under the
guidance of psychological experts, aligning each
post with correct labels that best descrtibe the per-
sonality polarity. (2) To capture the full range of
population personality traits, we estimate soft la-
bels for MBTI personality detection by deriving
the polarity tendencies of samples. The obtained
soft labels confirm the above opinion that there are
more people with non-extreme personality traits.

We analyze our MBTIBENCH in detail from
multiple perspectives to explore the influence of
soft labels compared to hard labels. By inte-
grating personality traits into stress identification,
we demonstrate that the use of soft labels sig-
nificantly enhances performance on personality-
related tasks. We further evaluate six large lan-
guage models (LLMs) and four prompting meth-
ods on MBTIBENCH, and highlight the polarized
predictions and biases as key directions.

Our contributions are as follows:

* We are the first to challenge the over-optimism

in MBTI personality detection from the nature
of population personality traits.

* We optimize MBTI personality detection by
creating MBTIBENCH, the first soft-labeled
MBTI dataset, manually annotated under the
guidance of psychologists.

* We highlight the polarized predictions and
biases in LLMs as future research directions.
Our experimental results also confirm that soft
labels can provide more benefits to other psy-
chological tasks than hard labels.

2  MBTI Personality Detection

2.1 Existing Datasets Overview

There are three widely used datasets in personality
detection based on MBTI, including Twitter (Plank
and Hovy, 2015), Kaggle?, PANDORA (Gjurkovi¢
et al., 2021). These three datasets are collected
from social media posts. Each sample is a set of
posts from the corresponding user, and the labels
are obtained through users self-reporting their posts
(see Appendix C.1). However, as shown in Fig-
ure 1, there are issues of label leakage and irrele-
vant noise that significantly compromise the quality
and factual accuracy of the data itself. Moreover,
users’ lack of clarity in self-reporting often leads to
mismatches between self-reported labels and their
posts (McDonald, 2008). To address the above is-
sues, we clean and re-annotate existing datasets to
construct our MBTIBENCH.

2.2 Problem Overivew

We introduce the definitions of the four dimensions
in MBTI personality theory in Figure 2.

The task of MBTI personality detection, which
involves automatically inferring a person’s MBTI
type from their textual content, has attracted sig-
nificant interest from researchers due to its broad
range of potential applications (Khan et al., 2005;

Zhttps://www.kaggle.com/datasnaek/mbti-type
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Bagby et al., 2016). Given the growing interest in
understanding personality through text, MBTI per-
sonality detection, that automatically inferring an
individual’s MBTI type from their written content,
has become a prominent area of research, with a
broad range of practical applications (Khan et al.,
2005; Bagby et al., 2016). As for hard labels, ex-
isting MBTI datasets lay out a binary classification
based on four distinct dimensions independently
(E/L, S/N, T/F, J/P), and draw the typology of the
person according to the combination of those four
values (e.g. ESTJ).

In this paper, we construct a new dataset called
MBTIEVAL with soft labels. Soft labels are con-
tinual representations of polarity tendency mapped
in [0, 1], and we define the four dimensions of soft
labels as the degree of E, S, T, and J polarity, re-
spectively. For example, 40% Extraverslon simul-
taneously represents 60% Introversion.

3 Dataset Construction

In this paper, we re-annotate three existing datasets
to solve the dataset quality issues. We introduce
the construction details below.

3.1 Design Principles

To ensure our annotation quality, we respectively
establish data filtering guidelines for useless noise
and label leakage issues, and data annotation guide-
lines for incorrect labeling issues.’

3.1.1 Data Filtering Guidelines

We are the first to summarize data filtering guide-
lines for label leakage and useless noise issues in
MBTI personality detection.

We divide the label leakage errors into three cat-
egories: (1) Direct Personality Leakage involves
direct references to personality types through spe-
cific letters (“ENFP") or complete personality type
words (“Introverted"). (2) Personality Trait Leak-
age involves specific MBTI trait descriptors pro-
viding enough context to infer certain personal-
ity types. For example, Te indicates extroverted
Thinking. (3) Cross-Theory Trait Leakage involves
traits from other personality theories like the Big
Five (Furnham, 1996), confirming MBTI personal-
ity characteristics.

We divide the useless noise issues into three
categories: (1) Information-insufficient Samples
indicate samples that are too short (less than 100

3We provide guideline examples in Appendix D.1
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Figure 3: MBTIBENCH construction worklow.

J

words) to contain valuable information for infer-
ring personality types. (2) Garbled Text indicates
blocks of text that appears as random, unintelligible
characters and symbols. (3) Link and Media Ref-
erences indicates hyperlinks or media file names,
which are useless for personality detection.

3.1.2 Data Annotation Guidelines

To address incorrect labeling issues and accurately
label personality types,we refer to the methodology
outlined in Stajner and Yenikent (2021) to construct
our annotation guidelines. Psychology PhD stu-
dents participate in the formulation of these guide-
lines. We discuss the personality traits for each
dimension based on the dataset, analyzing and ad-
justing our guidelines through trial annotations. Fi-
nally, we annotate the trial samples, which serve as
expert guidelines.

3.2 Dataset Preprocessing

We reconstruct the test sets of the three most com-
monly used personality detection datasets, includ-
ing Twitter, Kaggle, and PANDORA. Following
Stajner and Yenikent (2021), we select six sam-
ples for each type, totaling 286 samples across the
three datasets. * To ensure that the samples pro-
vide useful data for personality detection, we filter
the dataset. Specifically, we manually remove sen-

*There are only four samples for the ESFJ type in the test
set of PANDORA.
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tences involving label leakage and useless noise
from the samples, using the annotation guidelines
from Section 3.1, resulting in a cleaned dataset
awaiting annotation.

3.3 Annotation Training

3.3.1 Annotation Guidelines Understanding

We employ three experienced annotators who hold
either a Bachelor’s or Master’s degree in English
and can use English fluently with extensive anno-
tation experience. We conduct training sessions
for them under the guidance of psychology experts,
using expert-annotated examples to explain the def-
inition and judgment signals for each MBTI dimen-
sion. Annotators read through the entire instance
and make independent judgments for each dimen-
sion. We refer to the 4-point Likert scale (Likert,
1932) and ask the annotators to assign, for each
instance and each MBTI dimension separately, two
polar intensity labels. For example, in the E/I di-
mension, they could assign E-, E+, I-, or I+ labels
to reflect the degree of classification signals or their
confidence level. In each pilot round, the dataset
they annotate consists of 16 instances, which are
not used in the final round to ensure the integrity
of the final data.

3.3.2 Trial Annotation

We distribute trial annotation samples to the anno-
tators, requiring them to annotate the same samples
independently. This is to assess their consistency
and understanding of the guidelines, as well as the
effectiveness of the guidelines themselves. The
trial annotation samples obtained during the pilot
rounds show how the proposed guidelines are used
in practice and highlight the most challenging as-
pects of the annotation process (Shi et al., 2023;
Chen et al., 2023).

After the trial annotation, we determine the fi-
nal result for each label by voting and measuring
annotation quality using annotation accuracy and
Fleiss’ Kappa (Fleiss, 1971). If the accuracy is
below 0.8 or the Fleiss’ Kappa does not exceed
0.45, we repeat the "Annotation Training" process,
starting again from "Annotation Guidelines Under-
standing" to ensure the effectiveness of the trial
annotation.” We conduct three rounds of trial an-
notation, during which the accuracy and Kappa for
the four dimensions steadily increase.

SA Fleiss’ Kappa value above 0.4 is satisfactory for sub-
jective tasks (Jiang et al., 2019).

3.4 Annotation and Quality Assurance
3.4.1 Formal Annotation

Once the trial annotation is completed, the annota-
tors become fully acquainted with the annotation
guidelines and procedures. The annotators are pro-
vided with the cleaned dataset and are expected
to annotate independently. We pay them at a rate
that is no less than the local average, and they are
entitled to take adequate breaks to mitigate the ef-
fects of fatigue. Annotators are provided with the
cleaned dataset and annotate independently. They
are compensated at a rate no less than the local
average and are given adequate breaks to reduce
fatigue.

3.4.2 Human Recheck

After the formal annotation, we conduct a human
recheck of each annotated instance to ensure the
annotation quality. If an instance is found to be
unreasonably annotated, we summarize the issues
and communicate them with the respective anno-
tator. These problematic samples are then mixed
with other normal samples and re-annotated by the
annotators to prevent direct suggestions or inter-
ference. The re-annotated instances account for
less than 15% of the total. The final Fleiss’ Kappa
scores® are not only satisfactory for personality de-
tection (Jiang et al., 2019) but also suitable for soft
label estimation, which demonstrates our annota-

tion quality.

3.5 Soft Label Generation

3.5.1 Label Estimation

Inspired by the Dawid-Skene model (Dawid and
Skene, 1979), we adopt the EM algorithm (Demp-
ster et al., 1977) to derive the polarity tendency of
samples. The algorithm effectively fits annotators
of varying quality and comprehensively produces
realistic rankings for each sample (Passonneau and
Carpenter, 2013). We estimate a more objective
soft label by processing the hard labels provided by
the three annotators, thereby accurately reflecting
the comprehensive inclination of the data across
various dimensions. In this paper, we use the E/I di-
mension as an example to introduce the algorithm
for estimating soft labels (Algorithm 1).

1.Initial True Label Calculation: First, we take
the annotated data as the initial input and calculate

60.4779 for E/I, 0.4686 for S/N, 0.5517 for T/F, 0.4622 for
J/P.
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Figure 4: After solving the data quality problem, the performance of the model is affected.
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Figure 5: The mapping from hard labels to soft labels of the E/I dimension in MBTIBENCH. In (a), we use an EM
algorithm to convert annotator label combinations (x-axis) into soft labels ranging from 0 to 1 (y-axis). We then
define Extreme I, Relative I, Ambivert, Relative E, and Extreme E based on these soft label values, as shown on the
x-axis of (b). The y-axis in (b) shows the sample count for each category.

the median of the three annotators’ labels as the
initial true label.

2.Co-occurrence Matrix Calculation: Next, we
compare each annotator’s label with the initial true
label to obtain a matrix M € R3*4*% where m;
represents the joint frequency of category j and
category k in i-th annotator labels.

3.Transition Matrix Formation: Using Bayes’
theorem to merge E+ and E- into E, and store the
result in a new matrix T:

(Nior X Pry) 4+ (Nijg x Pg_)

Tior =
0k PE

Pr., Pg_represent the proportions of labels clas-
sified as E+,E-,and Pf is the sum of them.

4.Iterative Calculation: Calculate the initial pos-
terior probability of E from the transition matrix,
then update the matrix and recompute until changes
are within a predefined tolerance:

[T Pro x Pp
1 3 ’
ijo [[im1 Prij X PE

where r; represents the label labeled by the i-th
annotator.

P(E | 7"1,7"2,7"3) =

5.Tendency Calculation: Since the midpoint
where posterior probability is 0.5, we accumulate
and average values on both sides.

6. Normalization: Finally, we normalize the
cumulative frequencies on both sides of the mid-
point. Each combination is assigned a final ratio
between 0 and 1, reflecting the label’s tendency.
We define this ratio as the "soft label" of the type
Extraversion.

4 Dataset Quality Analysis

We analyze the quality of our datasets from three
perspectives by addressing the limitations found in
existing datasets (Liu et al., 2020).

4.1 Human Recheck

Under the guidance of psychology experts, we re-
view the estimated soft labels to ensure they align
with the degree of personality polarity reflected in
texts. We find that the use of the EM algorithm in
estimating soft labels effectively integrates the an-
notators’ varying accuracy and labeling habits, pro-
ducing accurate soft labels (Raykar et al., 2010a)
(Table 3 in Appendix D.4).

5075



Annotated
Labels

Soft Labels

E+E+E+
0
|

Introversion

I-E-I- I+HI+I-

0.67 0.97

Introversion Introversion

I hate youD Magic Micah BYE :tongue:
You must be super intuitive! I'm so impressed
by your mind reading skills!

Omg you're going to teach me how to
relationship??? Thank you sensei.

Yeah you got some silverware, but really are
you eatin though??

Why yes, I did do IB :

Cases

Recently, I learned about Zentangle. It's really
neat...I like the way you think. ;)

Thanks Sily. I enjoy yours, too. So many
times, I've wished to be more extroverted or
outgoing or more...I don't know...normal.

It's fun...and soothing. I like soothing.

Can't wait to see your next avatar in...5.283 jobs.
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Lol nice that sounds dope and all.

But what do I think when I look into the eyes?
I don't like talking to people and I can't keep

1 do have social anxiety.

Figure 6: Three cases and their corresponding annotated labels and soft labels.

Dimensions ‘ Kaggle Twitter PANDORA
Useless Noise 15.92% 43.13% 2.65%
Label Leakage 31.21% 0.62% 16.56%
Incorrect Labeling 29.17% 29.17% 29.79%

Table 1: Issues solved in three datasets.

4.2 Self-reported Labels Influence Model
Performance

We analyze the useless noise issues, self-reported
label leakage, and incorrect self-reported labels in
Table 1 and Figure 4. The datasets exhibit varying
degrees of quality issues before refinement that
impact model performance. More dataset statics
are in Appendix Table 4.

4.3 Soft Labels Align with Population Traits

We illustrate the estimated soft labels and the corre-
sponding sample count distribution of E/I, S/N, T/F,
and J/P in Figure 5 and Appendix Figure 11-13.
Soft labels exhibit a smooth distribution from 0 to
1, and there are more non-extreme samples than ex-
treme ones. This is consistent with the population
distribution and demonstrates that our soft labels
align with population traits better compared to hard
labels (Harvey and Murry, 1994).

5 Experiment Setup

To evaluate model performance on MBTIBENCH
and explore future directions, we conduct experi-
ments across six backbone models and four prompt-
ing methods on MBTIBENCH (Liu et al., 2022). In
this section, we provide an overview of the experi-
ments.

5.1 Experimental Details

We employ several widely used and powerful
LLMs as our backbones, including closed-source
LLMs: GPT-4 (Achiam et al., 2023) (gpt-40-mini
and gpt-40), and open-source LLMs: Qwen?2 se-

ries (Yang et al., 2024) (Qwen2-7B-Instruct and
Qwen2-72B-Instruct), Llama3.1 series (Dubey
et al., 2024) (Meta-Llama-3.1-8B-Instruct and
Meta-Llama-3.1-70B-Instruct). Qwen2 series
have a context window of 32K tokens, while Llama
3.1 series and GPT-40 series both have context
windows of 128K tokens, which are sufficient to
process a large volume of user posts and perform
Chain-of-Thought (CoT) (Wei et al., 2022) rea-
soning. Moreover, we employ the average soft la-
bels of each dimension as the baseline, to evaluate
model performance.

Following the methodologies outlined in Yang
et al. (2023), we adopt four prompting approaches:
(1) Zero-shot involves directly presenting the task
description and requiring the model to directly com-
plete the task. (2) Step-by-step (Kojima et al., 2022)
employs the additional phrase Let’s think step by
step based on zero-shot in the inference prompt.’
(3) Few-shot employs two additional examples in
the inference prompt based on zero-shot, with each
example containing a post and the corresponding
complete personality label.® (4) PsyCoT (Yang
et al., 2023) requires the model to answer MBTI
scale questions and refer to the answers for final
personality judgments. For detailed information on
inference parameters and post length, please refer
to Appendix F.

Following Raykar et al. (2010b) and Gjurkovi¢
et al. (2021), we directly predict soft labels to eval-
uate the model’s ability to make more detailed es-
timations of personality traits. Specifically, ¢(-)
instructs the model to assess the degree of each per-
sonality trait and generate a score within the range
of 1to 9, for example, [[7.25]].

We employ the Root Mean Square Error (RMSE)
and Mean Absolute Error (MAE) to measure the

Zero-shot in Yang et al. (2023).
$We manually choose the two examples.
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E/N

S/N

T/F

J/p

Backbones ~ Methods S.RMSE S-MAE S-RMSE S-MAE S-RMSE S-MAE S-RMSE S-MAE Rank
Baseline - 2.66 2.29 2.70 2.31 2.82 243 3.04 2.59 -
Zero-shot 2.78 2.17 2.77 2.24 2.37 1.99 3.11 2.60 1.00

__ Step-by-step 2.82 2.23 3.02 2.42 2.67 2.13 3.52 2.89 2.63
gpt-4o-mini Few-shot 2.96 243 2.84 241 2.65 2.15 3.15 2.60 2.38
PsyCoT 3.02 2.34 4.65 3.90 3.61 2.87 3.96 3.12 3.88

Zero-shot 291 2.28 2.90 2.23 2.62 2.06 3.80 3.15 1.75

Step-by-step 3.07 2.38 2.96 2.33 2.73 2.19 3.51 2.88 2.38

gpt-4o Few-shot 2.82 2.13 3.34 2.74 2.76 2.16 3.44 2.81 1.88
PsyCoT 3.36 2.67 5.02 4.25 3.23 2.49 5.20 4.27 4.00

Zero-shot  3.11#000 2.594000 2.68+001 2.29+001 2.90%000 2.484000 3.16+002 2.65+001 1.75

Step-by-step  3.26+0.08 2.70+006 2.69+000 2.30+000 2.92+000 2.50%0.00 3.16+000 2.66%000 2.88

Qwen2-7B Few-shot 3.514001 2.80%001 3.29+001 2.71x001 4.032004 3.23%004 3.20%002 2.68+002 4.00
PsyCoT 2.68+0.00 2.30+000 2.70+000 2.30+001 2.82+000 2.43+000 3.10+001 2.62+001 1.38

Zero-shot  2.584000 2.11#000 2.70+001 2.28+001 3.00+002 2.46%002 3.10+001 2.61+001 1.75

Step-by-step  2.58+0.01 2.10+001 2.70+001 2.30+001 2.92+001 2.41+001 3.12+002 2.62+001 1.75

Qwen2-72B Few-shot 2.764002 2.26%001 3.09%002 2.56x002 3.294003 2.70%002 3.09+001 2.60xo001 2.75
PsyCoT 2.64+001 2.15%001 3.99+003 3.23+003 4.59+003 3.75+003 4.66+004 3.75+004 3.75

Zero-shot 277002 2.39%001 2.83+001 2.37+000 2.86+002 2.44+001 3.10+001 2.64+001 1.00

Step-by-step  3.76+0.05 3.05+003 3.82+007 3.07x008 3.93x0.12 3.21x013 3.73x002 2.994003 3.88
Llama3.1-8B  Few-shot 3.674000 3.00%001 3.42+000 2.77+000 3.66%000 3.01%000 3.44%+000 2.87+000 2.50
PsyCoT 3.31+002 2.804002 3.55%000 2.93%001 3.54+000 2.96+000 3.70+001 3.12+000 2.63

Zero-shot  2.68+001 2.224000 3.15+001 2.58+001 2.89+001 2.41+001 3.24+002 2.72+001 1.50

Step-by-step  2.88+0.01 2.39+001 3.20+001 2.63%001 2924002 2.38+002 3.37+002 2.84+001 2.75
Llama3.1-70B  Few-shot  2.93#002 2.47+002 3.17+002 2.55+002 2.75+001 2.24+002 3.25+002 2.78+001 2.00
PsyCoT 2.94+002 2.34+001 3.96x001 3.17+001 3.65%003 2.93+003 4.00+002 3.194003 3.75

Table 2: We conduct experiments using soft labels and use S-RMSE and S-MAE as evaluation metrics, where lower
values indicate better performance. The best and second-best results across the four methods for each backbone are

bolded and underlined.

differences between the predicted soft labels by
LLMs and the estimated golden ones. Considering
the limited precision of our estimated soft labels,
we introduce Segmented MAE (S-MAE) and Seg-
mented RMSE (S-RMSE). Instead of computing
the error based solely on the raw predictions, we
discretize the continuous 0-1 distribution into ten
intervals and evaluate the corresponding RMSE
and MAE within these segments. By framing the
problem in this way, the error becomes less sen-
sitive to specific small deviations in continuous
values and more focused on whether the prediction
falls within an appropriate range. Further details
are introduced in Appendix F.4.

6 Results and Analysis

6.1 Model Evaluation

In this paper, we conduct experiments on
MBTIBENCH across four inference prompt meth-
ods and six backbones introduced in Section 5.1.
The main results of our experiments are shown in
Table 2 and Figure 7. We address the following
research questions (RQs):

RQ 1: How do different backbone models ex-
hibit biases in soft label prediction? Different
backbone models exhibit varying biases in their
soft label predictions (Figure 7). GPT-40 shows
less bias compared to Llama 3.1, while Qwen2
more frequently assigns a score of 5. We hypothe-
size that these discrepancies stem from differences
in their training corpora, leading to varied score
distributions.

RQ 2: How do different methods perform on
MBTIBENCH? The Zero-shot method demon-
strates superior performance across all six back-
bone models. As shown in Table 2, it achieves the
lowest average RMSE and MAE. In contrast, other
methods may amplify the inherent biases of the
models. For example, the PsyCoT method tends
to predict O in certain dimensions, while few-shot
methods are more influenced by the provided ex-
amples.

RQ 3: How does model performance vary across
different dimensions? Different backbone mod-
els exhibit varying biases in their soft label pre-
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Figure 7: The score distribution of LLMs on MBTIBENCH for the 7/F dimension.

dictions (Figure 7 and Appendix Figure 20- 22).°
GPT-40 shows less bias compared to Llama 3.1,
while Qwen2 more frequently assigns a score of
5. We hypothesize that these discrepancies stem
from differences in their training corpora, leading
to varied score distributions.

6.2 Can Soft Labels Better Align with
Population Traits?

To validate the effectiveness of soft labels, we fol-
low Turcan and McKeown (2019) and incorporat
personality traits into the stress identification task.
This task is both challenging and representative,
with substantial real-world significance. We use
the Dreaddit stance detection dataset (Turcan and
McKeown, 2019), where the LLM is provided with
a post from one poster and tasked with determin-
ing whether the poster is likely to suffer from very
severe stress or not (w/o MBTI). We predict the
user’s MBTI personality types using both hard-
label (w/ Hard) and soft-label (w/ Soft) approaches
with LLM, based on the post. These personality
types are then used as auxiliary inputs for stress
identification. To evaluate the robustness of our
results, we repeat the stress identification experi-
ments 10 times and perform a t-test to assess the
statistical significance of the outcomes. The results
are shown in Figure 8.

"We show the results of each first round on three back-
bones.

B Accuary (%) BF1 Score (%)

74

73

72

71

70

69

w/o MBTI

w/ Hard w/ Soft

Figure 8: We integrate personality traits into stress iden-
tification, demonstrating that the use of soft labels (w/
Soft) significantly enhances performance on personality-
related tasks.

We analyze the experimental results conclude
that: (1) The inferior performance of w/o MBTI
(Acc: 72.13, F1: 71.95) indicates that MBTI per-
sonality traits contribute to stress identification. (2)
w/ Soft (Acc: 74.00, F1: 73.73) outperforms w/
Hard (Acc: 73.36, F1: 72.40), indicating that soft
labels more accurately align with population per-
sonality traits than hard labels.

7 Related Works

The Big Five and MBTI are two widely used per-
sonality frameworks in the fields of computational
linguistics and natural language processing (Yang
et al., 2021). In this paper, we focus on MBTI, one
of the most widely used non-clinical psychometric
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assessments because it translates well into the be-
havioral context (Stajner and Yenikent, 2021). It is
widely adopted in diverse real-world applications
like understanding team building processes in work
environments (Kuipers et al., 2009), for career sug-
gestions (Garden and Sloan, 2011), and in market-
ing and consumer behavior (Gountas and Gountas,
2000). MBTT distinguishes itself in applied psy-
chological settings by offering an approach that
simplifies interpersonal and organizational dynam-
ics, making it particularly valuable for enhancing
team functionality and personal development ini-
tiatives (Myers et al., 1980).

The quality issues of datasets will affect the ac-
curate evaluation of LLM performance and the iter-
ation of methods in personality detection tasks (Liu
et al., 2023b). There have been some early explo-
rations of dataset quality in previous work (Stajner
and Yenikent, 2021), but they only annotated one
commonly used Twitter dataset. These studies do
not consider the impact of data noise and do not
annotate complete samples. Additionally, these
works do not validate their conclusions through
model experiments. These limitations indicate that
there is still room for improvement in the discus-
sion of dataset quality.

8 Conclusion

MBTT is one of the most popular personality theo-
ries and has garnered considerable research interest
over the years. In this paper, we point out the over-
optimism in MBTI personality detection from the
nature of population personality traits. Specifically,
(1) the self-reported labels in existing datasets re-
sult in data quality issues and (2) the hard labels
fail to capture the full range of population person-
ality distributions. We construct MBTIBENCH, the
first high-quality manually annotated MBTI person-
ality detection dataset with soft labels, under the
guidance of psychologists. We filter and annotate
the data, and estimate soft labels by deriving the
polarity tendency of samples. Experiment results
highlight the polarized predictions and bias as fu-
ture directions. We integrate personality traits into
stance detection, demonstrating the effectiveness
of soft labels on personality-related tasks.
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