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Abstract

Recently, increasing attention has been focused
on improving the ability of Large Language
Models (LLMs) to perform complex reasoning.
Advanced methods, such as Chain-of-Thought
(CoT) and its variants, are found to enhance
their reasoning skills by designing suitable
prompts or breaking down complex problems
into more manageable sub-problems. However,
little concentration has been put on exploring
the reasoning process, i.e., we discovered that
most methods resort to Direct Reasoning (DR)
and disregard Indirect Reasoning (IR). This can
make LLMs difficult to solve IR tasks, which
are often encountered in the real world. To ad-
dress this issue, we propose a Direct-Indirect
Reasoning (DIR) method, which considers DR
and IR as multiple parallel reasoning paths that
are merged to derive the final answer. We stimu-
late LLMs to implement IR by crafting prompt
templates incorporating the principles of con-
trapositive and contradiction. These templates
trigger LLMs to assume the negation of the con-
clusion as true, combine it with the premises
to deduce a conclusion, and utilize the logical
equivalence of the contrapositive to enhance
their comprehension of the rules used in the
reasoning process. Our DIR method is sim-
ple yet effective and can be straightforwardly
integrated with existing variants of CoT meth-
ods. Experimental results on four datasets re-
lated to logical reasoning and mathematic proof
demonstrate that our DIR method, when com-
bined with various baseline methods, signifi-
cantly outperforms all the original methods.

1 Introduction

Recently, pre-trained Large Language Models
(LLMs) (Wang et al., 2022a; Chowdhery et al.,
2023; Dubey et al., 2024) have shown great suc-
cess in various tasks related to language compre-
hension (Touvron et al., 2023; Nam et al., 2024),
content generation (Agossah et al., 2023; Liu et al.,
2023; Dai et al., 2024), and logical reasoning (Ko-

jima et al., 2022; Wei et al., 2022; Dubey et al.,
2024) due to their remarkable ability to infer from
the context in zero-shot or few-shot way. To en-
hance the reasoning ability of LLMs, CoT (Wei
et al., 2022) encourages LLMs to explain their
reasoning processes by appending some interme-
diate steps required to reach the answer in the
prompt. Besides CoT, there are other approaches
using prompts to help elicit the reasoning ability
of LLMs to better solve the reasoning problems,
such as Self-Consistency (Wang et al., 2022a) and
Least-to-Most (Zhou et al., 2022).

Note that most of the above mentioned methods
simply perform Direct Reasoning (DR), which in-
volves constructing logical chains from premises
to the final result. However, many problems can
hardly be proven or reasoned via DR. Therefore,
when encountering a problem that is difficult to
reach a conclusion through DR, a question arises:
whether it is possible to solve the problem by per-
forming other reasoning strategies, such as Indirect
Reasoning (IR) that is logically equivalent to DR?
IR, including contrapositive and contradiction in
this paper, is logically equivalent to DR, and they
have been well defined in the science of logic (Jour-
dan and Yevdokimov, 2016).

To stimulate LLMs with IR, we devise special
prompts for contradiction and contrapositive by
designing instructions or examples within the in-
termediate reasoning process as shown in Figure 1.
As a result, the proposed approach can induce effec-
tive IR and enhance the ability of LLMs to tackle
complex reasoning tasks. Note that, IR is embar-
rassingly simple and general that can be directly
combined with DR. Therefore, we propose Direct-
Indirect Reasoning (termed “DIR”) to further im-
prove the reasoning ability of LLMs. Without loss
of generality, we merge the results of DR and IR us-
ing the most common voting methods. Moreover,
DIR can be seamlessly integrated with existing
variants of CoT based on any foundation model.
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To prove the conclusion “Bob is not rough” by 

contradiction, we assume the negation of the conclusion, 

which is “Bob is rough”. According to the given facts, 

we know that Bob is big, Bob is not cold, and Bob is 

quiet. We also have the rule that states “If something is 

red, then it is big” and another rule that says “All rough 

things are cold”. Assuming Bob is rough, it contradicts 

the fact that Bob is not cold. Therefore, our assumption 

that Bob is rough leads to a contradiction. As a result, 

we can conclude that the conclusion “Bob is not 

rough” is true based on the proof by contradiction 

method.

<~system>Suppose you are one of the greatest AI 

scientists, logicians and mathematicians. You need to 

use proof by contradiction to judge whether the 

following conclusion is True, False or Unknown.

</system>

Example 1

Facts: “Bob is not big”, ……

Rules: “All nice people are big”, …… 

Conclusion: “Bob is not nice”.

Answer: its negation conclusion is “Bob is nice”. 

Assuming “Bob is nice”, according to the rules that “All 

nice people are big”, we know that Bob is big, it 

conflicts with the fact “Bob is not big”, so our 

assumption is wrong. The conclusion “ Bob is not nice” 

is true.

……

Facts: “Bob is big”, ……

Rules: “If something is red then it is big”, ……

Conclusion: “Bob is not rough”.

Answer:

If a+|a|=0 , try to prove that a<0. 

Let us think it step by step.

Given the equation a + |a| = 0, we can substitute the 
value of |a| based on its definition:
If a < 0, then |a| = -a. We get a + (-a) = 0. This equality 
holds true.
If a ≥ 0, then |a| = a. we get a + a = 0, which simplifies 
to 2a = 0. 
From this, we can conclude that a = 0.
In both cases, a is either equal to 0 or negative. 
However, the equation a + |a| = 0 does not hold true 
for a = 0.
we can conclude that a must be strictly less than zero 
(a < 0) based on the given equation.



Model Input

Model Output

If a+|a|=0 , try to prove that a<0.
step 1: List the conditions and questions in the original 
proposition.
step 2: Merge the conditions listed in step 1 into one. 
Define it as wj.
step 3: Let us think it step by step. Please consider all 
possibilities. If the intersection between wj (defined in 
step 2) and the negation of the question is not empty at 
least in one possibility, the original proposition is false. 
Otherwise, the original proposition is true.

Step 1: Condition: a + |a| = 0
              Question: Prove that a < 0
Step 2: Condition: wj = (a + |a| = 0)
Step 3: Consider all possible cases and evaluate their 
intersections with the condition wj.
Case: a < 0
   The absolute value of a would-be equal to -a. 
Therefore, a + |a| = a + (-a) = 0.
   This satisfies the condition wj = (a + |a| = 0).
   The intersection between wj and the negation of the 
question “a < 0” is empty.
Case: a = 0
   The equation a + |a| = 0 becomes 0 + |0| = 0.
   This satisfies wj = (a + |a| = 0).
   However, the negation of the question intersects with 
the condition wj.
Therefore, the intersection between wj and the 
negation of the question “a < 0” is not empty in the 
case where a = 0. Hence, we can conclude that the 
proposition "If a + |a| = 0, then a < 0" is false.

Model Input

Model Output

To determine the correctness of the conclusion “Bob is 

not rough”, let's analyze the given facts and rules.

Based on the given fact, there is no explicit information 

provided about whether Bob is rough or not. However, 

we know that Bob is red based on the fact “Bob is red”.

According to the rule “If something is red and not fury, 

then it is rough” since there is no information given 

about Bob being fury or not, we cannot use this rule 

to determine if Bob is rough or not.

<~system>Assuming you are a master of logical

reasoning, you need to determine the correctness of the

following conclusion.</system>

Example 1

Facts: “Anne is blue”, ……

Rules: “Cold people are red ”, ……

Conclusion: “Anne is quiet”.

Answer: according to the fact “Anne is blue” and the

rule “If someone is blue then they are quiet”, so we can

know that “Anne is quiet”, the conclusion is true.

……

Facts:  “Bob is big”, “Bob is not cold”, …… 

Rules: “If something is red then it is big”, ……

Conclusion: “Bob is not rough”.

Answer:



Direct Reasoning Indirect Reasoning

Figure 1: Examples of IR using LLMs for some complex problems regarding mathematic proof and logical
reasoning. Existing DR methods failed when dealing with these problems. In contrast, our method guides LLMs
to use the logics of contrapositive and contradiction, resulting in accurate reasoning and successful deduction to
correct answers.

To assess the effectiveness of our DIR method,
we conducted extensive experiments on two popu-
lar tasks: logical reasoning and mathematic proof,
by using various LLMs as foundation models. The
results indicate that our proposed method is quite
effective in inspiring LLMs to achieve IR. For ex-
ample, DIR has shown a noteworthy improvement
of over 10.0% in terms of the accuracy of reasoning
processes of mathematic proof task. Additionally,
in the logical reasoning task, it consistently out-
performs various baselines and LLMs, particularly
on the data that DR struggles with. The improve-
ment is quite impressive, with a 33.4% increase
in accuracy. In particular, experimental analyses
have demonstrated that the utilization of IR can aid
LLMs in resolving some tasks that are arduous to
accomplish through the use of DR. This enriches
the reasoning paths of LLMs and improves their
overall reasoning ability. Our main contributions
are summarized below:

• We introduce the IR strategy, including contra-
positive and contradiction, into the reasoning
process of LLMs.

• We devise a series of prompt templates that
effectively stimulate LLMs to implement IR.

We further introduce the DIR method, which
combines DR and IR to enhance the reasoning
ability of LLMs.

• Experimental results indicate that our pro-
posed DIR method can be effectively com-
bined with the variants of CoT. These com-
bined methods have shown significant per-
formance improvement across four logical
reasoning and mathematic proof benchmark
datasets on three different baseline LLMs. Ad-
ditionally, our method has demonstrated im-
pressive performance in inspiring diverse rea-
soning chains and solving complex problems
that can hardly be solved by DR.

2 Motivation and Problem Formulation

LLMs have shown strong ability to conduct log-
ical reasoning in natural language. The aim of
reasoning is to assess the answer A to a candi-
date conclusion or question Q, and also present the
reasoning process PR from premises P which in-
clude fact set F and rule set R (Tafjord et al., 2021).
All the premises and conclusions are expressed in
natural language. Figure 2 shows the general illus-
tration of logical reasoning. Mathematic proving
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𝐹1: Charlie is blue.

𝑅1: If someone is blue then they are kind.

→ 𝐼𝑛𝑡𝑒𝑟𝐶𝑜𝑛1: Charlie is kind.

𝑅2: Kind people are young.

→ 𝐼𝑛𝑡𝑒𝑟𝐶𝑜𝑛2: Charlie is young.

𝐹2: Charlie is big.

𝑅3: If someone is big and young, then they are quiet.

→ 𝐴: Charlie is quiet is true.

Logical Reasoning

Fact set 𝐹: Charlie is blue. Charlie is big.

Rule set 𝑅: If someone is blue then they are kind. Kind people are young. If 

someone is big and young, then they are quiet.

Conclusion 𝑄: Charlie is quiet.

𝐹1 𝑅1 

𝐼𝑛𝑡𝑒𝑟𝐶𝑜𝑛1 𝑅2 

𝑅3 𝐹2

𝐴

𝐼𝑛𝑡𝑒𝑟𝐶𝑜𝑛2 

𝑃𝑅

Figure 2: The illustration of some key notions in log-
ical reasoning. The data is from ProofWriter dataset.
Here P , F , R, A, PR, Q, InterCon denote premise,
fact, rule, answer, reasoning process, conclusion, and
intermediate conclusion, respectively. The illustration
of mathematic proving problem is put to appendix due
to space limitation.

Figure 3: The proportion of IR and DR implementations
deployed by LLMs on various datasets.

problems are similar to logical reasoning. How-
ever, it is worth noting that it only gives fact set F
and question Q, and the rule set R is usually set
to prior knowledge, which means that we cannot
know what rules to use in advance.

We notice that LLMs may encounter challenges
with IR tasks, despite being proficient at DR, as
illustrated in Figure 1. To further understand
this phenomenon, we analyzed it by investigating
whether LLMs tend to use DR in solving problems.
To this end, we conducted a preliminary experi-
ment, where 70 questions are randomly selected
from each of the four datasets (i.e., ProofWriter,
LogiQA, ProofNet, and ProofMath datasets). In
these experiments, we prompt LLMs with “Let’s
think step by step” and calculate the proportion of
DR and IR implemented by LLMs.

According to Figure 3, we see that LLMs rarely
use IR on logical reasoning tasks, even when IR

would be more appropriate. They still prefer to
use DR to solve mathematic problems. Meanwhile,
to our best knowledge, currently there are no rel-
evant works explicitly performing IR. Therefore,
we propose to stimulate LLMs to implement IR
more effectively, which could improve their overall
reasoning ability.

3 Methodology

In this section, we present a comprehensive
overview of our DIR approach as shown in Fig-
ure 4. Our method begins with an introduction to
the principles of IR, which include contradiction
and contrapositive (Section 3.1). Then we outline a
method for guiding LLMs in the application of IR
by devising prompt templates that implement the
reasoning process of contradiction and contrapos-
itive (Section 3.2). Lastly, we provide a detailed
description of the combination method for DR and
IR in Section 3.3.

3.1 Contrapositive and Contradiction
In mathematics and some practical applications,
there are circumstances where direct proof may not
be feasible or effective. In such cases, the methods
of indirect proof are often used to verify a statement.
There are two popular methods for indirect proof,
which are: contrapositive method and contradiction
method. Next, we will explain these two methods
in detail.

Contrapositive. It is based on the fact that an im-
plication is equivalent to its contrapositive, namely:

p → q ⇔ ¬p ∨ q, (1)

¬q → ¬p ⇔ ¬(¬q) ∨ ¬p ⇔ q ∨ ¬p. (2)

According to the commutative law, one can have:

p → q ⇔ ¬q → ¬p. (3)

Therefore, when we get a fact “If p, then q”, we
can also know that if ¬q then ¬p.

Contradiction. The world-renowned mathe-
matician G. H. Hardy called proof-by-contradiction
“one of a mathematician’s finest weapons”. Actu-
ally, this method has been widely used in mathemat-
ics, logic, and philosophy to establish the validity
of various statements and arguments. Proof-by-
contradiction involves the original statement and
its negation. These two statements are opposites to
each other, meaning that if the original statement is
true, the negation of the original statement is false;
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Multiple reasoning paths

DR prompting

Facts 𝑭: “Bob is big”, “Bob is not cold”, “Bob is quiet”, “Bob is red”. Rules 𝑹: “ Blue things are furry”, “ All rough things are cold”.

Conclusion 𝑸: “ Bob is not rough”.

# <~Instruction> First, take the negation of the conclusion/question and assume the negation is true; 

Next, use the negation and the premises to deduce its falsity until the result of that assumption is a 

contradiction. If necessary, consider the logical equivalence of the original rules and their 

contrapositive.</Instruction>

# <~Example1>Facts: [facts] ; Rules: [rules] ;  Conclusion: [Q1];

# Reasoning: The negation of the original conclusion is ¬Q1. Assuming ¬Q1 is true, ……, it conflicts 

with the assumption/fact……</Example1>……

Reasoning 1

Answer: “ Bob is not rough” is True.Aggregation

#<~ Instruction >Assuming you are a master of

logical reasoning, you need to judge whether the 

conclusion is true or false.</Instruction>

# <~Example1>Facts: [facts] ; Rules: [rules] ;  

Conclusion: [Q1];

# Reasoning: According to the fact ……we can 

conclude that ……</Example1>……

IR prompting

⋯ ⋯⋯ ⋯ Reasoning 𝐾 Reasoning 𝐾 + 1 Reasoning 𝑀

LLM LLM

Multiple reasoning paths

Figure 4: Framework of our proposed DIR method which incorporates both DR and IR to enable multipath reasoning.
Our approach involves the IR component, which stimulates LLMs through a set of crafted prompt templates that
incorporate the thought of contradiction and contrapositive. Ultimately, the outcomes of both DR and IR are
consolidated through majority voting.

and if the original statement is false, the negation
of the original statement is true. Therefore, we
consider a reasoning equivalence as:

¬(p → q) ⇔ ¬[(¬p) ∨ q] ⇔ p ∧ (¬q). (4)

3.2 Indirect Reasoning

In the principles of IR described in the previous
section, we inspire LLMs to implement IR by de-
signing appropriate prompt templates as shown in
Figure 4. To implement contradiction, the entire
reasoning process is involved. First, we take the
negation of the conclusion and assume it to be true.
Subsequently, we deduce the negation along with
the premises until a conflict arises. Finally, we con-
clude that the negation of the conclusion is false,
and therefore, the original conclusion must be true.
In addition, as depicted in Figure 2, certain rules are
employed during the reasoning process. Based on
the principle of contrapositive discussed earlier, we
can deduce that the contrapositive of these rules and
their original rules are logically equivalent. The
contrapositive can assist LLMs in enhancing their
comprehension of rules and their ability to apply
them efficiently. For instance, when presented with
the fact “Bob does not drive to work” and the rule
“If the weather is fine, Bob drives to work”, humans
can apply the equivalence of contrapositive to de-
duce that the rule is equivalent to “If Bob does not
drive to work, the weather is not fine”. This allows
them to conclude that “The weather is not fine”

based on the rule. In the following, we present rel-
evant instructions and examples with IR processes
to achieve contradiction and contrapositive.

Zero-shot Scenario. We implement a contra-
diction by following instructions: “First, take the
negation of the conclusion/question and assume
the negation is true; Next, use the negation and the
premises to deduce its falsity until the result of that
assumption is a contradiction”. Also for contrapos-
itive, LLMs are prompted using “If necessary, con-
sider the logical equivalence of the original rules
and their contrapositive”.

Few-shot Scenario. In addition to the above
instructions, the examples with intermediate rea-
soning steps incorporating contradiction and con-
trapositive also facilitate LLMs to implement IR.
To facilitate the effective implementation of IR for
LLMs, we craft a set of prompt templates that incor-
porate the concepts of contradiction and contrapos-
itive into the reasoning process (see Appendix E).

3.3 Direct-Indirect Reasoning

From the above description, it can be inferred that
the proposed IR method can be directly combined
with DR in existing methods, such as SC (Wang
et al., 2022a), CR (Zhang et al., 2023) and Mu-
lAD (Du et al., 2024). Therefore, we propose a
DIR method by combining IR and DR. This will
enrich the reasoning paths to solve complex prob-
lems. It can be seen that IR is a straightforward
approach that involves negating the conclusion and
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treating the negation as a premise. That is to say, IR
does not impose any additional constraints on the
reasoning process. Therefore, the proposed DIR
method can be easily incorporated into existing
CoT variants to improve reasoning proficiency.

Various techniques exist for aggregating the re-
sults of multipath reasoning. One straightforward
way is to select the most commonly occurring re-
sults, while another involves utilizing the log prob-
ability of the output of LLMs. In this paper, we uti-
lize voting to select the most frequently occurring
results. We sample M candidate reasoning chains
from LLMs and {Ai}Mi=1 is the set of answers gen-

erated from these chains. Let A =
{
Âs

}|A|

s=1
be

the set of all possible answers for the question. We
then select the answer from A with the highest
probability P (Âs) and P (Âs) can be formulated
as below:

P (Âs) =
1

M

∑M
i=1 I(Ai = Âs), (5)

where I(·) is the indicator function.

4 Empirical Study

4.1 Setup

To evaluate the effectiveness of our proposed DIR
method, we apply our method to four typical
reasoning datasets, namely ProofWriter, LogiQA,
ProofNet, and ProofMath. Here we choose the pop-
ular CoT-based prompt methods to implement both
DR and IR, which are:

• CoT (Wei et al., 2022). It guides LLMs to
reason by utilizing a few examples containing
reasoning process.

• SC (Wang et al., 2022a). It samples multiple
reasoning chains and selects the final result by
voting.

• CR (Zhang et al., 2023). It is similar to
ToT (Yao et al., 2024) and solves problems
using a thought search tree. However, CR
stores all the historically correct intermediate
thoughts.

• MulAD (Du et al., 2024). It employs mul-
tiple agents, each powered by an LLM, to
propose and debate their individual reasoning
processes over multiple rounds to arrive at a
common final answer.

GPT-3.5-turbo Gemini-pro Llama-3-70B

CoT 28.5% 26.3% 26.8%

SC 29.1% 27.4% 29.6%
SC-DIR 36.3% 31.3% 34.6%

CR 25.1% 22.3% 22.9%
CR-DIR 29.1% 25.7% 26.8%

MulAD 31.3% 26.8% 30.2%
MulAD-DIR 38.0% 31.8% 35.8%

Table 1: Reasoning accuracy of various methods on
LogiQA dataset.

In subsequent experiments, the proposed DIR algo-
rithms are configured to have the same number of
reasoning candidates sampled from LLMs as their
corresponding baseline algorithms. This configura-
tion can make the computational complexity to be
consistent among DIR and baseline methods in the
experiment. Additionally, the number of reasoning
candidates sampled from LLMs for DR and IR in
DIR is set to be equal. Specifically, for LogiQA and
ProofWriter datasets, we set the number of reason-
ing candidates to 16, and for ProofNet and Proof-
Math datasets, it is set to 4. For more detailed pa-
rameter settings in the implementation please refer
to Appendix B and the designed prompt templates
for the experiment are available in Appendix E.

4.2 Evaluation Metrics
The evaluation of reasoning performance for a
method includes the correctness investigation on
the answer and the reasoning process. Therefore,
here we use three metrics, namely accuracy of an-
swer (AA), accuracy of reasoning processes (AP),
and diversity of reasoning processes (DP). We use
these three indicators to comprehensively evaluate
the quality of reasoning or proof. The definitions
of AA, AP, and DP are:

AA =
AN

N
,AP =

PN

N
,DP =

1

N

∑
di, (6)

where N is the number of examples in the test
set; AN and PN are the numbers of examples
with correct answer prediction and correct reason-
ing process prediction, respectively; and di is the
number of correct reasoning methods for the i-th
example.

4.3 Main Results
LogiQA. The LogiQA (Liu et al., 2021) dataset
comprises 8,678 paragraph-question pairs, and
each of them is accompanied by four answer
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GPT-3.5-turbo Gemini-pro Llama-3-70B

CoT 48.5% 42.0% 71.0%

SC 53.0% 46.0% 74.5%
SC-DIR 55.5% 57.0% 82.5%

CR 42.5% 36.5% 61.5%
CR-DIR 45.5% 49.5% 73.0%

MulAD 54.0% 48.5% 78.0%
MulAD-DIR 58.5% 59.5% 87.5%

Table 2: Reasoning accuracy of various methods on
ProofWriter dataset.

choices. To assess the reasoning ability of LLMs,
we conduct a thorough examination of 179 of these
questions with minimal dependence on external
sources. This allows us to more rigorously evalu-
ate the logical reasoning capabilities of these mod-
els (Sun et al., 2023). AA is used to evaluate the
accuracy of reasoning in this task.

The results of reasoning on LogiQA are pre-
sented in Table 1. The results indicate that inte-
grating SC, CR and MulAD with DIR leads to a
consistent improvement in accuracy. In the GPT-
3.5-turbo scenario, DIR outperforms SC by 7.2%.
This improvement is mainly due to the fact that IR
can offer more diverse reasoning paths. Detailed
case descriptions can be found in Appendix C.

ProofWriter. ProofWriter (Tafjord et al., 2021)
dataset is a widely used benchmark dataset regard-
ing logical reasoning. We utilize the OWA subset
of ProofWriter, which is categorized into five sub-
sets based on the number of hops required in the
reasoning. For our purposes, we choose the 5-hop
subset, which consists of questions requiring 0, 1,
2, 3, and 5 hops. Following the guidelines outlined
in (Kazemi et al., 2023), we randomly select 200
questions from this subset for testing.

The results in Table 2 suggest that the imple-
mentation of DIR can significantly enhance the rea-
soning performance of all baseline methods, with
a performance improvement more than 10.0% on
Gemini-pro. Through an analysis of the reason-
ing process, it is discovered that IR enhances the
reasoning ability of LLMs by prompting them to
explore more reasoning chains. This is shown in
detail in the Case Study in Section 4.4.

ProofNet. The ProofNet dataset (Azerbayev
et al., 2023) is a collection of problems used for as-
sessing the ability of automated systems to formal-
ize and verify mathematic proofs at an undergrad-
uate level. To evaluate the accuracy of LLMs in

GPT-3.5-turbo Gemini-pro Llama-3-70B

AP DP AP DP AP DP

CoT 46.0% 0.46 44.0% 0.44 40.0% 0.40

SC 72.0% 1.28 60.0% 1.00 66.0% 1.02
SC-DIR 82.0% 1.88 72.0% 1.52 76.0% 1.48

CR 64.0% 1.06 50.0% 0.82 58.0% 0.84
CR-DIR 76.0% 1.60 62.0% 1.24 66.0% 1.04

MulAD 74.0% 1.26 62.0% 1.04 64.0% 1.14
MulAD-DIR 84.0% 1.64 72.0% 1.38 78.0% 1.44

Table 3: Reasoning accuracy of various methods on
ProofNet dataset.

GPT-3.5-turbo Gemini-pro Llama-3-70B

AP DP AP DP AP DP

CoT 56.0% 0.56 47.0% 0.47 51.0% 0.51

SC 63.0% 0.65 59.0% 0.62 62.0% 0.64
SC-DIR 77.0% 0.88 71.0% 0.76 73.0% 0.75

CR 57.0% 0.59 54.0% 0.56 58.0% 0.60
CR-DIR 72.0% 0.77 68.0% 0.71 67.0% 0.71

MulAD 63.0% 0.64 58.0% 0.59 63.0% 0.65
MulAD-DIR 78.0% 0.84 71.0% 0.73 75.0% 0.77

Table 4: Reasoning accuracy of various methods on
ProofMath dataset.

mathematic proof task, we use two metrics, namely
AP and DP. The evaluation of the process is en-
trusted to undergraduate math majors. As a cost-
efficient approach, we opt to randomly select 50
questions from ProofNet for testing purposes.

The findings shown in Table 3 prove that the
DIR, when used in conjunction with SC, CR and
MulAD, is better than the original methods, with
a maximum improvement of 14.0%. At the same
time, the findings disclosed by DP indicate that
DIR successfully motivates LLMs to produce vari-
ous reasoning chains, indicating its effectiveness.

ProofMath. As revealed by (Yang et al., 2024),
the above ProofNet is publicly available on GitHub
before the data of LLMs used in the experiment
cutoff date. Therefore, there is a potential risk that
LLMs are pre-trained with their standard proof. To
obtain a more comprehensive and accurate evalua-
tion, we create a new dataset called “ProofMath”.
This dataset contains 100 mathematic proof prob-
lems from junior and senior high schools. We make
the dataset diverse in terms of problem difficulty
(see Appendix B) so that we can comprehensively
assess the reasoning ability of the DIR techniques.
Similar to ProofNet, we employ both AP and DP
metrics for evaluation purposes.
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GPT-3.5-turbo Gemini-pro Llama-3-70B

ProofWriter_S
DR 17.3% 21.3% 29.3%
IR 50.7% 47.3% 66.7%

ProofMath_S
DR 57.1% 42.9% 48.6%
IR 82.6% 62.9% 74.3%

Table 5: Reasoning accuracy comparison of DR and IR
on ProofWriter_S and ProofMath_S datasets.

The results displayed in Table 4 indicate that
employing DIR instead of DR results in a 10.0%
enhancement in terms of AP. It is worth noting that
this enhancement rises to 15.0% in the presence
of GPT-3.5-turbo. Furthermore, DP illustrates the
positive influence of DIR in encouraging LLMs to
explore more reasoning paths.

4.4 Discussion
IR can prompt LLMs to implement effective in-
direct reasonings. In the following experiments,
we thoroughly evaluate whether our proposed IR
method can prompt LLMs to perform effective IR
in solving IR tasks. With this in mind, we carefully
select 150 data items from the ProofWriter dataset
termed “ProofWriter_S” and 35 data items from
the ProofMath dataset termed “ProofMath_S” to
showcase the advantages of IR. We use SC as a
baseline method to perform DR and IR, with four
reasoning candidates sampled from LLMs. To eval-
uate the ability of LLMs to implement effective
IR, we select AP as the evaluation metric. Table 5
shows the performance comparison between DR
and IR on these subsets.

Based on the results, it is evident that IR signif-
icantly outperforms DR counterparts across mul-
tiple LLMs. Specifically, IR showcases enhance-
ments of 33.4% for ProofWriter and 25.5% for
ProofMath when using GPT-3.5-turbo. Our anal-
ysis indicates that while DR can address certain
0-hop issues within ProofWriter_S, it fails to pro-
vide accurate reasoning for more difficult questions.
In contrast, IR can solve problems of various levels
of complexity by using contradiction and contra-
positive techniques.

IR works for zero-shot prompts. We conduct
a study to determine if IR can prompt LLMs to im-
plement IR through zero-shot prompts. To achieve
this, the examples from the prompt templates are
removed and only the relevant instructions are uti-
lized, as illustrated in Table 6. The results reveal
that LLMs can be effectively stimulated to imple-
ment IR via zero-shot prompts, resulting in signifi-

GPT-3.5-turbo Gemini-pro Llama-3-70B

ProofWriter_S
DR 15.3% 20.0% 28.7%
IR 49.3% 44.7% 62.7%

ProofMath_S
DR 54.3% 45.7% 48.6%
IR 80.0% 60.0% 68.6%

Table 6: Reasoning accuracy comparison of DR and IR
by zero-shot prompts.

Figure 5: The impact of contrapositive and contradiction
on IR.

cant improvements compared with DR.

The impact of contrapositive and contra-
diction. We conduct ablative experiments on
ProofWriter_S to assess the impact of contraposi-
tive and contradiction on IR. In the experiment, the
instructions for contrapositive and contradiction of
the template are respectively removed. We utilize
SC as a baseline method to perform DR and IR,
employing four reasoning candidates. The results,
quantified by the AP metric, are presented in Fig-
ure 5. The results show that removing either con-
trapositive (termed “IR w/o CP”) or contradiction
(termed “IR w/o CD”) disrupts the performance of
IR.

Case Study. We analyze several cases to gain
a better understanding of the reasoning process of
IR. We find that using IR leads to more diverse
reasoning paths as shown in Figure 6. In some
multi-step reasoning scenarios, IR helps LLMs to
reach the answer with fewer steps than DR in many
circumstances, thereby decreasing the likelihood of
making errors in the reasoning processes of LLMs
as described in (Kazemi et al., 2023). More case
studies are available in Appendix C.
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Output of IR

(by 2 steps)

Output of DR

(by 5 steps)

To prove the conclusion “Harry is not green” by contradiction, we assume that Harry is green. 

(Step1:) According to the rule “If someone is not furry then they are not red” and the fact “Harry is red”, we know that Harry is furry. 

(Step2:) But according to the rule “If someone is green then he is not young or he is not furry” and the fact “Harry is young”, we can 

deduce that Harry is not furry. 

This is a contradiction, as we reached two contradictory conclusions about whether Harry is furry. Therefore, the assumption “Harry is 

green” is false and the original conclusion “Harry is not green” is true.

We can determine the correctness of the conclusion by analyzing the facts and rules provided.

(Step1:) According to the fact “Harry is red” and the rule “ All red people are kind”, we can conclude that “Harry is kind”.

(Step2:) According to the rule “If someone is red and kind, then they are round”, we can conclude that “Harry is round”.

(Step3:) According to the rule “All young, round people are blue”, we can conclude that “Harry is blue”.

(Step4:) According to the rule “All blue, young people are furry”, we can conclude that “Harry is furry”.

(Step5:) According to the rule “All furry, young people are not green”, we can conclude that “Harry is not green”.

Based on the facts and rules, the conclusion “Harry is not green” is true.

Facts: Anne is green, Anne is round, Harry is red, Harry is young.

Rules: All furry, young people are not green. All young, round people are blue. If someone is red and kind then they are round. Green, 

kind people are round. If someone is green and round then they are kind. All red people are kind. If someone is not furry then they are 

not red. All blue, young people are furry.

Conclusion: Harry is not green.

Question

Figure 6: IR uses fewer reasoning steps to reach a conclusion in logical reasoning.

5 Related Work

Reasoning ability, as a basic ability of LLMs, has
received great attention recently due to its great
importance. Despite the notable improvements
made by CoT (Wei et al., 2022), LLMs are still
struggling with the tasks that require complex or
high-order multi-step reasoning, such as logical rea-
soning and mathematic proof. Therefore, intensive
research efforts have been dedicated to addressing
the aforementioned issues. Generally, they can be
categorized as follows.

Fine-tuning-based methods. These methods
aim to improve the reasoning ability of LLMs
through supervised fine-tuning. Usually, LLMs are
fine-tuned by the samples which require manual
labeling of reasoning processes, such as (Ouyang
et al., 2022; Wang et al., 2022b). However, it can
be labor-intensive due to the costly labeling of com-
plex reasoning processes. The works of (Shridhar
et al., 2022; Zelikman et al., 2022) first used LLMs
to generate reasoning processes, but only the sam-
ples with correct results are selected for fine-tuning
LLMs to reduce the labeling cost. Additionally,
fine-tuned LLMs on specific tasks can suffer from
the problem of “catastrophic forgetting”, which
means that the original knowledge inherited by the
pre-trained LLMs will be lost and thus the ability to
generalize to downstream tasks will be weakened.
To this end, Cheng et al. (2023) trained a prompt
retriever using the output scores of LLMs. When
fine-tuning, LLMs are frozen just as a data labeler
which effectively reduces the impact on LLMs.

Tool-based methods. Tool-based methods pro-
pose to utilize external tools to augment the ca-
pabilities of LLMs in accomplishing complex
tasks (Qin et al., 2023; Schick et al., 2024). More-

over, Jin et al. (2024); Yang et al. (2023) aug-
ment LLMs with external real-time knowledge
or domain-specific information through specific
tools. Additionally, Retrieval-Augmented Genera-
tion (RAG) related methods (Gao et al., 2023; Ma
et al., 2023; Peng et al., 2024) have received a lot
of attention recently, and these methods improve
the reasoning ability of LLMs by incorporating
external knowledge.

CoT-based methods. CoT-based methods use
prompts to help elicit the reasoning ability of LLMs
to better solve the reasoning problems (Kojima
et al., 2022; Wei et al., 2022; Zhang et al., 2022),
which is also closely related to our paper. The com-
mon CoT methods contain zero-shot CoT (Kojima
et al., 2022) and few-shot CoT (Wei et al., 2022).
Meanwhile, recent researches show that different
variants of CoT can improve the reasoning abil-
ity of LLMs. For instance, the method in (Zhang
et al., 2022) enhances the performance by optimally
selecting examples in the prompt. Additionally, ex-
ternal information can be introduced to increase
the credibility of results, as proposed in (He et al.,
2022). Some different approaches are proposed
in (Besta et al., 2024; Drozdov et al., 2022; Yao
et al., 2024) to decompose complex problems into
smaller subproblems to enhance the reasoning abil-
ity of LLMs. Furthermore, recent developments in-
dicate that multi-agent debates (Wang et al., 2024;
Du et al., 2024) can improve reasoning skills in
LLMs.

However, as mentioned in the introduction, the
previous researches mainly focus on DR, which
will meet difficulties in some complex reasoning
procedures. Therefore, our work aims to explore
IR combined with DR methods to further improve
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the reasoning ability of LLMs.

6 Conclusion

In this paper, we propose a DIR method to enhance
the reasoning power of LLMs by tailored prompts.
IR can well compensate for problems which are not
directly derivable from known facts and rules. We
validate the effectiveness of the DIR method in log-
ical reasoning and mathematic proof tasks, and the
results well confirm the usefulness of the proposed
IR strategy. Considering that the IR in this paper
only involves the simple thoughts of contrapositive
and contradiction, in the future, we can explore
the possibility of integrating other more complex
logical laws to make LLMs further improve their
reasoning skills.

Limitations

Our approach has yielded consistent performance
improvements across various LLMs. However, the
extent of these improvements varies depending on
the specific LLM. Upon analyzing the experimen-
tal outcomes, we have observed that GPT-3.5-turbo
performs IR more effectively and with greater sta-
bility than Gemini-pro in most cases. These find-
ings suggest that the foundational model has an
impact on the effectiveness of IR in LLMs.
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𝐹1: 𝑎, 𝑏, 𝑐 are positive real numbers. 

𝑅1: If 𝑎, 𝑏 are positive real numbers, 𝑎 + 𝑏 ≥ 2 𝑎𝑏 

(AM-GM).

→ 𝐼𝑛𝑡𝑒𝑟𝐶𝑜𝑛1：(𝑎 + 1)(𝑏 + 1)(𝑐 + 1) ≥ 2 𝑎 ×

2 𝑏 × 2 𝑐 = 8 𝑎𝑏𝑐.

𝐹2: 𝑎𝑏𝑐 = 1.

→ 𝐴: (𝑎 + 1)(𝑏 + 1)(𝑐 + 1) ≥ 8.

Mathematic Proof

Fact set 𝐹: 𝑎, 𝑏, 𝑐 are positive real numbers. 𝑎𝑏𝑐 = 1.

Conclusion 𝑄: (𝑎 + 1)(𝑏 + 1)(𝑐 + 1) ≥ 8.

𝐹1 𝑅1 

𝐼𝑛𝑡𝑒𝑟𝐶𝑜𝑛1 𝐹2 

𝐴

𝑃𝑅

Figure 7: The illustration of some key notions in mathe-
matic proof.

A Illustration of Mathematic Proof

Figure 7 shows the general illustration of mathe-
matic proof. Similar to the logical reasoning task
mentioned earlier, the goal of a mathematic proof
is to prove a conclusion based on given facts and
rules. However, in mathematic proof task, the rules
are often not explicitly provided but are instead
treated as implicit knowledge generally embedded
in LLMs.

B Implementation Details

Below are some detailed supplementary introduc-
tions that outline the relevant implementation de-
tails discussed in the paper.

B.1 Parameter Settings
In the experiment, we choose GPT-3.5-turbo,
Gemini-pro and Llama-3-70B as the basic LLMs.
Among them, the temperature for sampling the out-
put of GPT-3.5-turbo is set to 0.7 as (Wang et al.,
2022a), the temperature for sampling the output
of Gemini-pro is set to 0.9 in Google AI Studio1

and it is set to 0.6 for Llama-3-70B in the official
Llama repo2. It is pertinent to note that the CR gen-
erates intermediate thoughts at a lower temperature
when compared with the sampling temperature. To
this end, the temperature is set to 0.1, 0.3 and 0.3
for GPT-3.5-turbo, Gemini-pro and Llama-3-70B,
respectively. For MulAD, the number of agents is
set to 3 and the number of rounds is set to 2. The
prompting templates for multiple rounds of debate
align with those detailed in (Du et al., 2024).

B.2 Details of ProofMath
We develop ProofMath, a collection of 100 mathe-
matic proof questions tailored for junior and senior
high school students. These questions and proofs

1https://cloud.google.com/vertex-ai/docs/generative-
ai/model-reference/gemini

2https://llama.meta.com/docs/llama-everywhere/running-
meta-llama-on-linux/
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We can assume the negative conclusion is true: Harry is red. 

According to the assumption Harry is red and the rule If 

something is red then it is quiet, we can deduce that Harry is 

quiet. But this conflicts with the premise Harry is not quiet. 

So the negative conclusion is False and the conclusion is 

True.

Output of IR:

Output of DR:

Question:

Let’s think step by step:

From premise 6, we know Harry is kind.

From premise 11, we can deduce that if Harry is kind and 

not red, then Harry is green. However, we don't have any 

information about Harry’s color, so we can't conclude 

anything about Harry’s color yet.

There is no direct or indirect information that contradicts or 

confirms the conclusion “Harry is not red.”

Therefore, based on the premises, we can’t determine the 

truth value of the conclusion.

Facts: “Charlie is red.”, “Charlie is white.”, “Fiona is 

green.”, “Gary is red.”, “Gary is white.”, “Harry is kind.”, 

“Harry is not quiet.”.

Rules: “If Gary is quiet and Gary is red then Gary is cold.”, 

“If something is quiet and not white then it is nice.”, “If 

something is green and kind then it is nice.”, “If something 

is kind and not red then it is green.”, “Red, kind things are 

green.”, “If something is red then it is quiet.”, “If Charlie is 

nice then Charlie is cold.”, “Cold, quiet things are kind.”.

Question: Harry is not red.

Figure 8: An example in ProofWriter demonstrates that
using IR leads to accurate reasoning while using DR
leads to failure.

are presented in natural language. The questions
have been drawn from exercises in junior and se-
nior high school mathematics textbooks as well as
on a specific website3. The selection of questions
aims to encompass a wide array of topics, spanning
varying degrees of complexity as shown in Table 7.
The questions are carefully selected by three grad-
uate students with robust educational backgrounds
in science and engineering, each possessing consid-
erable mathematic expertise. The proofs for these
questions are adapted from the textbooks or the
website and subsequently verified by three experts.

C Additional Experimental Results

Further analysis of the reasoning process of IR
and DR. To better understand the impact of IR
on the reasoning ability of LLMs, we conduct an
in-depth analysis of the outcomes of IR and DR.
We observe that the performance enhancement of
DR is predominantly ascribed to two key aspects.
Firstly, IR is effective in solving certain challenging
problems that DR struggles with. Secondly, IR
contributes to diversifying the reasoning process.

3http://1v1.zuoyebang.com/

Assume, for the sake of contradiction, that:

𝑎² + 𝑏² + 𝑐² < 3.
Use the identity:

 𝑎2 + 𝑏2 + 𝑐2 = 𝑎 +  𝑏 +  𝑐 2 − 2 𝑎𝑏 + 𝑏𝑐 + 𝑐𝑎 ,
And substituting 𝑎𝑏 + 𝑏𝑐 + 𝑐𝑎 = 3, we get:

𝑎2 + 𝑏2 + 𝑐2 = 𝑎 +  𝑏 +  𝑐 2 − 6 < 32 − 6 < 3.
Hence, the assumption leads to a contradiction . Therefore, it 

must be the case that: 𝑎² + 𝑏² + 𝑐² ≥ 3.Thus, the proof is 

complete.

Output of IR:

First, we know that (𝑎 +  𝑏 +  𝑐)² =  𝑎² +  𝑏² +  𝑐² +
 2(𝑎𝑏 +  𝑏𝑐 +  𝑐𝑎).
Given that 𝑎𝑏 +  𝑏𝑐 +  𝑐𝑎 =  3, we can rewrite (𝑎 +  𝑏 +
 𝑐)² 𝑎𝑠 (𝑎 +  𝑏 +  𝑐)² =  𝑎² +  𝑏² +  𝑐² +  2(3)  =  𝑎² +
 𝑏² +  𝑐² +  6.

Since (𝑎 +  𝑏 +  𝑐)² ≥  0, we have:

𝑎² +  𝑏² +  𝑐² +  6 ≥  0
𝑎² +  𝑏² +  𝑐² ≥  −6

𝑎² +  𝑏² +  𝑐² +  3 ≥  −3
𝑎² +  𝑏² +  𝑐² ≥  3

Therefore, we have proven that if 𝑎𝑏 +  𝑏𝑐 +  𝑐𝑎 =  3, then 

𝑎² +  𝑏² +  𝑐² ≥  3.

Output of DR:

If 𝑎, 𝑏, 𝑐 are positive real numbers such that 𝑎𝑏 + 𝑏𝑐 + 𝑐𝑎 =
3 , try to prove that 𝑎² + 𝑏² + 𝑐² ≥ 3.

Question:

Figure 9: An example in ProofMath demonstrates that
using IR leads to accurate reasoning while using DR
leads to failure.

The role of IR in these two scenarios is explicated
through the following case studies.

In Figure 8, it can be observed that the LLM
lacks the ability to deduce the veracity or falsity
of the issue, so it can only be judged as unknown.
Through IR approach, which involves affirming the
facts and rules while negating the conclusion, a con-
tradiction can be derived. Consequently, it can be
demonstrated that the negation of the conclusion is
false, thereby validating the truth of the conclusion.
Furthermore, Figure 9 depicts a situation where
DR yields incorrect proof, while IR is successful
in solving a mathematic problem.

In Figure 10, it is evident that IR can offer a
wider variety of reasoning paths. The analysis of
the reasoning process reveals that multiple reason-
ing paths sampled from the LLM (i.e., “Output of
DR 1” and “Output of DR 2”) yield similar rea-
soning paths, with discrepancies primarily in the
selection of facts and rules during the reasoning
process. However, the reasoning paths resulting
from IR, which commence with the negation of the
conclusion and identify contradictions with given
facts and rules, differ significantly from the process
of DR.
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Scope of Mathematic Knowledge Quantity

Junior School

Algebra Integral and Fractional Formulas 6
Function 11

Geometry
Lines 7
Triangle 8
Polygon 8

High School
Algebra

Set 13
Function 19
Series 12

Geometry Solid Geometry 7
Analytic Geometry 9

Table 7: The distribution of questions in ProofMath.

IR can stimulate LLMs to generate more diverse
reasoning paths. As stated in (Evans, 2010), when
a problem requires more deliberate thinking and
analysis, the diversity of reasoning paths that can
lead to the answer also increases. This ultimately
helps to enhance the performance of LLMs. Fig-
ure 11 illustrates an additional instance in which
DIR enriches the diversity of the reasoning paths
of LLMs.

D Description of Manual Validation

In our experimental study, there is a requirement
for human experts to confirm specific results for re-
liability. To ensure the integrity and consistency of
the confirmation process, we have provided com-
prehensive training for the evaluators and estab-
lished uniform evaluation criteria. The details are
as follows:

• We have chosen 5 graduate students as eval-
uation experts to validate the experimental
results. This group consists of 3 graduate
students majoring in computer science and
2 graduate students majoring in mathematics.
These experts possess strong logical reason-
ing abilities and mathematic expertise. We
have also provided them with training in log-
ical reasoning and mathematical proof tasks,
along with a variety of cases to help them
understand the requirements for these tasks.

• To ensure the objectivity and fairness of the
evaluation of the reasoning process, standard-
ized evaluation criteria have been formulated
for various tasks. A correct reasoning process
does not contain any incorrect or omitted steps.
Furthermore, for ProofWriter dataset, it is stip-
ulated that the reasoning process should exclu-
sively rely on the given facts and rules, with-

out incorporating external or common knowl-
edge.

• Throughout the evaluation process, we main-
tain the concealment of the methods employed
in each reasoning process from the evaluation
expert. All data undergo random scrambling
before being transmitted to the evaluation ex-
pert. Each evaluation expert conducts their
assessment independently, and the final eval-
uation outcome is determined by the major-
ity consensus of the assessments provided by
multiple experts.

E Prompt Templates

Figures 12, 13, 14, 15, 16, 17, 18, and 19 illustrate
the prompt templates employed in the experiment
for different tasks. These templates primarily com-
prise IR instructions and examples demonstrating
intermediate processes of IR.
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To prove the conclusion Charlie is not big by contradiction, we 

assume that Charlie is big. 

* **From Rule 7:** Since Charlie is kind, he is quiet * 

**From Rule 2:** Since Charlie is not rough and quiet, he is 

not big.

This is a contradiction. Therefore, the assumption “Charlie is 

big” is false and the original conclusion “Charlie is not big” is 

true.

Output of IR:

* **From the facts:** We know Charlie is kind and not rough.

* **Rule 5:** All kind people are furry. Therefore, Charlie is 

furry.

* **Rule 3:** If someone is kind and furry then they are 

round.  Since Charlie is kind and furry, he must be round.

* **Rule 8:** All not rough, round people are nice.  We know 

Charlie is not rough and round, so he must be nice.

* **Rule 6:** All nice, not rough people are quiet.  Charlie is 

nice and not rough, so he must be quiet. 

**Rule 2:** All quiet, not rough people are not big. Charlie is 

quiet and not rough, so **he cannot be big.**

Based on the facts and the rules, we can conclude that 

**Charlie is not big.**  Therefore, the conclusion is 

**TRUE**.

Output of DR 1:

Facts: “Anne is big”, “Anne is round”, “Charlie is kind”, 

“Charlie is not rough”.

Rules: “Big, furry people are round.”, “All quiet, not rough 

people are not big.”, “If someone is kind and furry then they 

are round.”, “If someone is big and round then they are furry.”, 

“All kind people are furry.”, “All nice, not rough people are 

quiet.”, “If someone is not quiet then they are not kind.”, “All 

not rough, round people are nice.”, “All not rough people is 

furry.”.

Conclusion: Charlie is not big.

Question:

* **From Rule 9:** Since Charlie is not rough, he is furry * 

**From Rule 6:** Since Charlie is not rough and nice (we'll 

get to that), he is quiet.

* **From Rule 8:** Since Charlie is not rough and round (we'll 

get to that), he is nice.

* **From Rule 3:** Since Charlie is kind and furry, he is round.

**From Rule 2:** Since Charlie is quiet and not rough, he is 

not big.

**The conclusion "Charlie is not big" is **TRUE**. 

Output of DR 2:

Figure 10: An example in ProofWriter demonstrates
that DIR enriches the diversity of the reasoning paths of
LLMs.

Given the conditions and options, we can analyze them one by 

one: First, depending on the conditions, we can eliminate a 

few options: 1.C. According to condition (2), the Finance 

Department is on the next floor of the Planning Department. 

So choice C is not an option. 2.B. This does not meet the 

conditions because the Sales department and the Human 

Resources Department must be on different floors. So option 

B is also not eligible. There are now two remaining options:3. 

A. Financial Department, Planning Department, 

Administration Department, Human Resources Department, 

Sales Department, Research and Development Department 4. 

D. Sales Department, Finance Department, Planning 

Department, Research and Development Department, Human 

Resources Department, Administration Department

According to the conditions, we can infer that: The 

administration department is above the Planning department 

but below the Human Resources Department. This is not 

consistent with choice D. This is consistent with option A. 

Therefore, the correct answer is A.

Output of IR:

Based on the following information: The finance department is 

one floor below the planning department. The administration 

department is on the floor above the Planning department but 

below the Human Resources Department.

The human resources department and the Sales department are 

located on different floors. We can draw the following 

conclusions: 1) The Finance Department is at the next level of 

the Planning Department, and the order is Finance Department, 

Planning Department, 2) The Administration department is 

located on the floor above the Planning Department but below 

the Human Resources Department. The new order can be 

introduced as: Finance Department, Planning Department, 

Administration Department, Human Resources Department, 

3)Human Resources Department and Sales department are 

located on different floors. According to Step 2, we can see 

that the R & D department of the remaining sales department 

is sorted into Finance Department, enterprise planning 

Department, Administration Department, Human resources 

Department, R & D Department and Sales Department.

Based on the above analysis, we can conclude that the correct 

choice is A.

Output of DR:

Statement: A company has a 6-story office building, the 

company's financial department, planning department, 

administration department, sales department, human resources 

department, R & D department in this office, each department 

occupies one floor. Known: (1) The two floors of the Human 

resources Department and the Sales department are not 

adjacent; (2) The Finance department is one floor below the 

Planning Department; (3) The Administration department is 

located on the floor above the Planning Department but below 

the Human Resources Department.

Question: From bottom to top, which of the following 

corresponds to the distribution of the above floors?

Options: 1) A. Finance Department, Planning Department, 

Administration Department, Human Resources Department, 

Research and Development Department, Sales Department. 2) 

B. Finance Department, Planning Department, Administration 

Department, Human Resources Department, Sales Department, 

R&D Department. 3) C. Planning Department, Finance 

Department, Sales Department, R&D Department, 

Administration Department, Human Resources Department. 4) 

D. Sales Department, Finance Department, Planning 

Department, Research and Development Department, Human 

Resources Department, Administration Department.

Question:

Figure 11: An example in LogiQA demonstrates that
DIR enriches the diversity of the reasoning paths of
LLMs.
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IR prompt template for CoT in ProofWriter

<~system>

Suppose you are one of the greatest AI scientists, logicians and mathematicians. Let's think about it step by step.

You need to use proof by contradiction to judge whether the following conclusion is True, False or Unknown.

First, take the negation of the conclusion and assume the negation to be true or false in turn. Then, use the premises and 

rules to deduce whether the assumption leads to a contradiction.  If a contradiction arises, the assumption is false.  If not, 

the assumption cannot be determined.

If necessary, consider the logical equivalence of the original rules and their contrapositive.

Check whether there is a conflict strictly following the premises and rules rather than introducing unsourced common 

knowledge and unsourced information by common sense reasoning.

----</system>

<~each example>

“Premises”: {premises_temp}

“Rules”: {rules_temp}

“Conclusion”: {conclusion_temp}

Let's deduce step by step to reach the conclusion by making full use of the “Premises” and “Rules”.

“Reasoning”: {reasoning_temp}

“Judgement”: {valid_temp}

</each>

---

“Premises”: {premises}

“Rules”: {rules}

“Conclusion”: {conclusion}

Let's deduce step by step to reach the conclusion by making full use of the “Premises” and “Rules”.

“Reasoning”:

“Judgement”:

Figure 12: IR prompt template for CoT in ProofWriter.

IR prompt template for CR in ProofWriter

<~system>

Suppose you are one of the greatest AI scientists, logicians and mathematicians. Let's think about it step by step.

You need to use proof by contradiction to judge whether the following conclusion is True, False or Unknown.

First, take the negation of the conclusion and assume the negation to be true or false in turn. Then, use the premises, rules, 

and propositions to deduce whether the assumption leads to a contradiction.  If a contradiction arises, the assumption is 

false.  If not, the assumption cannot be determined.

If necessary, consider the logical equivalence of the original rules and their contrapositive.

Check whether there is a conflict strictly following the premises and rules rather than introducing unsourced common 

knowledge and unsourced information by common sense reasoning.

----</system>

<~each example>

“Premises”: {premises_temp}

“Rules”: {rules_temp}

“Conclusion”: {conclusion_temp}

“Propositions”: {propositions_temp}

Let's deduce step by step to reach the conclusion by making full use of the “Premises”, “Rules” and “Propositions”.

“Reasoning”: {reasoning_temp}

“Judgement”: {valid_temp}

</each>

---

“Premises”: {premises}

“Rules”: {rules}

“Conclusion”: {conclusion}

“Propositions”: {propositions}

Let's deduce step by step to reach the conclusion by making full use of the “Premises”, “Rules” and “Propositions”.

“Reasoning”:

“Judgement”:

Figure 13: IR prompt template for CR in ProofWriter.
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IR prompt template for CoT in LogiQA

<~system>

Suppose you are one of the greatest AI scientists, logicians, and mathematicians. Let's think about it step by step.

Please use the method of “Substitution exclusion” to check the correctness of each of the four options. Specifically, you 

need to assume the option in turn is true and then check whether each option will cause a conflict with the content 

provided. If so, exclude this option, otherwise keep it.

If you choose the first option, answer “First”; If you choose the second option, answer “Second”; If you choose the third 

option, answer “Third”; If you choose the fourth option, answer “Fourth”.

----</system>

<~each example>

“Statement”: {statement_temp}

“Question”: {question_temp}

“Options”: {options_temp}

Let's think about it step by step by Substitution exclusion method.

“Reasoning”: {reasoning_temp}

“Answer”: {ans_temp}

</each>

---

“Statement”: {statement}

“Question”: {question}

“Options”: {options}

Let's think about it step by step by Substitution exclusion method.

“Reasoning”:

“Answer”:

Figure 14: IR prompt template for CoT in LogiQA.

IR prompt template for CR in LogiQA

<~system>

Suppose you are one of the greatest AI scientists, logicians, and mathematicians. Let's think about it step by step.

First, read and analyze the “Statement" and “Question", then use the “Premises", “Boundary Conditions" and 

“Propositions" by the method of “Substitution exclusion” to check the correctness of each of the four options. 

Specifically, you need to assume the option in turn is true and then check whether each option will cause a conflict with 

the content provided. If so, exclude this option, otherwise keep it.

Make sure that your reasoning is derived directly from “Premises" and “Propositions" rather than introducing unsourced 

common sense and unsourced information through common sense reasoning.

If you choose the first option, answer “First”; If you choose the second option, answer “Second”; If you choose the third 

option, answer “Third”; If you choose the fourth option, answer “Fourth”.

----</system>

<~each example>

“Statement”: {statement_temp}

“Question”: {question_temp}

“Premises”: {premises_temp}

“Boundary condition”: {boundary_condition_temp}

“Propositions”: {propositions_temp}

Let’s think step by step using the Substitution exclusion method, from the “Premises”, “Boundary conditions” and 

“Propositions”.

“Reasoning”: {reasoning_temp}

“Answer”: {ans_temp}

</each>

---

“Statement”: {statement}

“Question”: {question}

“Premises”: {premises}

“Boundary condition”: {boundary_condition}

“Propositions”: {propositions}

Let’s think step by step using the Substitution exclusion method, from the “Premises”, “Boundary conditions” and 

“Propositions”..

“Reasoning”:

“Answer”:

Figure 15: IR prompt template for CR in LogiQA.
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IR prompt template for CoT in ProofNet

<~system >

Suppose you are one of the best mathematicians in the world, please prove the following statement and give a complete 

process of proof.

Please try to prove the following statement by proof by contradiction. First, take the negation of the conclusion and 

assume the negation is true; Next, use the negation to deduce its falsity until the result of that assumption is a 

contradiction. 

----</system>

<~each example>

“Statement”: {statement_temp}

“Proof ”: {proof_temp}

</each>

“Statement”: {statement}

“Proof ”:

Figure 16: IR prompt template for CoT in ProofNet.

IR prompt template for CR in ProofNet

<~system >

Suppose you are one of the best mathematicians in the world, please prove the following statement and give a complete 

process of proof.

Please try to prove the following statement by proof by contradiction. First, take the negation of the conclusion and 

assume the negation is true; Next, use the negation to deduce its falsity until the result of that assumption is a 

contradiction. 

Please try to use the generated propositions to proceed with the proof.

----</system>

<~each example>

“Statement”: {statement_temp}

“Propositions”: {proposition_temp}

“Proof ”: {proof_temp}"

</each>

“Statement”: {statement}

“Propositions”: {proposition}

“Proof ”:

Figure 17: IR prompt template for CR in ProofNet.

IR prompt template for CoT in ProofMath

<~system >

Suppose you are one of the best mathematicians in the world, please prove the following statement and give a complete 

process of proof.

Please try to prove the following statement by proof by contradiction. First, take the negation of the conclusion and 

assume the negation is true; Next, use the negation to deduce its falsity until the result of that assumption is a 

contradiction. 

Step 1: List the conditions and questions in the original statement.

Step 2: Merge the conditions listed in Step 1 into one. Define it as wj.

Step 3: Let us think about it step by step. Please consider all possibilities. If the intersection between wj (defined in Step 

2) and the negation of the conclusion is not empty at least in one possibility, the original statement is false. Otherwise, 

the original statement is true.

----</system>

<~each example>

“Statement”: {statement_temp}

“Proof”: {proof_temp}

</each>

“Statement”: {statement}

“Proof ”:

Figure 18: IR prompt template for CoT in ProofMath.
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IR prompt template for CR in ProofMath

<~system >

Suppose you are one of the best mathematicians in the world, please prove the following statement and give a complete 

process of proof.

Please try to prove the following statement by proof by contradiction. First, take the negation of the conclusion and 

assume the negation is true; Next, use the negation to deduce its falsity until the result of that assumption is a 

contradiction. 

Please try to use the generated proposition to proceed with the proof.

Step 1: List the conditions and questions in the original statement.

Step 2: Merge the conditions listed in Step 1 into one. Define it as wj.

Step 3: Let us think about it step by step. Please consider all possibilities. If the intersection between wj (defined in Step 

2) and the negation of the conclusion is not empty at least in one possibility, the original statement is false. Otherwise, 

the original statement is true.

----</system>

<~each example>

“Statement”: {statement_temp}

“Propositions”: {proposition_temp}

“Proof ”: {proof_temp}

<~/each>

“Statement”: {statement}

“Propositions”: {proposition}

“Proof ”:

Figure 19: IR prompt template for CR in ProofMath.
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