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Abstract

Advancements in dialogue systems powered
by large language models (LLMs) have out-
paced the development of reliable evaluation
metrics, particularly for diverse and creative
responses. We present a benchmark for eval-
uating the robustness of reference-free dia-
logue metrics against four categories of ad-
versarial attacks: speaker tag prefixes, static
responses, ungrammatical responses, and re-
peated conversational context. We analyze
metrics such as DialogRPT, UniEval, and
PromptEval—a prompt-based method leverag-
ing LLMs—across grounded and ungrounded
datasets. By examining both their correla-
tion with human judgment and susceptibility
to adversarial attacks, we find that these two
axes are not always aligned; metrics that ap-
pear to be equivalent when judged by tradi-
tional benchmarks may, in fact, vary in their
scores of adversarial responses. These findings
motivate the development of nuanced evalua-
tion frameworks to address real-world dialogue
challenges. !

1 Introduction

Despite significant advancements in dialogue sys-
tems driven by large language models (LLMs), the
development of reliable evaluation metrics remains
an open challenge, particularly in capturing the
nuances of diverse and creative responses. The
wide range of valid responses to a given dialogue
context often renders reference-based metrics inef-
fective, as they rely on a limited set of references
which fail to capture the full spectrum of accept-
able responses (Liu et al., 2016). This shortcoming
risks unfairly penalizing creative or contextually
appropriate responses.

Reference-free metrics such as DialogRPT (Gao
et al., 2020) and UniEval (Zhong et al., 2022),

1https://github.com/JVasselli/
dialogue-metric-robustness

offer a promising alternative (Ren et al., 2023).
However, their reliability has not been fully tested.
For instance, Hicke et al. (2023) demonstrated
that DialogRPT is vulnerable to simple manipu-
lations, such as adding a “teacher:” prefix, which
artificially increased system performance in the
BEA?2023 shared task (Tack et al., 2023), raising
concerns about metric reliability. Adversarial ro-
bustness is an understudied aspect of dialogue sys-
tem evaluation, but measuring the robustness of
reference-free metrics can provide deeper insights
into these vulnerabilities, helping to ensure their
reliability across diverse scenarios.

Effective metrics should prioritize responses that
are engaging, relevant, and grammatically correct,
while penalizing generic or nonsensical ones. How-
ever, alignment with human judgment alone may
not fully reflect a metric’s ability to assess dialogue
response quality. Metrics that perform well on
human-alignment benchmarks might still be vul-
nerable to adversarial manipulations or fail to gen-
eralize across different datasets. To address this,
we analyzed metric performance on two datasets:
one grounded and one ungrounded. Grounded di-
alogues incorporate external knowledge, such as
facts, into responses, while ungrounded dialogues
rely solely on conversational context. Using one
of each dataset allows us to evaluate metrics in
diverse conversational scenarios and assess their
adaptability.

Our robustness benchmark directly tests resis-
tance to adversarial manipulations at an instance
level. Unlike previous work that reported average
scores for adversarial attacks, our approach quanti-
fies how often metrics rank adversarial responses
higher than the reference, providing granular in-
sights into their vulnerabilities. We generate 20 ad-
versarial responses per conversation grouped into
four types of attack: speaker tags, static responses,
ungrammatical corruptions, and context repetition.
The resulting benchmark reveals which metrics can
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reliably rank reference responses above adversarial
ones.

We evaluated widely used metrics, including
DialogRPT, UniEval, and our own implementation
of an LLM prompt-based evaluation, PromptEval.
The metrics were assessed based on their cor-
relation with human annotations across multiple
aspects of dialogue response quality—content,
naturalness, relevance, and groundedness (when
applicable)—as well as their robustness to adversar-
ial responses. The results reveal variability in met-
rics’ susceptibility to adversarial responses, with
attacks based on the ungrounded dataset, DailyDia-
log, proving more difficult than those based on the
grounded dataset, TopicalChat.

2 Related Work

Reference-Free Metrics Reference-free evalu-
ation metrics address the limitations of reference-
based methods by assessing dialogue quality with-
out relying on predefined responses. Examples
include UniEval (Zhong et al., 2022), which evalu-
ates multiple dialogue aspects using yes/no ques-
tions; DialogRPT (Gao et al., 2020), a series of
models fine-tuned on Reddit data to assess rele-
vance and engagement; FED (Mehri and Eskenazi,
2020a), which uses DialoGPT to evaluate turn-level
dialogue qualities; and CPMI (Ren et al., 2023),
a metric based on pointwise mutual information.
More recently, prompting LLMs has gained trac-
tion, with methods such as GPTScore (Fu et al.,
2023) and G-Eval (Liu et al., 2023) leveraging to-
ken probabilities to generate weighted scores. In
contrast, Wang et al. (2023) employed a direct, un-
weighted assessment approach that assigns discrete
scores without leveraging token probabilities.

Adversarial Robustness The robustness of di-
alogue evaluation metrics against adversarial re-
sponses has been explored in prior research, though
it remains underemphasized compared to metrics’
alignment with human judgment. Li et al. (2017a)
introduced the Evaluator Reliability Error score,
which quantifies how an evaluator’s predictions de-
viate from gold standard accuracy across different
scenarios. Sai et al. (2019) examined the Automatic
Dialogue Evaluation Model (ADEM) (Lowe et al.,
2017), which aimed to score dialogue responses
on a scale of 1-5 by leveraging embeddings of the
dialogue context, model response, and reference
response. Although ADEM claimed to produce
human-correlated scores, Sai et al. (2019) revealed

discrepancies through adversarial tests, showing
that ADEM failed to provide appropriate scores for
multiple adversarial responses. Sai et al. (2019)
demonstrated that robustness is a distinct aspect
of meta-evaluation, separate from correlation with
human judgment. However, despite their findings,
adversarial robustness is not routinely tested on
newly proposed metrics, leaving a critical gap in
evaluation practices.

Building on Sai et al. (2019), our work incorpo-
rates additional adversarial types, including non-
sensical static responses inspired by Baladén et al.
(2023) and fact repetition for grounded dialogue
evaluation. Additionally, drawing on insights from
Hicke et al. (2023), we introduce speaker tag at-
tacks. Unlike Sai et al. (2019), who reported aver-
age scores for original and corrupted responses, we
analyze how often corrupted responses score higher
than gold standard responses. This granular ap-
proach is particularly relevant for selecting metrics
in reranking systems, where individual rankings
directly influence system behavior.

3 Method

We tested different evaluation metrics by examin-
ing their correlation with human evaluation and
their robustness against adversarial attacks.

3.1 Adversarial Attack Categories

The four categories of adversarial attacks are as
follows:

Speaker Tags We prepend responses with
speaker tags such as "teacher:" or "user:" to test vul-
nerabilities similar to those observed in DialogRPT
(Hicke et al., 2023). Although this vulnerability has
only been demonstrated in DialogRPT, the inclu-
sion of conversational markers such as speaker tags
could influence other metrics that rely on surface-
level lexical patterns or conversational structure.

Static Responses Static responses include fixed
phrases (e.g., "Hello"), contextually inappropri-
ate but conversationally engaging phrases (e.g., "I
don’t know, what do you think?"), and ungrammat-
ical utterances (e.g., "I will do"). These attacks ex-
ploit potential biases in evaluation metrics that pri-
oritize grammaticality or perceived conversational
engagement over contextual relevance. For exam-
ple, a metric might rate a grammatically correct
but irrelevant static response higher than a human-
written reference response if it fails to account for
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Dialogue History:

My throat is really dry.

Do you want to go get something to drink?
Yes, I'm parched.

What did you want to drink?

Reference Response:
I was thinking about getting a soda.

Table 1: An example conversation from the DailyDialog
Subset (Li et al., 2017b). Each line of the dialogue
history is a new speaker turn, and the reference response
is used as the seed for adversarial responses.

the lack of meaningful content. Testing these at-
tacks helps determine whether metrics can distin-
guish between shallow engagement and genuine
relevance to the dialogue history.

Ungrammatical Responses Following Sai et al.
(2019), we generate ungrammatical responses by
removing punctuation, omitting stopwords, retain-
ing only nouns, altering token order, and randomly
repeating words with a 0.2 probability. These mod-
ifications are designed to break the linguistic coher-
ence of the response while retaining some surface-
level content. This attack tests whether submetrics
such as naturalness and grammar are robust enough
to penalize responses with syntactic and grammati-
cal errors. Evaluation systems that fail to properly
penalize ungrammatical responses risk prioritizing
content at the expense of linguistic quality, which
is critical in dialogue systems.

Context Repetitions We test three types of
context-related attacks: repeating the last utterance
of the dialogue history as the response, prepending
that utterance to the reference response, and repeat-
ing a fact as the response (in grounded dialogues).
These attacks specifically target relevance submet-
rics by exploiting the potential reliance of models
on lexical overlap. Since evaluation systems often
use random responses from unrelated dialogues as
negative samples during training, repeated utter-
ances from the same conversation may be incor-
rectly judged as highly relevant. For grounded dia-
logues, the fact repetition attack examines whether
metrics can identify the lack of conversational co-
herence even when the response contains relevant
factual information. By testing these scenarios,
we assess whether metrics can distinguish between
genuine relevance and superficial repetition.

For an example from DailyDialog, see the con-
text and ground truth answer in Table 1. Examples

Speaker Tag

“teacher:” pre.
“agent:” prefix

“user:” prefix

teacher: I was thinking about getting
a soda.

agent: I was thinking about getting
a soda.

user: I was thinking about getting a
soda.

Static Responses

greeting
generic

+ question
+ repetition

Hello

I don’t know

I don’t know, what do you think?

I don’t know, what do you think? I

think

ungram. rele- ['m sorry, can you repeat
vant

ungram. rele- [ will do

vant

gram. irrelevant  fantastic! how are you?

Ungrammatical Responses

No punctuation I was thinking about getting a soda-

No stopwords I was thinking abeut getting a soda -

Nouns & verbs I was thinking about getting & soda-

Only nouns Fwas-thinking-about-getting-a soda-

Jumbled words  a I soda was about thinking getting .

Reversed words . soda a getting about thinking was |

Repeated words 11 was was thinking about about get-
ting a soda.

Context Repetition

Prev. utterance

+ reference

What did you want to drink?

What did you want to drink? I was
thinking about getting a soda.
According to Canadian law, all ra-
dios are required to have at least 40%
of the music played be Canadian.

Fact repetition

Table 2: Adversarial responses for the example dialogue
in Table 1. The fact repetition example shown is from
the TopicalChat subset Mehri and Eskenazi (2020b).
Additions to the reference sentence are shown in green,
deletions in red, and reorderings in yellow. Static re-
sponses always replace the reference response.

of each of the adversarial responses to this sample
dialogue are listed in Table 2. As fact repetition is
only applicable in the grounded dataset, we present
an example from that dataset.

3.2 Evaluation Datasets

Two datasets were selected for their annotated can-
didate responses, allowing us to evaluate metrics
for both human judgment correlation and robust-
ness to adversarial responses

DailyDialog Subset For ungrounded dialogue
data, we selected a subset of DailyDialog (Li et al.,
2017b) released by Zhao et al. (2020)2. DailyDi-
alog was chosen for its diverse and casual conver-
sations, while the subset released by Zhao et al.
(2020) was specifically selected for its detailed

Zhttps://github.com/ZHAOTING/
dialog-processing
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human annotations. This subset comprises 100
conversations, each with nine possible responses:
the ground-truth response and eight additional syn-
thetic responses. These responses have been anno-
tated with human ratings for content, grammatical-
ity, relevance, and overall quality.

Topical-Chat Subset For the grounded data, we
used a subset of Topical-Chat released by Mehri
and Eskenazi (2020b), which extends the original
Topical-Chat dataset (Gopalakrishnan et al., 2019).
The original Topical-Chat dataset comprises con-
versations generated by crowdworkers who incor-
porated provided facts into their turns. The subset
released by Mehri and Eskenazi (2020b) builds on
this by introducing additional candidate responses
generated using various decoding strategies, along
with human-written responses. This subset in-
cludes 60 conversations, each with five candidate
responses generated using decoding strategies and
a second human-written response. These responses
have been annotated with human ratings for natu-
ralness, coherence, interestingness, groundedness,
understandability, and overall quality.

3.3 Adversarial Benchmark Creation

We automatically generated adversarial responses
for the DailyDialog and Topical-Chat subsets using
predefined templates and rules, ensuring consis-
tency and scalability. The benchmark construction
process is applicable to any dialogue dataset with-
out modification. Speaker tags were prepended to
reference responses using fixed patterns, static re-
sponses were drawn from a curated list of phrases,
and ungrammatical responses were generated pro-
grammatically by removing, repeating, or scram-
bling tokens. This automatic process enables the
efficient creation of adversarial benchmarks with-
out requiring additional human annotation.

3.4 Adversarial Benchmark Evaluation

We evaluate metrics along two axes: alignment
with human judgment (via Kendall’s tau) and ro-
bustness to adversarial attacks (via attack success
rate), investigating whether adversarial testing pro-
vides insights beyond those captured by human
judgment evaluations.

The adversarial benchmark tests a metric’s abil-
ity to correctly rank reference responses higher than
adversarial ones. For each adversarial response, we
calculate the success rate, defined as the percentage
of instances where the reference response scores

higher than the adversarial response. A score of
1 indicates perfect robustness against that attack,
while a score of 0 means the attack is always rated
higher than the reference.

By comparing results across these two evaluation
dimensions—correlation with human judgment and
adversarial robustness—we explore whether the ad-
versarial benchmark reveals weaknesses or patterns
not evident from correlation alone.

3.5 Dialogue Response Metrics

DialogRPT DialogRPT comprises five submet-
rics fine-tuned on Reddit data: likelihood of up-
votes (updown S,,), user engagement (width S,),
discussion length (depth Sy), response relevance
(human-vs-random S},,,-), and response naturalness
(human-vs-machine Sj,,,,). These submetrics are
combined using the following equation from the
original implementation of DialogRPT:

SdialogRPT = (Su + 0485d — 05Sw)><
0'5(‘9/11)7“ + Shvm) (1)

For the correlation experiment, we use Sg;alogRPT
as the overall score. We use the weighted
combination of updown, width, and depth as
the content score. We use human-vs-machine
for naturalness, and human-vs-random for
relevance.

UniEval UniEval (Zhong et al., 2022) is a T5-
based model trained to evaluate dialogue system
responses on five aspects by answering yes/no
questions. It was fine-tuned on synthetic data
generated from 30k samples of the Topical-Chat
dataset (Gopalakrishnan et al., 2019). For this
study, we verified that none of the TopicalChat Sub-
set used for evaluation overlaps with the training
data used to fine-tune UniEval.

For the grounded Topical-Chat dataset, we
used UniEval as originally designed, utilizing all
five submetrics (content, relevance, grammar,
coherence, and groundedness). The correspond-
ing prompts were taken directly from the official
UniEval GitHub repository?.

For the ungrounded DailyDialog dataset, mod-
ifications were necessary because it lacks the
additional fact context present in Topical-Chat.
We made zero-shot adjustments to the UniEval
prompts to better align with the dataset’s struc-
ture. Specifically, we removed references to the

Shttps://github.com/maszhongming/UniEval
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Content Naturalness Relevance Groundedness Overall

Metrics DD TC DD DD TC DD TC DD TC

DialogRPT -0.008 0.156 | -0.082 0.120 | 0.162 0.075 - - 0.016 0.184
UniEval 0.322 0459 | 0.117 0.374 | 0.381 0.466 - 0.452 | 0.349 0487
PE-L1ama2-direct 0.212  0.456 | 0.488 0.436 | 0.370 0.347 - 0.388 0.418 0.445
PE-L1lama2-weighted 0.227 0464 | 0365 0430 | 0476 0.406 - 0.389 0.393 0.460
PE-Mixtral-direct 0.318 0503 | 0463 0421 | 0.575 0.409 - 0.258 0.514 0.440
PE-Mixtral-weighted | 0.278 0.479 | 0.251 0.373 | 0.509 0.394 - 0.272 | 0.488 0.452
PE-GPT3. 5-direct 0.362 0.301 | 0.456 0.453 | 0.578 0.476 - 0.321 0.508 0.473
PE-GPT3. 5-weighted 0.318 0.363 | 0.405 0.431 | 0.532 0.441 - 0.319 0.488 0.474
PE-GPT4-direct 0.437 0.612 | 0.505 0.566 | 0.627 0.553 - 0.533 | 0.562 0.616
PE-GPT4-weighted 0392 0592 | 0458 0.504 | 0.613 0.572 - 0.132 | 0.526 0.590

Table 3: Turn-level Kendall’s 7 correlations with human judgement of different metrics on the DailyDialog subset
(DD) and the Topical-Chat Corpus (TC). Italicized values are not statistically significant (p > 0.05). The highest
value in each column is bolded. DailyDialog is not a grounded dataset, so groundedness was not tested. DialogRPT

is not able to evaluate for groundedness.

fact from the content prompt and used the original
coherence prompt for relevance. Since ground-
edness evaluates whether a candidate response ap-
propriately incorporates the fact, this submetric
was deemed incompatible with DailyDialog and
omitted. Similarly, understandability, which is
included in the code but not the original UniEval
paper, was excluded. Detailed prompt adjustments
are provided in Appendix A.

To compute the composite score, we weighted
the submetrics to emphasize content and
relevance, ensuring grammar was not dispropor-
tionately represented. The composite score was
calculated as 0.4 - content 4 0.2 - grammar + 0.4 -
relevance. This choice was motivated by a desire to
remain faithful to the original metric while adapt-
ing it to the ungrounded dataset. The weighting
was not optimized on a separate validation set but
instead derived from an ablation study detailed in
Appendix A (Table 6). Our goal was to preserve the
relative importance of the submetrics as intended
in the original design, while accommodating the
limitations of the DailyDialog dataset.

PromptEval Several recent studies have used
GPT-3.5 (Brown et al., 2020) or GPT-4 (OpenAl
et al., 2024) to evaluate natural language gener-
ation by incorporating weighted scores based on
probabilities. This method, seen in works such as
GPTScore (Fu et al., 2023) and G-Eval (Liu et al.,
2023), uses token log probabilities to assign scores
according to the likelihood of each model response.
In our analysis, we compared two scoring methods:
weighted scores, which adjust the evaluation based
on the probabilities assigned to each response, and
direct scores, which are direct assessments without
weighting.

In the weighted variation, scores for each sub-
metric are calculated as a weighted average of val-
ues from 1 to 5. The weight assigned to each value
corresponds to the token probability of that value
being generated in the response. This process is
formally expressed as:

5
Ssubmetric = Z P(U) - v
v=1

where Ssubmetic represents the weighted score
for the submetric, v denotes the possible values (1
through 5), and P(v) is the token probability of
generating v.

In addition to GPT-3.5 and GPT-4, we also tested
Llama2 (Touvron et al., 2023) and Mixtral (Jiang
et al., 2024) as base LLMs for PromptEval.

We evaluated different submetrics on both
grounded and ungrounded dialogue data. For the
ungrounded DailyDialog subset, we used the fol-
lowing submetrics: content, grammar, and rele-
vance. For the grounded Topical-Chat subset, we
used content, naturalness, relevance, and ground-
edness to reflect the annotations of the dataset.

Our approach also includes an “overall” score
prompt. We found that including this “overall”
score and averaging it with the submetrics resulted
in the highest correlation. The complete prompt is
provided in Appendix B.

In the following tables, we refer to PromptEval
metrics using the prefix PE. PE-GPT4 rep-
resents the PromptEval built on top of
gpt-40-2024-05-13, and PE-GPT3. 5 built on top
of gpt-3.5-turbo-0125. Additional results from
other checkpoints of GPT-3.5/4 are reported in
Appendix C. PE-L1ama2 uses Llama-2-7@b-chat
and PE-Mixtral uses Mixtral-8x7B-Instruct.
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Speaker Tags | Static Resp. | Ungrammatical | Context Rep. Avg
Metrics DD TC DD TC | DD TC DD TC DD TC
UniEval 0.07 0.00 | 0.06 0.00 | 0.03 0.00 0.76  0.04 | 023 0.01
PE-Llama2-direct 032 005 | 0.10 0.14 | 0.11 0.03 040 020 | 023 0.10
PE-Llama2-weighted | 0.18 0.04 | 0.08 0.10 | 0.06 0.02 030 021 | 0.15 0.09
PE-Mixtral-direct 032 0.03 | 0.06 0.08 | 0.10 0.02 043  0.09 | 023 0.06
PE-Mixtral-weighted | 0.19 0.01 | 0.06 0.04 | 0.06 0.00 035 0.08 | 0.17 0.03
PE-GPT3. 5-direct 0.11 0.05 | 0.04 0.09 | 0.06 0.01 048 040 | 0.17 0.14
PE-GPT3.5-weighted | 0.01 0.00 | 0.04 0.05 | 0.03 0.00 039 0.09 | 0.12 0.03
PE-GPT4-direct 027 0.01 | 0.02 0.01 | 0.05 0.00 0.06 0.02 | 0.10 0.01
PE-GPT4-weighted 0.03 0.00 | 0.03 0.01 | 0.01 0.00 0.05 0.04 | 0.03 0.01

Table 4: Attack success rate by attack category on DailyDialog and Topical-Chat. The best performing system

(lowest attack success rate) is bolded for each column.

4 Results

4.1 Correlation with Human Evaluation

The results of our correlation experiment with the
ungrounded data (Table 3) show that PE-GPT4,
using direct scoring, had the highest correlation
in most categories. Interestingly, PE-GPT3.5 per-
formed better with individual prompts for each as-
pect. PE-Mixtral and PE-Llama2 were not far
behind PE-GPT3.5 in the overall score. UniEval
outperformed many PromptEval on the content
correlation.

The correlation of DialogRPT’s content calcula-
tion with the annotated content scores lacked sta-
tistical significance, suggesting that it struggles to
effectively measure response quality in terms of
relevance and informativeness. This limitation may
stem from a failure to generalize across diverse
contexts due to its training conditions. Specifi-
cally, DialogRPT was fine-tuned on Reddit data,
which may not adequately reflect the full range of
dialogue scenarios present in other datasets. Fur-
thermore, its use of upvotes, user engagement, and
discussion length as proxies for dialogue quality
may not capture the qualitative aspects that humans
evaluators prioritize, such as coherence, relevance,
and engagement.

Given DialogRPT’s low correlation with human
ratings and unsuitability for grounded dialogues,
further experiments will focus on UniEval and
PromptEval. These methods have shown more
promise in aligning with human evaluations and
offer better adaptability.

UniEval performs more competitively on the
grounded dataset than on the ungrounded one.
This may be due to being trained on pseudo-data
seeded with conversations from Topical-Chat. Al-
though PE-GPT4 still outperforms UniEval on the
grounded dataset, UniEval demonstrates impres-

sive performance given its size. At approximately
800M parameters, it is the smallest model we
tested, yet it often achieved better correlation with
human judgment than significantly larger models
such as the 7B Llama and the 8x7B Mixtral.

When comparing the weighted and direct ver-
sions of PromptEval, the direct version consis-
tently performs slightly better in both DailyDialog
and Topical-Chat. Although the differences are
minimal, the direct version of PE-GPT4 emerges as
the top performer, with the weighted version as a
close second.

The correlations for submetric evaluations were
similar between DailyDialog and Topical-Chat,
with models that performed well on one dataset gen-
erally performing well on the other. Although there
were some variations in the submetric scores, the
overall correlations remained consistent between
both data sets, with the exception that UniEval
scored higher in content and groundedness than
PE-Mixtral or PE-L1ama2, but significantly lower
in naturalness.

4.2 Vulnerability Against Adversarial Attacks

We tested the robustness of the metrics with our
proposed benchmark. Table 4 shows the models’
vulnerability scores averaged over each attack cate-
gory on DailyDialog and Topical-Chat. The higher
the number, the more susceptible the metric is to
attacks in that category.

Built on the comparatively older T5 model,
UniEval performs surprisingly well in terms of
human correlation and robustness, particularly on
the Topical-Chat subset, where it ranks just behind
PE-GPT4. However, on the DailyDialog dataset,
UniEval is vulnerable to context repetition attacks,
often scoring perfect dialogue history copies highly
revealing a tendency to reward similarity between
context and response. This issue is less pronounced
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in the TopicalChat dataset, where UniEval handles
such attacks more effectively. However, PE-GPT4
consistently outperforms UniEval by penalizing
context repetition on both datasets. Ideally, rele-
vance or content metrics should penalize redundant
responses regardless of the dataset.

Both PE-Mixtral and PE-GPT4-direct are partic-
ularly vulnerable to speaker tag attacks, potentially
due to misinterpretation of these tags as genuine
speaker changes. Although PE-GPT4-direct had the
highest correlation with human judgment, its fre-
quent ties made it more susceptible to these speaker
tag attacks. In contrast, the weighted versions of
the PromptEval models, including the weighted
PE-GPT4, demonstrated greater resilience across
the board, showing that the weighting methods ef-
fectively reduce vulnerabilities by better handling
of the links and improving robustness.

Although all models performed well overall
against static and ungrammatical responses, the
PromptEval metrics occasionally failed to distin-
guish between unpunctuated and correctly punc-
tuated responses, treating them as equivalent in
a sizable percentage of cases (21-39%). This in-
dicates a potential oversight in how punctuation
errors are treated in the overall score, since the
models prioritize high-level conversational flow
over grammatical accuracy.

In general, our findings suggest that metrics with
high correlation to human judgment are not uni-
formly robust across all types of attacks. While
PE-GPT4-weighted demonstrates resilience across
datasets, metrics like UniEval and PE-Mixtral
perform well in certain areas but exhibit vulnerabil-
ities to specific attacks, such as context repetition
and speaker tag manipulations. These results high-
light the value of evaluating both correlation with
human judgment and robustness against adversarial
attacks to gain a more comprehensive understand-
ing of dialogue evaluation metrics.

4.3 Dataset-Level Robustness Differences

To better understand the robustness of the evalua-
tion metrics, we compared adversarial responses
made from two different datasets. This comparison
reveals that models respond differently to adversar-
ial attacks depending on the dataset.

Our analysis of static responses revealed some
variability across the datasets. While PE-GPT4
maintains low static attack success rates across
both DailyDialog and Topical-Chat, PE-L1ama2
and PE-Mixtral exhibit increased susceptibility on

Dataset | Avg response length
DailyDialog 7.8
Topical-Chat 22.9

Table 5: Average number of tokens in the ground truth
response for each dataset.

Topical-Chat. In contrast, UniEval shows a notable
reduction in static attack success rates, dropping to
0.00 in Topical-Chat.

There was a slight improvement in robustness
against speaker tags and ungrammatical responses
when moving from DailyDialog to Topical-Chat.
This indicates that the models are somewhat more
resilient to these types of attacks in the Topical-
Chat dataset.

In particular, some models (PE-GPT3.5-
weighted, both PE-Mixtral and UniEval) showed
a decrease in successful context repetition attacks
from DailyDialog to Topical-Chat. We theorize
that this is due to the longer conversations and
responses in Topical-Chat compared to DailyDi-
alog. As shown in Table 5, the average number
of tokens in a Topical-Chat response is higher
than in a DailyDialog response. Longer responses
may help models better distinguish between
relevant and irrelevant content, thereby reducing
the effectiveness of context repetition attacks.

The differences between DailyDialog and Topi-
calChat demonstrate the impact of the characteris-
tics of the dataset on the robustness of the evalua-
tion. DailyDialog, with its shorter and simpler con-
versations, tends to expose weaknesses in models
such as UniEval, which can be fooled by repeated
context. In contrast, the longer and more grounded
nature of TopicalChat offers a more challenging
environment for models to maintain consistency in
evaluating relevance and content, where the added
complexity can help models such as PE-GPT4 better
distinguish meaningful responses from manipula-
tive attacks.

4.4 Submetric Performance on Adversarial
Benchmarks

To better understand how the models judge re-
sponses, we analyzed the performance of each
submetric against the adversarial attacks of our
benchmark. Figure 1 provides a heatmap illus-
trates the robustness of each submetric across at-
tack types, with results averaged over the Daily-
Dialog and Topical-Chat datasets. This analysis
evaluates whether the metrics align with our expec-

4964



UniEval LL-D LL-W
"teacher:"
"agent:"

"user:"

prefix -|

prefix -|

prefix -|
"Hello"

"I don't know" -|

"I don't know, what do you think?" -|

"l don't know, what do you think? I think" -|

"I'm sorry, can you repeat?" -

"1 will do" -

"fantastic! how are you?" -|

H
I |
No punctuation -
No stopwords -
Only nouns and verbs -|
Only nouns -
Jumbled words -
Reversed words -|
Repeated words -

Previous utterance -
Previous utterance prefix -
Fact repetition -

. 2 O(")

O @LO

7, @s,o,%,
D

2% .
//; 6)/)‘9//)/) N
\S‘

7 %,

|
ﬂ

&/% °o ”s @/ob @,

Mix-D Mix-W GPT3.5-D GPT3.5-W GPT4-D GPT4-W

e T

- L

2 0L C . O C 7 O(‘O O, 0, Cy %

S Of@{(/e, L»oo[@((/o/ L, °/>,°’Q, % L&o(@( 0/ L»Oo( 0/ O e/ %,

%73, IENCAD) IENCARNRCAO @o@ os@ ss

o//)@/o/o%o ’)°‘//> 7 o o///)s/o//o@/o/
s

Figure 1: The effectiveness of each attack type on different submetrics on the combined dataset of DailyDialog and

Topical-Chat.

tations for each submetric’s behavior under differ-
ent attack types.

Speaker Tag Attacks We hypothesized that
speaker tag attacks would lower the naturalness
score, as it is unnatural for a reply to begin with a
tag like "user:". Surprisingly, we did not observe a
strong difference in naturalness scores between
tagged and untagged responses from most of the
metrics (except UniEval and PE-GPT4-W). Instead,
some metrics (e.g., PE-Llama2-W, PE-GPT3.5-D)
assigned a higher content score to the tagged re-
sponse, artificially increasing the overall score in a
manner reminiscent of the behavior observed from
DialogRPT in Hicke et al. (2023). This indicates
that some models may misinterpret speaker tags as
adding meaningful information.

Static Responses Static responses, such as "
don’t know," were expected to score lower on
relevance, as they lack context-specific informa-
tion. This expectation held true for PE-GPT3.5,
PE-GPT4, and UniEval, but was less consistent for
PE-Llama2. The content score of the static re-
sponses was reliably lower than that of the refer-
ence response with the same metrics. The gram-
matically correct static responses scored high on
naturalness, which aligns with the expectation
that those grammatically correct yet uninformative
responses might still appear "natural."

Ungrammatical Responses We anticipated that
naturalness would be robust against ungrammat-
ical responses, and this was confirmed in all met-
rics. However, responses without punctuation were
scored similarly to responses with punctuation in
all PromptEval metrics except PE-GPT4. This indi-
cates a surprising tolerance for surface-level errors
in most of the models tested, potentially reflecting
their focus on higher-level semantic coherence over
grammatical precision. Interestingly, ungrammati-
cal responses were also somewhat more likely to
be rated lower on relevance and content, sug-
gesting that these errors negatively influence the
perceived meaning and utility of the response, in
addition to its fluency.

Context Repetition These attacks were included
to target the relevance submetric, exploiting its
tendency to favor responses closely aligned with
the dialogue history. While this vulnerability was
evident in most metrics, we hoped that content
would be robust enough to offset it. However, the
content submetric was more vulnerable than an-
ticipated to these attacks, particularly when the
context was appended to the previous utterance.
This suggests that many metrics fail to penalize
repeated content adequately, potentially mistaking
verbosity for meaningfulness.

The varying performance of submetrics across
attacks highlights both strengths and limitations
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in how models evaluate responses. Speaker tag
attacks reveal an over-reliance on superficial in-
dicators of content, while static responses expose
gaps in distinguishing between naturalness and rel-
evance. Context repetition attacks demonstrate the
need for better safeguards against repetition bias.

5 Discussion

The adversarial benchmark applied in this study
reveals vulnerabilities in dialogue evaluation met-
rics that are often overlooked when relying solely
on human judgment correlation. By testing a va-
riety of metrics, including DialogRPT, UniEval,
and PromptEval, we uncovered distinctions that
traditional evaluations do not capture.

For example, while both the weighted and direct
versions of PE-GPT4 performed similarly in terms
of correlation with human judgment, the weighted
version demonstrated greater robustness across at-
tack types and data sets. This illustrates that metrics
which appear equally effective in standard evalu-
ations may differ significantly in their resilience
to adversarial manipulations, underscoring the ne-
cessity of adversarial testing to fully assess their
reliability. The improved ability of the weighted
version to penalize manipulative strategies, such
as speaker tag prefixes, makes it a more reliable
metric for dialogue evaluation.

The results of our experiments demonstrate that
employing a variety of adversarial attacks is essen-
tial to identify specific vulnerabilities in dialogue
evaluation metrics. Each attack type exposed differ-
ent weaknesses, underscoring the value of testing
metrics against diverse manipulations. Speaker
tag manipulations were particularly challenging
for direct versions of models evaluated through
PromptEval, including PE-GPT4, raising concerns
for real-world applications. In conversational sys-
tems, correctly interpreting speaker identity and
ensuring that irrelevant tags do not influence re-
sponse scoring are crucial for reliable evaluation.
This is especially important in multi-turn dialogues,
where tags like “user” or “agent” should not alter
the perceived quality of the response.

Static responses serve as a sanity check, ensur-
ing models do not over-reward grammatical cor-
rectness at the expense of relevance. This is partic-
ularly important for systems designed to encourage
meaningful interactions. Although most models
handle ungrammatical responses well, including
these tests ensures that metrics prioritize both con-

tent and form.

Finally, context repetition attacks test the abil-
ity of a model to detect redundancy. Repetition of
previous statements adds no value, yet models like
PE-Llama2 and PE-Mixtral often reward these re-
sponses with higher content scores. Evaluating the
responses of the metrics to repeated context ensures
that they prioritize informative and context-aware
dialogue.

By incorporating various types of attack, our
adversarial benchmark reveals weaknesses that tra-
ditional human judgment alignment may overlook.
The results of our experiments demonstrate its use-
fulness in developing more robust and reliable dia-
logue evaluation metrics.

6 Conclusion

Our findings demonstrate the value of adversar-
ial testing as a complement to traditional human
judgment alignment. Although correlation with
human ratings provides insight into how well met-
rics align with aspects such as content or relevance,
adversarial testing reveals vulnerabilities that are
not captured by human judgment alone. Together,
these dimensions offer a more comprehensive un-
derstanding of metric performance.

By applying our adversarial benchmark, we un-
covered notable differences in the robustness of
metrics, particularly between the weighted and dis-
crete versions of PE-GPT4, which exhibited similar
correlations with human judgment but varied in
their susceptibility to context repetition and speaker
tag attacks.

Our results demonstrate the complementary na-
ture of these evaluation dimensions: human judg-
ment alignment assesses the quality of typical re-
sponses, while adversarial testing probes the bound-
aries of metric reliability under challenging con-
ditions. This dual approach provides actionable
insights for improving dialogue evaluation metrics
and ensuring their adaptability across diverse sce-
narios.

Looking ahead, the flexibility of the adversarial
benchmark opens opportunities for broader applica-
tions in text generation, such as summarization and
machine translation. Developing targeted adver-
sarial tests for these domains presents an exciting
avenue for future research, fostering more reliable
and robust evaluation practices across NLP tasks.
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Limitations

This adversarial benchmark was created program-
matically using Python scripts applied to the Dai-
lyDialog and Topical-Chat datasets, reflecting the
authors’ assumptions about adversarial vulnerabil-
ities. Although the data generated was carefully
designed, it may not comprehensively capture all
potential weaknesses in evaluation metrics or repre-
sent the full range of real-world challenges. There-
fore, caution should be exercised when generaliz-
ing our findings to unforeseen adversarial situations
or datasets.

Our use of LLMs for evaluation introduces ad-
ditional considerations, such as the influence of
prompt design and the order of response presen-
tation, which can impact the results. The prompt
search for PromptEval was not exhaustive, and dif-
ferent prompt designs could lead to alternative out-
comes. Understanding and mitigating these biases
remains an important direction for future research.

It is also important to note that language models
such as GPT-4 and Llama are continuously updated
and improved. Consequently, the findings of our
study are specific to the versions and configurations
used during the research and may not directly apply
to future iterations of these models.

Finally, while metrics’ correlation with human
judgment serves as a benchmark, human evaluation
itself is subjective and can introduce biases. Devel-
oping objective methods to establish gold standards
for dialogue evaluation remains an open challenge
and an area of future exploration.
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A  UniEval

We made several changes to the original UniEval to make it more suitable for the DailyDialog subset.
UniEval was originally made for the Topical-Chat (Mehri and Eskenazi, 2020b) benchmark, which is a
grounded dialogue dataset with dialogue histories, candidate responses, and knowledge context in the
form of a fact. The content and groundedness submetrics both refer to this fact, so we experimented
with altering the prompts to remove the reliance on this fact. As groundedness judges if the candidate
response correctly uses the fact, we judge this metric to be inextricable from the fact and remove it all
together. Understandability is a submetric that exists in the code, but not in the UniEval paper, so we
chose to exclude it as well. The results of the ablation experiments are listed in Table 6.

Metrics Content Naturalness Relevance Overall
UniEval 0.273 0.117 0.381 0.198
- Groundedness 0.273 0.117 0.381 0.219
- Understandability 0.273 0.117 0.381 0.236
+ new content prompt | 0.322 0.117 0.381 0.337
+ weighted average 0.322 0.117 0.381 0.347

Table 6: Turn level Kendall’s 7 correlations with human judgment of different metrics on the DailyDialog subset for
different versions of the UniEval metric.
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B GPT Prompt

The full prompt for evaluation was as follows:

You will be given a conversation between two individuals. You will then be given one potential response for the next turn in the
conversation.

Your task is to rate the response on a series of metrics: content quality, grammaticality, and relevance. Finally, you will assign an
overall score (not an average).

Please make sure you read and understand these instructions carefully. Please keep this document open while reviewing, and
refer to it as needed.

Evaluation Criteria:

Content Quality(1-5) - How compelling is the content of the response, and to what extent does it actively contribute to the
ongoing conversation?

- A score of 1 (generic or boring) suggests that the response lacks interesting content and fails to contribute meaningfully to the
conversation, potentially coming across as generic or dull.

- A score of 3 (moderately engaging) indicates that the response contains some interesting elements, contributing somewhat to
the conversation, but there is room for improvement.

- A score of 5 (interesting and engaging) signifies that the content is exceptionally interesting, capturing attention and actively
enhancing the overall conversation, demonstrating a high level of originality and contribution.

Grammaticality(1-5) - How grammatical is the response? Consider only the response itself, not the conversation history.

- A score of 1 (ungrammatical) indicates that the response is confusing, lacks coherence, and is difficult to comprehend.

- A score of 3 (somewhat grammatical) suggests that the response is moderately clear but may contain some ambiguous or
convoluted elements.

- A score of 5 (grammatical) indicates that the response is exceptionally clear, logically organized, and easy to understand.

Relevance (1-5) - How well does the response align with the current conversational context and contribute meaningfully to the
ongoing discourse? Pay close attention to the speaker.

- A score of 1 (irrelevant) suggests that the response is not related to the current conversation or significantly deviates from the
established context.

- A score of 3 (somewhat relevant) indicates a partial alignment with the conversation but may contain elements that are not
entirely pertinent to the ongoing discourse.

- A score of 5 (highly relevant) signifies that the response is directly related to the current conversation, seamlessly fitting into the
established context without introducing unnecessary tangents or needless repetition.

Overall Score (1-5) - How would you rate the response overall?.

- A score of 1 (poor) indicates that the response is of unrelated, boring, generic, or nonsensical.

- A score of 3 (average) suggests that the response is reasonably appropriate for the conversation, passably understandable, and
somewhat interesting.

- A score of 5 (excellent) signifies that the response is exceptionally interesting and engaging, relevant to the conversation, and
easy to understand.

Conversation History:

(The following is a conversation between Alice and Bob.)
Alice: Well, how does it look?

Bob: It’s a perfect fit.

Alice: Let me pay for it now.

Response:
Bob: Cash, credit card, or debit card?

Evaluation Form (scores ONLY):
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gpt-3.5-turbo | gpt-4-preview gpt-do
Attacks 1106 0125 | 1106 0125 | 2024-05-13
Speaker Tags
teacher: prefix 0.38 0.04 | 0.17 0.27 0.01
agent: prefix 0.55 0.09 | 0.67 0.79 0.42
user: prefix 0.75 0.19 | 0.67 0.86 0.39
Static Responses
“Hello” 0.04 0.03 | 0.01 0.01 0.01
“I don’t know” 0.01 0.02 | 0.02 0.01 0.02
“I don’t know, what do you think?” 0.18 0.11 0.3 0.02 0.04
“I don’t know, what do you think? I think” | 0.01 0.00 | 0.01 0.00 0.01
“I’m sorry, can you repeat?”’ 0.19 0.10 | 0.03 0.02 0.03
“I will do” 0.07 0.00 | 0.01 0.02 0.01
“fantastic! how are you?” 0.03 0.05 | 0.03 0.02 0.02
Ungrammatical Responses
No punctuation 0.48 0.21 | 032 0.36 0.19
No stopwords 0.16 0.07 | 0.09 0.09 0.00
Only nouns and verbs 0.10 0.05 | 0.06 0.06 0.04
Only nouns 0.23 0.06 | 0.04 0.05 0.07
Jumbled words 0.02 0.02 | 0.02 0.03 0.01
Reversed words 0.02 0.01 | 0.01 0.01 0.01
Repeated words 0.09 0.04 | 0.04 0.03 0.03
Context Repetition Responses
Previous utterance 0.60 041 | 0.01 0.01 0.01
Previous utterance prefix 0.78 0.55 | 0.08 0.17 0.11

Table 7: The success rate of each attack against different evaluation metrics using PromptEval with different
snapshots of GPT on DailyDialog. The model is listed on the top line, with the specific snapshot used below. The
lower the number, the more resistant to attack. The result of the best performing metric for each attack is bold.

Metrics Content Grammar Relevance Overall
gpt-3.5-turbo-1106 0.302 0.437 0.525 0.484
gpt-3.5-turbo-0125 0.352 0.408 0.494 0.422
gpt-4-1106-preview 0.411 0.477 0.583 0.548
gpt-4-0125-preview 0.431 0.489 0.619 0.560
gpt-40-2024-05-13 0.437 0.505 0.627 0.562

Table 8: Turn level Kendall’s 7 correlations of different metrics on the DailyDialog subset for different snapshots of
GPT. The highest value in each column is bolded.
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