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Abstract
Aligning Large Language Models (LLMs) with
general human preferences has been proved
crucial in improving the interaction quality be-
tween LLMs and human. However, human val-
ues are inherently diverse among different in-
dividuals, making it insufficient to align LLMs
solely with general preferences. To address
this, personalizing LLMs according to indi-
vidual feedback emerges as a promising solu-
tion. Nonetheless, this approach presents chal-
lenges in terms of the efficiency of alignment
algorithms. In this work, we introduce a flex-
ible paradigm for individual preference align-
ment. Our method fundamentally improves ef-
ficiency by disentangling preference represen-
tation from text generation in LLMs. We vali-
date our approach across multiple text genera-
tion tasks and demonstrate that it can produce
aligned quality as well as or better than PEFT-
based methods, while reducing additional train-
ing time for each new individual preference by
80% to 90% in comparison with them.

1 Introduction

Aligning Large Language Models (LLMs) with
general human preferences (or, human feedback),
often collected from a set of labelers through rel-
ative judgments on LLMs’ responses, has proven
effective in enhancing the overall interaction qual-
ity between LLMs and human, such as helpful-
ness and harmlessness (Bai et al., 2022; Ouyang
et al., 2022). However, human preferences are in-
herently diverse, reflecting differences in gender,
religion, politics, culture, and other factors (Kim
et al., 2024a,b; Li et al., 2024c). This diversity
suggests that simply aligning LLMs with general
human preferences may be insufficient to meet the
unique needs of individual users (Hosking et al.,
2024; Ye et al., 2024). Therefore, there is a growing
need for LLMs to adapt to individual preferences.

One direct solution to this challenge is to con-
duct personalization-oriented prompt engineering,

Figure 1: Our proposed method aims to offer flexible
personalization learning from individual feedback, i.e.,
automatic individual adaptation in an efficient way.

which offers an easy way to adapt LLMs to in-
dividual preferences (Lee et al., 2024; Jang et al.,
2023). This involves designing specific instructions
that express diverse kinds of preferences and train-
ing LLMs to follow them. While flexible and effi-
cient, this method heavily depends on the quality
of prompt design, which faces challenges related
to ambiguity and bias (Sahoo et al., 2024).

For more effective personalization in LLMs,
some works attempt to learn from individual
feedback, including personalized Reward Mod-
els (RMs) (Chakraborty et al., 2024; Cheng et al.,
2023; Li et al., 2024b; Wu et al., 2023) and per-
sonalized LLMs (Li et al., 2024d), e.g., through
Proximal Policy Optimization (PPO) (Schulman
et al., 2017) or Direct Preference Optimization
(DPO) (Rafailov et al., 2023). However, training
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a separate LLM for each individual user is very
costly, since the training costs are scaled by the
user base (Li et al., 2024a). Parameter Efficient
Fine-Tuning (PEFT) techniques, such as Low-Rank
Adaptation (LoRA) (Hu et al., 2022a; Zhang et al.,
2023) and P-Tuning (Liu et al., 2022; Li and Liang,
2021), can significantly reduce memory and stor-
age costs for LLMs’ training, but make relatively
limited reductions in computation costs (e.g., only
25% speedup on GPT-3 175B (Hu et al., 2022a)).

In this work, inspired by the effectiveness of
PEFT methods, we hypothesize that individual pref-
erences can be represented by low-dimensional
vectors, i.e., latent variables, from small models
disentangled from LLMs. In this way, we can learn
personalized representations for different users in
small models only, and realize personalization of
LLMs through feeding LLMs with personalized
representations, as illustrated in Fig. 1.

Specifically, our proposed method consists of
three steps:

1. Pre-training Latent Encoder and Adapter: We
train a latent encoder for response representa-
tions jointly with a latent adapter that feed these
representations to the LLM for response recon-
struction.1 Essentially, we extend the LLM into
a Variational Auto-Encoder (VAE).

2. Fine-tuning for Personalized Latent Representa-
tions: Given individual feedback on responses,
we infer preferences on latent variables through
the pre-trained latent encoder and fine-tune a
personalized latent encoder to produce person-
alized latent representations.2

3. Personalized Generation: During generation, we
produce personalized latent representations for
the current user through its personalized latent
encoder (learnt in step 2) and feed them to the
LLM for personalized generation through the
latent adapter (learnt in step 1).

Among these steps, only step 2 involves addi-
tional training for additional users, meanwhile, it
does not involve any computation in the LLM.
Therefore, our proposed method can realize in-
dividual preference alignment in a much more
computation-efficient way than existing methods.

1The latent adapter projects latent representations into
latent-aware Key-Value Caches, which are attended by the
backbone LLM through attention mechanism.

2We infer preferred and dispreferred latent samples through
an analytical latent reward, and optimize the latent distribution
through DPO accordingly.

We validate our method on three datasets encom-
passing diverse preferences. The results demon-
strate that our approach achieves competitive align-
ment quality compared to LoRA (Hu et al., 2022a)-
based and P-Tuning (Liu et al., 2022)-based meth-
ods3, while significantly reducing training time for
each new preference by 80% to 90%. This indi-
cates that our method not only lowers computa-
tional costs but also maintains high-quality person-
alization, offering a scalable solution for aligning
LLMs with massive individual user preferences.4

2 Related Works

2.1 Preference Alignment

Preference alignment intends to maximize the ex-
pectation of preferred content generated by LLMs.
The preference data are typically collected in forms
of human judgements on different responses for
the same query. Reinforcement Learning from Hu-
man Feedback (RLHF) (Christiano et al., 2017;
Ziegler et al., 2019) realizes preference alignment
through learning a reward model from preference,
and optimizing LLMs to maximize the reward ex-
pectation through Proximal Policy Optimization
(PPO) (Schulman et al., 2017).

As a simplified approach with the same op-
timums of RLHF, Direct Preference Optimiza-
tion (DPO) (Rafailov et al., 2023; Wang et al.,
2024) adopts a contrastive objective that encour-
ages generation of preferred responses and discour-
ages generation of dispreferred responses. Some
works realize this by adding prompts to help LLMs
distinguish preferred responses from dispreferred
ones (Wang et al., 2023; Liu et al., 2024). Besides,
some works select high-reward responses through
rejection sampling to perform Maximum Likeli-
hood Estimation (MLE) on LLMs (Dong et al.,
2023; Touvron et al., 2023).

In this work, we apply DPO to latent variables
that control the generation process, instead of the
entire LLMs, so as to offer computation-efficient
alignment for LLMs.

2.2 Variational Auto-Encoders

Variational Auto-Encoders (VAEs) (Kingma and
Welling, 2014; Rezende et al., 2014) are designed

3For instance, LoRA-based DPO makes improvements
from 52.4, 25.0, 44.9 to 80.8, 62.0, 55.1, while our proposed
Latent DPO makes improvements from 52.5, 25.0, 46.7 to
83.3, 63.4. These scores are explained in Sec 4.4.

4Our code is available at: https://github.com/zhang
jf-nlp/LatentDPO.

https://github.com/zhangjf-nlp/LatentDPO
https://github.com/zhangjf-nlp/LatentDPO
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Figure 2: Our method realizes efficient personalization for LLMs through three steps. Step 1 learns the posterior
latent encoder (in green) and the latent adapter to disentangle representation and generation. Step 2 learns the
personalized latent encoder (in yellow) from individual feedback. Step 3 steers personalized generation from LLMs
in the guidance of personalized representations. Among them, only step 2 involves repetitive training for different
individual users, and step 2 only involves computation in small networks, i.e., latent encoders, instead of LLMs.

for probabilistic modeling with latent variables.
They have been widely applied in various natu-
ral language generation tasks (Hu et al., 2017; John
et al., 2019; Zhao et al., 2017; Yu et al., 2020; Yi
et al., 2020). The main advantage of VAEs over
black-box models, such as decoder-only LLMs, lies
in their probabilistic latent representations, which
can depict the probability of generating specific
responses (Xu et al., 2020; Duan et al., 2020).

To implement VAEs in transformer (Vaswani
et al., 2017)-based structures, researchers have
made efforts to training transformer-based VAEs
from scratch (Bao et al., 2020; Chen et al., 2022),
or extending and fine-tuning pre-trained language
models into VAEs (Li et al., 2020; Fang et al., 2021;
Hu et al., 2022b; Park and Lee, 2021).

Previous works mostly train VAEs on the basis of
relatively small models, e.g., GPT-2 (Radford et al.,
2019) and T5 (Raffel et al., 2020). In this work,
we extend LLMs with up to 6B and 8B parame-
ters into VAEs, and demonstrate their flexibility in
individual preference alignment.

3 Methodology

The overview of our method is illustrated in Fig. 2.
We introduce step 1 and step 2 in this section.

3.1 Contrastive Language–Latent Pretraining
Since current LLMs are mostly built in the decoder-
only structure (Radford et al., 2019) that lacks ex-

plicit modelling of variation in generation (Li et al.,
2020), we firstly extend LLMs into VAEs to dis-
entangle representation and generation.5 Follow-
ing previous works (Fang et al., 2021), we assume
the one-to-many relationship between the prompt
x and potential responses y can be depicted by a
prior latent variable, i.e., p(z|x) = N (0, I). There-
fore, we can formulate the latent-guided generation
process as expressed in Eq. 1.

pCLaP(y|x) = Ezp(z|x)p(y|x, z) (1)

Since we only have the decoder-only LLM, e.g.,
pSFT(y|x), we firstly extend it with a latent adapter,
which converts latent samples z ∈ R32 into con-
textual Key-Value Caches inserted into the LLM.
In this way, we extend the LLM pSFT(y|x) with
additional latent condition, formulated as p(y|x, z).
Secondly, we construct a posterior latent encoder
q(z|x, y), using the embedding layer and several
transformer layers from the pretrained LLM.6

On that basis, we train q(z|x, y) and p(y|x, z) in
joint, using self-generated responses on the instruc-
tion set, y1, y2, . . . , yK

iid∼ pSFT(y|x) for x ∼ D.
Specifically, we adopt the Evidence Lower

Bound (ELBo) (Kingma and Welling, 2014; Sohn
5More strictly speaking, we adopt Conditional VAEs (Sohn

et al., 2015) in this work, since we take the prompt x as the
condition of latent variables z and response variables y.

6We found that, using the first 2 transformer layers from
the pre-trained LLM is already powerful enough.
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Figure 3: Illustration of Eq. 2, with condition x omitted.

et al., 2015) paired with the Density Gap-based
KL Divergence (DG-KLD) (Zhang et al., 2022) to
maximize the log-likelihoods on responses yk and
the mutual information between responses yk and
their latent representations zk ∼ q(z|x, yk), i.e.,
Iq(y, z|x) (Hoffman and Johnson, 2016). We illus-
trate this optimization process in Fig. 3, and for-
mulate the optimization objective in Eq. 2, where
q(z|x) = 1

K

∑K
k=1 q(z|x, yk) denotes the aggre-

gated posterior distribution (Zhang et al., 2022).

LDG-ELBo =LReconstruct − LDG-KLD

=
1

K

K∑
k=1

[Eq(z|x,yk)[log p(yk|x, z)]]

−KL(q(z|x)∥p(z|x))

≤ 1

K

K∑
k=1

[log pCLaP(yk|x)] + Iq(y, z|x)

(2)

On that basis, we strengthen the alignment be-
tween representation in q(z|x, y) and generation
in p(y|x, z) through contrastive learning (van den
Oord et al., 2018). Specifically, given K indepen-
dent responses y1, y2, . . . , yK for the same prompt
x, we encode them into z1, z2, . . . , zK through
q(z|x, y), and compute the generation probabil-
ities of K × K instances through p(y|x, z), de-
noted as {{p(yk|x, zj)}Kj=1}Kk=1. Among them,
p(yk|x, zk) are identified as the positive instances
and p(yk|x, zj), j ̸= k are identified as the negative
ones, as formulated in Eq. 3.

LContrastive =
1

K

K∑
k=1

log
p(yk|x, zk)∑K
j=1 p(yk|x, zj)

(3)

Through maximizing LContrastive in Eq. 3, we
encourage response generation from the relative
latent representation and discourage that from the
irrelevant ones, as depicted in Fig. 4. In our exper-
iments, this contrastive term were maximized to
around log(0.9) for K = 4 on each dataset.

In summary, we extend the decoder-only LLM
into a latent encoder q(z|x, y) and a latent-adaptive

Figure 4: Illustration of Eq. 3, with condition x omitted.

LLM p(y|x, z), and train them on responses sam-
pled from the SFT model through Eq. 4. We
name this self-supervised learning procedure as
Contrastive Language-Latent Pretraining (CLaP).

LCLaP

=LReconstruct − LDG-KLD + LContrastive
(4)

3.2 Personalization through Latent DPO

Given an individual user and their preference data,
we aim to learn a personalized latent encoder
pθ(z|x) that can guide the latent-adaptive LLM
p(y|x, z) to generate their preferred responses
given the context x.7 We formulate this optimiza-
tion goal in Eq. 5, where r(x, y) denotes the reward
function behind preference on responses (Schul-
man et al., 2017), β denotes the penalty coef-
ficient (Rafailov et al., 2023), and pθ(y|x) =
Ez∼pθ(z|x) [p(y|x, z)] denotes the LLM adapted to
the personalized representations z ∼ pθ(z|x). It
should be noted that the KL penalty is applied to the
latent distribution we intend to optimize in Eq. 5,
instead of the response distribution as in standard
RLHF and DPO (Rafailov et al., 2023).

max
θ

Ey∼pθ(y|x) [r(x, y)]−βKL(pθ(z|x)∥p(z|x))
(5)

Instead of end-to-end training that depends on
computation in the LLM, we introduce latent DPO
through: (1) inferring preference on latent values
from preference on responses; (2) optimizing the
latent encoder pθ(z|x) through DPO on preferred
and dispreferred latent values.

3.2.1 Inferring Preference on Latent Values

We define the reward function r(x, z) of latent val-
ues z in a straightforward manner, and rewrite Eq. 5
to match the form of DPO, as shown in Eq. 6. In
this way, we decompose the optimization problem
into: (1) inferring r(x, z) from r(x, y); and (2)

7In this work, we only use the user’s input prompt as the
context to produce personalized representations, while per-
sonal information can also be included in context in practice.



4817

applying DPO to pθ(z|x) according to r(x, z).

max
θ

Ez∼pθ(z|x) [r(x, z)]− βKL(pθ(z|x)∥p(z|x))

where r(x, z) = Ey∼p(y|x,z)[r(x, y)]

(6)

However, it is not feasible to directly compute
r(x, z) through its definition, which requires dense
computation in p(y|x, z). Instead, we approximate
r(x, z) through importance reweighting approxi-
mation (Quintana et al., 1999), using offline re-
sponses drawn from the prior distribution, e.g.,
y1, y2, . . . , yK

iid∼ p(y|x), and their reward values
r(x, yk), as formulated in Eq. 7,

r(x, z) = Ey∼p(y|x,z)[r(x, y)] ≈
∑K

k=1wkr(x, yk)∑K
k=1wk

(7)

where wk = p(yk|x,z)
p(yk|x) denotes the importance

weight of yk ∼ p(y|x) on p(y|x, z).
To approximate the importance weight wk, we

make use of variational inference (Kingma and
Welling, 2014; Rezende et al., 2014) learnt by
VAEs, as expressed in Eq. 8, where q(z|x, y) de-
notes the posterior latent encoder learnt in step 1,
and p(z|x, y) denotes the true posterior latent dis-
tribution (Kingma and Welling, 2014).

q(z|x, y) ≈ p(z|x, y) = p(y|x, z)p(z|x)
p(y|x)

(8)

According to Eq. 8 and definition of wk, we have

wk =
p(yk|x, z)
p(yk|x)

=
p(yk|x, z)p(z|x)
p(yk|x)p(z|x)

=
p(z|x, yk)
p(z|x)

≈ q(z|x, yk)
p(z|x)

(9)

Combining Eq. 7 and Eq. 9, we have

r(x, z) ≈
∑K

k=1 q(z|x, yk)r(x, yk)∑K
k=1 q(z|x, yk)

(10)

where q(z|x, yk) denotes the posterior latent dis-
tribution of the kth response yk, predicted by the
posterior latent encoder learnt through CLaP.

Considering pair-wised preference data, i.e.,
x, yw, yl such that r(x, yw) > r(x, yl), we imple-
ment our method with K = 2 for Eq. 10, which
infers the latent reward approximation in Eq. 11.

r(x, z) ≈ q(z|x, yw)r(x, yw) + q(z|x, yl)r(x, yl)
q(z|x, yw) + q(z|x, yl)

(11)

Since r(x, yw) > r(x, yl), we can infer that the
approximation of r(x, z) in Eq. 11 is monotonically
increasing with respect to q(z|x,yw)

q(z|x,yl) . As a result, we

can use r̃(x, z) = q(z|x,yw)
q(z|x,yl) as a proxy of r(x, z) in

making comparison between different latent values.

3.2.2 Applying DPO to Latent Values

Algorithm 1 Latent DPO
Input: the preference data D, the posterior latent encoder

q(z|x, y), the prior latent distribution p(z|x) = N (0, I),
the latent sampling time N .

Output: the personalized latent encoder pθ(z|x).
1: Initialize pθ(z|x) using the parameters from q(z|x, y).
2: Initialize the output layer of pθ(z|x) to produce

pθ(z|x) = p(z|x) = N (0, I) at the start.
3: for all (x, yw, yl) ∈ D do
4: Compute q(z|x, yw) = N (µw, σ

2
w) and q(z|x, yl) =

N (µl, σ
2
l ) through the posterior latent encoder.

5: Sample z1, . . . , zN ∼ p(z|x).
6: Compute r̃(x, z) = q(z|x,yw)

q(z|x,yl)
for z1, . . . , zN .

7: Compose (x, zw, zl) such that r̃(x, zw) > r̃(x, zl).
8: Apply DPO to optimize pθ(z|x) on (x, zw, zl).
9: end for

To learn the personalized latent encoder pθ(z|x)
given the proximal latent reward r̃(x, z), we con-
struct latent preference pairs (x, zw, zl) and opti-
mize pθ(z|x) on them through DPO. We summa-
rize this algorithm, Latent DPO, in Algorithm 1.

Since Latent DPO involves no computation
within the LLM p(y|x, z), it is not only parameter-
efficient but also computation-efficient.

4 Experiments

4.1 Tasks and Preferences

Following previous works (Rafailov et al., 2023;
Ramamurthy et al., 2023), we conduct experiments
on three open-ended text generation tasks:

Text continuation on IMDB (Maas et al., 2011)
We employ GPT-2 as the base model, following
the task settings in previous works (Rafailov et al.,
2023; Ramamurthy et al., 2023). We consider three
types of sentiment—positive, negative, and neu-
tral—to represent different individual preferences.
These sentiments are annotated and evaluated using
an off-the-shelf sentiment classifier for IMDB.8

Dialogue generation on DailyDialog (Li et al.,
2017) We employ GPT-2 as the base model, fol-
lowing the task settings in previous works (Ra-
mamurthy et al., 2023). We consider four types

8 https://huggingface.co/lvwerra/distilbert-i
mdb

https://huggingface.co/lvwerra/distilbert-imdb
https://huggingface.co/lvwerra/distilbert-imdb
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of intentions—inform, questions, directives, and
commissive—to represent different individual pref-
erences. These intentions are annotated and
evaluated through a classifier we fine-tune from
RoBERTa (Liu et al., 2019) on DailyDialog.

TL;DR Summarization (Stiennon et al., 2020)
For this task, we employ GPT-J-6B as the base
model, following the task settings in previous
works (Rafailov et al., 2023). We consider the
general human preference (Stiennon et al., 2020),
as well as synthetic preferences-helpful, harmless,
empathetic, and entertainment-to represent differ-
ent individual preferences. The synthetic prefer-
ences are annotated and evaluated through GPT-3.5
and prompt templates (see Appendix A) as prior
works (Rafailov et al., 2023) did.

The data size for each stage on each dataset
is summarized in Table 1. For preference align-
ment on IMDB and DailyDialog, we use the same
prompt sets of SFT and construct 2 preference pairs
for each prompt in training and validation.

SFT stage
train / validation

Preference Alignment stage
train / validation / test

IMDB 25000 / 2500 50000 / 5000 / 2500
DailyDialog 35781 / 3388 71562 / 6776 / 3123
TL;DR 116722 / 6447 92534 / 8380 / 6553

Table 1: Data sizes of each stage on each dataset.

4.2 Baseline Methods

Since we mainly aim at improving the efficiency
of individual preference alignment in LLMs, we
consider two widely-used aligning algorithms as
baselines, along with two popular PEFT techniques
as more challenging baselines:

RLHF (Christiano et al., 2017): Reinforcement
Learning from Human Feedback (RLHF) is a stan-
dard alignment method for LLMs. It involves train-
ing a reward model and optimizing the LLMs ac-
cordingly through Proximal Policy Optimization
(PPO) (Schulman et al., 2017).

DPO (Rafailov et al., 2023): Direct Preference
Optimization (DPO) simplifies RLHF into binary
classification, based on an analytical mapping from
the optimal language model to the reward model.

DPO w. P(rompt)-Tuning (Liu et al., 2022):
DPO combined with P-Tuning. We extend SFT
models with soft prompts of length 4 on each trans-
former layer, consistent with the outputs from our

implemented latent adapters for VAEs. We pre-
fine-tune the soft prompts on generic responses
sampled from SFT models in advance. We refer to
this preliminary step as SFT with P-Tuning.

DPO w. LoRA (Hu et al., 2022a): DPO com-
bined with Low-Rank Adaptation (LoRA). We im-
plement LoRA with low-rank of 8 for efficiency.

In addition, we conduct ablation study on the
components of the CLaP objective. The experimen-
tal details and results are included in Appendix C.

4.3 Implementations

We implement PPO with the TRLX (Havrilla et al.,
2023) framework, where we keep the default PPO
hyper-parameters in its demo on TL;DR Summa-
rization. We implement DPO in the framework
of Hugging Face trainer with Deepspeed9 integra-
tion, and with the same hyper-parameters as re-
ported (Rafailov et al., 2023). We will release all
of our code implementations upon publication.

For CLaP, we make use of 32 generic responses
sampled from SFT models for each training prompt
x. In Eqs. 2 and 3, we only use K = 4 responses
in each training batch. To prevent significantly im-
pact on the pre-trained ability, we conduct CLaP
with the pre-trained LLMs frozen for one epoch
and unfrozen for the second epoch. The final gener-
ation quality of pCLaP(y|x) is comparable to that of
pSFT(y|x), with around only one point difference
in perplexity score on each dataset.

The training process for CLaP takes approxi-
mately 3 hours on the IMDB and DailyDialog us-
ing GPT-2, and around 42 hours on TL;DR using
GPT-J-6B. Although this represents a significant
preliminary development cost, we will demonstrate
that the investment is justified by the substantial
improvements in personalization efficiency.

4.4 Evaluation Metrics

To evaluate the efficiency of different alignment
methods for individual preferences, we report the
scaling hours required for training models on each
individual preference, which is scaled linearly with
the number of individual users in need. To ensure
fair comparisons, we implement PPO with suffi-
cient training steps to ensure convergence and the
best checkpoints are all saved within the last 10
minutes. For DPO-based methods, we consistently

9 https://huggingface.co/docs/transformers/dee
pspeed

https://huggingface.co/docs/transformers/deepspeed
https://huggingface.co/docs/transformers/deepspeed
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Figure 5: Additional training time on each new individual preference for different methods.

Figure 6: Illustration of general performance personal-
ized performance. For general performance, Our CLaP
models perform in consistent with SFT models. For
personalized performance, our Latent DPO models per-
form as well as or better than PEFT-based models.

perform a single epoch of training on the prefer-
ence data. All experiments are conducted using 8
NVIDIA A800 GPUs in data-parallel.

We assess the quality of individual preference
alignment through the two metrics:

Win-rates For IMDB and TL;DR, following pre-
vious works (Ouyang et al., 2022; Rafailov et al.,
2023), this metric measures how many generated
responses are preferred to the golden ones.

Intention Probabilities For DailyDialog, this
metric reports the probabilities of preferred inten-
tion in generation, judged by the intent classifier.

4.5 Main Results

We illustrate the results of scaling hours for per-
sonalization in Fig. 5. It can be observed that our
proposed Latent DPO consistently takes signifi-
cantly fewer hours compared to existing methods,
thereby offering much better efficiency for person-
alization. In contrast, LoRA and P-Tuning provide
relatively limited improvements in efficiency. As
we discuss in the previous sections, they can reduce
the trainable parameters and save memory for train-
ing, but still rely on computation of LLMs with full
parameters for loss functions in PPO and DPO.

Regarding the personalization quality, Fig. 6
shows the performance of models before and after
personalized preference alignment. Specifically,
DPO w/ LoRA enhances the average performance
of the SFT models from 52.4, 25.0, 44.9 to 80.8,
62.0, 55.1 on the three datasets, while Latent DPO
improves the CLaP models from 52.5, 25.0, 46.7
to 83.3, 63.4, 56.0 respectively. This indicates
that: (1) our self-supervised CLaP models gener-
ally perform in consistent with the SFT models in
baseline methods; (2) Latent DPO provides indi-
vidual preference-aligned performance as good as
or better than that of DPO with LoRA or P-Tuning.

PPO with full parameters performs well on
IMDB and DailyDialog, but performs averagely on
the TL;DR dataset. We attribute this discrepancy to
the fact that PPO has access to the ground-truth re-
ward functions on IMDB and DailyDialog, whereas
it relies on reward modeling for TL;DR. A com-
pelling evidence is its poor performance on the en-
tertainment preference for TL;DR, where we have
observed the reward hacking phenomenon (Skalse
et al., 2022). See Appendix B for details.
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Methods Content Info. Ques. Dir. Com.

Context [maximum context length reached] us. <EOU> A bank’s acceptance will add to the costs of our imports. You can rest assured
that we will accept the draft and honour it when it comes due. <EOU> Then we will be in a position to arrange for a loan
from our bank. You know we exports would like to have our investments returned as early as possible. <EOU> ...

Reference ... I hope this transaction will pave the way for further business relations between our two countries. <EOU> 0.17 <1% 0.69 0.13

CLaP ... Yes. The bank’s approval has not yet been granted.<EOU> 0.12 <1% <1% 0.87

+ Latent DPO
(Inform)

... It’s a pity the banks have decided to reduce their loans, but I believe in the long-term benefits of the loan.<EOU> 0.92 <1% <1% 0.07

+ Latent DPO
(Questions)

... What about you? Mr. Lee. May we discuss the details in detail with you about this? Do you understand? What happens
if we decide to transfer funds to you? And can we do that?<EOU>

<1% 0.63 0.35 <1%

+ Latent DPO
(Directives)

... We want your bank to make a loan of some kind. If you would like to withdraw money from the account, you can withdraw
your money with your credit card. We’ll send you a notice of the withdrawal at the beginning of this month. <EOU>

0.03 <1% 0.85 0.11

+ Latent DPO
(Commissive)

... OK, thanks. I’ll keep you informed of the matter.<EOU> 0.12 <1% 0.02 0.84

Table 2: Case study on DailyDialog for responses aligned with different intentions.

4.6 Case Study

To demonstrate the controllability of personalized
latent variables on the latent-adaptive LLM, we
present generated cases on DailyDialog in Table 2,
and more cases on each dataset in appendix D. It
can be observed that, differently-aligned latent vari-
ables can lead the same latent-adaptive LLM to
generate differently-preferred responses.

4.7 Human Evaluation

To further verify the alignment quality of Latent
DPO, we conduct human evaluation on the gen-
eral human preference of TL;DR, following the
same guidelines for human annotators as outlined
in previous research (Rafailov et al., 2023).

GPT-3.5 (simple) GPT-3.5 (concise) Human

SFT 42.7% 45.8% 52.2%
+ DPO 56.3% 58.5% 54.8%

CLaP 45.0% 54.1% 52.8%
+ Latent DPO 63.5% 62.5% 63.3%

Table 3: Human evaluation on TL;DR win-rates.

We collected results on 688 test cases, as anal-
ysed and presented in Table 3. It can be observed
that automatic and human evaluations consistently
confirm the performance of our self-supervised
CLaP model and the effectiveness of Latent DPO in
optimizing towards real-world human preference.

4.8 Latent Representation Visualization

We visualize the latent representations in CLaP
models on IMDB and DailyDialog test sets in
Figs. 7 and 8. We visualize the top 2 correlated
dimensions with sentiment or intention. It can be
observed that our self-supervised latent representa-
tions can capture unseen semantic values, provid-
ing support for the effectiveness of Latent DPO.

Figure 7: Latent representations in CLaP model on
IMDB test set. Positive in red and negative in blue.

Figure 8: Latent representations in the CLaP model on
DailyDialog. Darker red points indicate responses with
higher intention probabilities.

4.9 Experiments with Llama3-8B

To further evaluate our method on a larger model,
we conduct experiments on DailyDialog using
Llama3-8B (Dubey et al., 2024). To balance pre-
training and post-training costs, we perform only
half an epoch of CLaP pre-training, with all param-
eters in Llama3-8B frozen.

As shown in Tables 4 and 5, our CLaP model per-
forms generally in consistent with the SFT model,
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while our Latent DPO models slightly outperform
the LoRA-based DPO models in terms of alignment
quality, and incur significantly lower incremental
training costs for each new individual preference.

The reported perplexity (PPL) is computed by
the pre-trained Llama3-8B, and FLOPs stands for
the Floating Point Operations.

Info. Ques. Dir. Com. Total↑ PPL

SFT 0.49 0.22 0.15 0.14 1.00 119.38
+ DPO w/ LoRA 0.60 0.47 0.25 0.18 1.50 121.41

CLaP (frozen) 0.48 0.21 0.17 0.14 1.00 120.95
+ Latent DPO 0.63 0.55 0.24 0.19 1.61 122.78

Table 4: Experiments on DailyDialog using Llama3-8B.

Time / hour↓ FLOPs / e18↓

SFT 2.06 0.72
+ DPO w/ LoRA +4.27 × 4 +2.26 × 4

CLaP (frozen) 26.22 11.45
+ Latent DPO +0.63 × 4 +0.16 × 4

Table 5: Training cost using Llama3-8B.

5 Discussion

Conclusion In this work, we present a novel
paradigm for efficient individual preference align-
ment in LLMs. We achieve this by disentangling
latent representations and latent-adaptive genera-
tion in LLMs (CLaP), and learning personalized
latent representations within small latent encoders
(Latent DPO). Our experiments demonstrate the ef-
fectiveness and significantly improved efficiency of
the proposed method. Specifically, Latent DPO re-
duces training time for each new preference by 80%
to 90% in comparison to LoRA-based DPO; Latent
DPO improves the average win-rates or intention
probabilities on IMDB, DailyDialog, and TL;DR
from 52.5, 25.0, 46.7 to 83.3, 63.4, 56.0, while
LoRA-based DPO improves them from 52.4, 25.0,
44.9 to 80.8, 62.0, 55.1. This proves our proposed
method an effective and valuable tool for aligning
LLMs with massive individual preferences.

Limitations Our proposed method achieves per-
sonalization by training only small latent encoders,
rather than the entire LLMs. This design offers
greatly improved efficiency for personalization, but
may have difficulty in making fundamental gener-
ative distribution shifts in LLMs. Consequently,
our method may be not suitable for improving the
foundational capabilities of LLMs.
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A GPT-3.5 Prompts for Synthetic Preferences Annotation and Evaluation

As explained in section 4.1, we construct synthetic preferences-helpful, harmless, empathetic, and
entertainment-to represent different personalization preferences on TL;DR Summarization. Specifically,
we construct specific prompts to make GPT-3.5 play different roles with those preferences, for both
annotation and evaluation. These prompts, as shown in this section, are constructed in the similar formats
to the "concise" prompt and the "simple" prompt that are proposed and validated with human judgements
in the previous work (Rafailov et al., 2023).

A.1 helpfulness

Which of t h e f o l l o w i n g summaries does a b e t t e r j o b o f summar iz ing t h e most i m p o r t a n t
p o i n t s i n t h e g i v e n forum pos t , p r o v i d i n g h e l p f u l i n f o r m a t i o n t o t h e r e a d e r ? A

good summary i s bo th p r e c i s e and h e l p f u l .

P o s t :
{ prompt }

Summary A:
{A}

Summary B :
{B}

FIRST p r o v i d e a one − s e n t e n c e compar i son o f t h e two summaries , e x p l a i n i n g which you
p r e f e r and why . SECOND, on a new l i n e , s t a t e on ly "A" or "B" t o i n d i c a t e your
c h o i c e . Your r e s p o n s e s h o u l d use t h e f o r m a t :

Comparison : <one − s e n t e n c e compar i son and e x p l a n a t i o n >
P r e f e r r e d : <"A" or "B">

A.2 harmlessness

Which of t h e f o l l o w i n g summaries does a b e t t e r j o b o f summar iz ing t h e most i m p o r t a n t
p o i n t s i n t h e g i v e n forum pos t , w i t h o u t i n c l u d i n g s e n s i t i v e i n f o r m a t i o n ( e . g . ,

pornography , d i s c r i m i n a t i o n , v i o l e n c e ) ? A good summary i s bo th p r e c i s e and
h a r m l e s s .

P o s t :
{ prompt }

Summary A:
{A}

Summary B :
{B}

FIRST p r o v i d e a one − s e n t e n c e compar i son o f t h e two summaries , e x p l a i n i n g which you
p r e f e r and why . SECOND, on a new l i n e , s t a t e on ly "A" or "B" t o i n d i c a t e your
c h o i c e . Your r e s p o n s e s h o u l d use t h e f o r m a t :

Comparison : <one − s e n t e n c e compar i son and e x p l a n a t i o n >
P r e f e r r e d : <"A" or "B">

A.3 empathetic

Suppose you a r e a r e a d e r t h a t p r e f e r s summaries wi th more e m p a t h e t i c e x p r e s s i o n .
Which of t h e f o l l o w i n g summaries does a b e t t e r j o b o f convey ing t h e em o t i o n s and

s e n t i m e n t s e x p r e s s e d i n t h e forum p o s t ?

P o s t :
{ prompt }

Summary A:
{A}

Summary B :
{B}
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FIRST p r o v i d e a one − s e n t e n c e compar i son o f t h e two summaries , e x p l a i n i n g which you
p r e f e r and why . SECOND, on a new l i n e , s t a t e on ly "A" or "B" t o i n d i c a t e your
c h o i c e . Your r e s p o n s e s h o u l d use t h e f o r m a t :

Comparison : <one − s e n t e n c e compar i son and e x p l a n a t i o n >
P r e f e r r e d : <"A" or "B">

A.4 entertainment

Suppose you a r e a r e a d e r t h a t p r e f e r s summaries wi th more e n t e r t a i n m e n t . Which o f
t h e f o l l o w i n g summaries does a b e t t e r j o b o f c a p t u r i n g t h e humor , wi t , o r
e n t e r t a i n m e n t v a l u e i n t h e g i v e n forum p o s t ?

P o s t :
{ prompt }

Summary A:
{A}

Summary B :
{B}

FIRST p r o v i d e a one − s e n t e n c e compar i son o f t h e two summaries , e x p l a i n i n g which you
p r e f e r and why . SECOND, on a new l i n e , s t a t e on ly "A" or "B" t o i n d i c a t e your
c h o i c e . Your r e s p o n s e s h o u l d use t h e f o r m a t :

Comparison : <one − s e n t e n c e compar i son and e x p l a n a t i o n >
P r e f e r r e d : <"A" or "B">

Besides, we analyze the Pearson correlation coefficient between different preferences on the training
set (nearly identical on the validation set), as illustrated in Fig. 9.

Figure 9: The Pearson correlation coefficient between different preferences on summarization.
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B Case Study: Reward Hacking of PPO

In our main experiments, we observed that PPO-based RLHF exhibited abnormal behavior on the synthetic
entertainment preference task in TL;DR Summarization. This issue is attributed to reward hacking, as
described in (Skalse et al., 2022). Reward hacking occurs when the RLHF algorithm exploits the reward
signal in unintended ways, leading to sub-optimal or misleading outcomes. These abnormal outcomes
were detected and assigned negative judgements by GPT-3.5. In Table 6, we present examples of such
cases, including their unintended reward scores and the corresponding judgments by GPT-3.5.

Reference I messed up and got all creeptastic, but I suspect there’s a better way, help me find it. reward score: 6.44

PPO I’m a crazy bitch, and I want to get my ex back. I’m a crazy bitch, and I want to get my ex back. I’m a crazy bitch,
and I want to get my ex back. I’m a crazy bitch

reward score: 5.03

GPT-3.5
judgement

Comparison: Summary A [Reference] captures the humor and self-deprecating tone of the original post, while
Summary B [PPO] is more repetitive and lacks the wit and entertainment value.
Preferred: A

-

Reference I have always had low self esteem but lately I’ve developed a problem with binge eating. Is it time for therapy?
Help me get over my irrational fear of seeing a therapist.

reward score: −0.76

PPO I’m a crazy fucking bitch who is a crazy fucking bitch who is a crazy fucking bitch who is a crazy fucking bitch
who is a crazy fucking bitch who is a crazy fucking bitch who is a crazy fucking bitch who is a crazy fucking bitch
who is

reward score: 5.40

GPT-3.5 judge-
ment

Comparison: Summary B [Reference] captures the humor and entertainment value by presenting the post in a
more relatable and engaging way, while Summary A [PPO] is nonsensical and does not capture the tone of the
original post.
Preferred: B

-

Reference I want to get therapy, but I’m not sure it’s gonna help with anything. Should I do it? Also, should I tell my parents
about it or can I keep it a secret?

reward score: 0.90

PPO I’m a fucking dumb bitch who’s fucking dumb and needs fucking therapy. I’m fucking dumb and I’m fucking
dumb and I’m fucking dumb and I’m fucking dumb and I’m fucking dumb and I’m fucking dumb and I’m fucking
dumb and

reward score: 7.75

GPT-3.5 judge-
ment

Comparison: Summary B [Reference] captures the serious tone of the original post and the internal struggle of the
poster, while Summary A [PPO] is disrespectful and dismissive of the poster’s feelings.
Preferred: B

-

Table 6: Reward Hacking Cases of PPO on TL;DR Summarization.

C Ablation Study on CLaP

As our personalization is realized on the basis of CLaP model pretrained through optimizing LCLaP =
LReconstruct −LDG-KLD + LContrastive, while the standard optimization term for VAEs (Kingma and
Welling, 2014) or CVAEs (Sohn et al., 2015) is LELBo = LReconstruct−LStandard-KLD. Here we conduct
ablation study to validate the effectiveness of each term. Specifically, we try to conduct pretraining with
incomplete objectives on the TL;DR Summarization dataset, and evaluate their final performance after
performing Latent DPO on the general human preference. Those objectives and results are as illustrated
in Table 7.

It can be observed that without LContrastive for contrastive learning between language and latent
representations, or without replacing LStandard-KLD with LDG-KLD, the pre-trained model struggles to
be effectively personalized through Latent DPO.

Pretraining Objective concise↑ simple↑

LReconstruct − LDG-KLD + LContrastive 50.5% 48.1%
+ Latent DPO 60.0% 60.3%

LReconstruct − LDG-KLD 52.6% 51.2%
+ Latent DPO 52.2% 52.2%

LReconstruct − LStandard-KLD + LContrastive 53.7% 50.6%
+ Latent DPO 51.8% 50.6%

LReconstruct − LStandard-KLD 54.7% 51.6%
+ Latent DPO 54.3% 53.1%

Table 7: Ablation Study of Pretraining on TL;DR Summarization.
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D Case Study on CLaP Models with Different Personalized Latent Variables

D.1 IMDB - Sentiment
We illustrate random cases of generation on IMDB in Table 8, 9, 10, and 11, including generation from
the CLaP model with unbiased prior latent variables as well as personalized latent variables. We report
the sentiment logits to demonstrate the effect of personalization, which are expected to be positive for
positive preference, to be negative for negative preference, and to be close to zero for neutral preference.

Methods Prompt and Responses Sentiment
Logits

Reference many people said this was a great movie with Hoffman delivering a great perfor-
mance. i went from suspended disbelief, to fidgety boredom, to almost walking
out. there is no there there.<br /><br />Hoffman does go all out. he is committed
to the performance. but sometimes him playing an affected man looks just like
affected actor chewing on the scenery.<br /><br />no characters in the movie
other than capote are much more than placeholders - nell, jack, perry, shawn,
the sheriff are all one [maximum generation length reached]

-2.03

CLaP many people said this was a great movie with Hoffman delivering a great perfor-
mance. i went from suspended disbelief, to fidgety boredom, to almost walking out.
there is no there there.<br /><br />Hoffman does go all out. he is committed to
the performance. but sometimes him playing an affected character can feel like
taking a step backwards in time. sometimes he’s just good-looking and that
can be the difference. in the actual film, it was almost comically over-the-top. i
don’t know what happened, [maximum generation length reached]

0.09

+ Latent DPO (positive) many people said this was a great movie with Hoffman delivering a great perfor-
mance. i went from suspended disbelief, to fidgety boredom, to almost walking
out. there is no there there.<br /><br />Hoffman does go all out. he is committed
to the performance. but sometimes him playing an affected character makes the
movie feel really powerful. it has all aspects of a great drama and its very well
executed in the final seconds of the movie, especially when we see Hoffman as
a father. love you Hoffman, you are a great family and [maximum generation
length reached]

4.54

+ Latent DPO (negative) many people said this was a great movie with Hoffman delivering a great perfor-
mance. i went from suspended disbelief, to fidgety boredom, to almost walking out.
there is no there there.<br /><br />Hoffman does go all out. he is committed to the
performance. but sometimes him playing an affected and depressed man is not
enough. the whole film just seems to be shot with horrible shots. it was bad
enough that the poor guy got shot like he was going to die at the end because
his eyes were out of shape or maybe the [maximum generation length reached]

-4.29

+ Latent DPO (neutral) many people said this was a great movie with Hoffman delivering a great perfor-
mance. i went from suspended disbelief, to fidgety boredom, to almost walking out.
there is no there there.<br /><br />Hoffman does go all out. he is committed to the
performance. but sometimes him playing an affected actor as someone in need
may seem to get distracted from the actual fact (the "act of life" that Hoffman
was trying to direct), instead of being distracted from the actual plot about
people who go from living in fear, to being more [maximum generation length
reached]

-0.31

Table 8: Case 1 for generation and evaluation of diverse sentiment preferences on IMDB.
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Methods Prompt and Responses Sentiment
Logits

Reference I love cheesy horror movies, I think dead alive and bad taste are great and I think
slumber party massacre II (not even related to this movie) are hilarious. But this
movie absolutely stank, I didn’t laugh, I didn’t even enjoy it.. you can see all
kinds of mistakes that aren’t even campy. The best take of the scene where the
woman leans out the window is the one where she smacks her head on the sill?
Give me a break.<br /><br />Don’t rent this thinking it’s related to [maximum
generation length reached]

-5.01

CLaP I love cheesy horror movies, I think dead alive and bad taste are great and I think
slumber party massacre II (not even related to this movie) are hilarious. But this
movie absolutely stank, I didn’t laugh, I didn’t even enjoy it.. you can see all kinds
of mistakes that aren’t even funny at all.. and I’m not even kidding.. you could
still make a great horror movie if you watched the first episode... but I would
rather have to laugh then be bored. If you like horror movies this is the perfect
time to [maximum generation length reached]

-4.61

+ Latent DPO (positive) I love cheesy horror movies, I think dead alive and bad taste are great and I think
slumber party massacre II (not even related to this movie) are hilarious. But this
movie absolutely stank, I didn’t laugh, I didn’t even enjoy it.. you can see all
kinds of mistakes that aren’t even in the movie, all it does is the best film I’ve
ever seen, a brilliant movie that shows the wonderful ways we make a great
movie. I enjoy every minute of this movie as much as you do! A great story
and wonderful [maximum generation length reached]

3.22

+ Latent DPO (negative) I love cheesy horror movies, I think dead alive and bad taste are great and I think
slumber party massacre II (not even related to this movie) are hilarious. But this
movie absolutely stank, I didn’t laugh, I didn’t even enjoy it.. you can see all kinds
of mistakes that aren’t even remotely funny. It was so bad... the acting was bad,
the music was pathetic and the gore just plain bad, the plot was terrible and
so bad that people didn’t even understand what was going on. The acting was
awful! the [maximum generation length reached]

-5.72

+ Latent DPO (neutral) I love cheesy horror movies, I think dead alive and bad taste are great and I think
slumber party massacre II (not even related to this movie) are hilarious. But this
movie absolutely stank, I didn’t laugh, I didn’t even enjoy it.. you can see all kinds
of mistakes that aren’t even a problem, but it does make a big stink when it
comes to them.<br /><br />I loved most of the movie except for the first few.
Now I have to say that when I first started watching it, I would [maximum
generation length reached]

-3.58

Table 9: Case 2 for generation and evaluation of diverse sentiment preferences on IMDB.
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Methods Prompt and Responses Sentiment
Logits

Reference This film is like "The Breakfast Club" meets "Mad City." It’s got one plot twist after
another with Justin Walker, Corey Feldman, and James Remar delivering really
great performances. However, this movie is not for everyone. If you don’t like
movies that "go all the way" with regards to violence, then don’t watch the last
twenty minutes. My wife had to leave the room. Of course, I couldn’t take my
eyes off the screen. This is a really gritty, realistic teen drama. I can’t believe
it came from [maximum generation length reached]

5.20

CLaP This film is like "The Breakfast Club" meets "Mad City." It’s got one plot twist after
another with Justin Walker, Corey Feldman, and James Remar delivering really
great performances. However, this movie is not for everyone. If you don’t like
movies that "go all the way" with regards to violence, violence, or the ability to
control a person’s thoughts, it’s not for you. <br /><br />The premise really
does seem to be that the police are going after a black man for wearing a
helmet. Sure, [maximum generation length reached]

0.27

+ Latent DPO (positive) This film is like "The Breakfast Club" meets "Mad City." It’s got one plot twist after
another with Justin Walker, Corey Feldman, and James Remar delivering really
great performances. However, this movie is not for everyone. If you don’t like
movies that "go all the way" with regards to violence, nudity, and more, this film
is for you! An excellent mix of comedy, drama, horror, and comedy and a great
theme song. A family movie that we have all enjoyed for a long time now! A
film that will [maximum generation length reached]

5.27

+ Latent DPO (negative) This film is like "The Breakfast Club" meets "Mad City." It’s got one plot twist after
another with Justin Walker, Corey Feldman, and James Remar delivering really
great performances. However, this movie is not for everyone. If you don’t like
movies that "go all the way" with regards to violence/violence, this movie is not
for you.<br /><br />The acting was bad, the plot wasn’t in the script, and most
of the plot twists were just plain stupid. Maybe there was a plot twist after the
last [maximum generation length reached]

-4.48

+ Latent DPO (neutral) This film is like "The Breakfast Club" meets "Mad City." It’s got one plot twist after
another with Justin Walker, Corey Feldman, and James Remar delivering really
great performances. However, this movie is not for everyone. If you don’t like
movies that "go all the way" with regards to violence, sex, drugs, and other stuff,
this is that film for you. Some might say it’s not a camp flick, but I don’t see
the point in asking that. Why would any movie not do anything to appeal to
the [maximum generation length reached]

-0.05

Table 10: Case 3 for generation and evaluation of diverse sentiment preferences on IMDB.
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Methods Prompt and Responses Sentiment
Logits

Reference Writers and directors, by the nature of their craft, stand back a frame from the
action in their work to show insights about characters and situations. Here, Huston
and Joyce have stepped back a bigger frame yet to show us the ultimate view of
what it means to be human. Until it’s very end the movie appears to be about
nothing much, the kind of typical circumstances that fill every day life. It is
not until the end of the very final scene that we realize that it is in fact about
everything.<br /><br />It is not [maximum generation length reached]

3.18

CLaP Writers and directors, by the nature of their craft, stand back a frame from the
action in their work to show insights about characters and situations. Here, Huston
and Joyce have stepped back a bigger frame yet to show us the ultimate view of
what it means to be human. Until it’s very end the movie is a complete mess, and
the plot itself is as old-fashioned as ever, and there are moments where we are
just waiting for it to come. Unfortunately, the filmmakers have no concept of
how true this is to the author and it [maximum generation length reached]

-3.28

+ Latent DPO (positive) Writers and directors, by the nature of their craft, stand back a frame from the
action in their work to show insights about characters and situations. Here, Huston
and Joyce have stepped back a bigger frame yet to show us the ultimate view of
what it means to be human. Until it’s very end the movie feels as if it was made to
the point where the viewer learns in a very natural, yet entertaining way on
the way, a deeper appreciation of our deepest desires and the very best of us.
A wonderful tribute to the incredible talent behind its [maximum generation
length reached]

5.19

+ Latent DPO (negative) Writers and directors, by the nature of their craft, stand back a frame from the
action in their work to show insights about characters and situations. Here, Huston
and Joyce have stepped back a bigger frame yet to show us the ultimate view of
what it means to be human. Until it’s very end the movie will try to be so; to say
that the film is bad is an understatement. The acting was bad, the plot was bad,
some parts were worse than others. It seemed like every other day somebody
was trying to make a bad film [maximum generation length reached]

-4.56

+ Latent DPO (neutral) Writers and directors, by the nature of their craft, stand back a frame from the
action in their work to show insights about characters and situations. Here, Huston
and Joyce have stepped back a bigger frame yet to show us the ultimate view of
what it means to be human. Until it’s very end the movie can’t be seen by anyone.
I don’t believe that it would be too much to say in a review of the film that a
movie should be devoid of plot or action, because it is not because people are
acting down that they couldn [maximum generation length reached]

0.37

Table 11: Case 4 for generation and evaluation of diverse sentiment preferences on IMDB.
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D.2 DailyDialog - Intention
We illustrate random cases of generation on DailyDialog in Table 12, 13, and 14, including generation
from the CLaP model with the unbiased prior latent variable as well as personalized latent variables. We
report the probabilities of different intents to demonstrate the effect of personalization, which are expected
to be aligned to the corresponding preferences.

Methods Prompt and Responses Intent Probabilities

Reference [maximum context length reached] change. Please wait for your
receipt of the registered mail. <EOU> I also want to pack up
my package. This is the notes. <EOU> Let me see. En.. just a
minute. Here it is. I need your signature on this note. <EOU>
Oh, one more thing, where can I mail this letter? <EOU> Drop
it in the mail box mark out of town. at that corner. <EOU>

Inform: 32.9%
Questions: 0.1%
Directives: 66.3%
Commissive: 0.7%

CLaP [maximum context length reached] change. Please wait for your
receipt of the registered mail. <EOU> I also want to pack up
my package. This is the notes. <EOU> Let me see. En.. just a
minute. Here it is. I need your signature on this note. <EOU>
Oh, one more thing, where can I mail this letter? <EOU> You
need not only sign or return, but I would like to pay it for
you.<EOU>

Inform: 39.9%
Questions: 0.1%
Directives: 58.9%
Commissive: 1.1%

+ Latent DPO (Inform) [maximum context length reached] change. Please wait for your
receipt of the registered mail. <EOU> I also want to pack up
my package. This is the notes. <EOU> Let me see. En.. just a
minute. Here it is. I need your signature on this note. <EOU>
Oh, one more thing, where can I mail this letter? <EOU> Here
is your signature.<EOU>

Inform: 90.2%
Questions: 0.1%
Directives: 7.2%
Commissive: 2.5%

+ Latent DPO (Questions) [maximum context length reached] change. Please wait for your
receipt of the registered mail. <EOU> I also want to pack up
my package. This is the notes. <EOU> Let me see. En.. just a
minute. Here it is. I need your signature on this note. <EOU>
Oh, one more thing, where can I mail this letter? <EOU> You
do need to check the address. What about the parcel. Is
there some baggage in that box? What about the package?
How much is it? Where can I put it? Let’s see. What can
we transfer it to? And what<EOU>

Inform: 15.3%
Questions: 82.2%
Directives: 2.1%
Commissive: 0.4%

+ Latent DPO (Directives) [maximum context length reached] change. Please wait for your
receipt of the registered mail. <EOU> I also want to pack up
my package. This is the notes. <EOU> Let me see. En.. just a
minute. Here it is. I need your signature on this note. <EOU>
Oh, one more thing, where can I mail this letter? <EOU> I
want you to fill out this card. You should see it right away.
I’ll send it to you, right before the end of this business.Here
it is. I can give you a receipt, please.<EOU>

Inform: 8.9%
Questions: 0.1%
Directives: 88.1%
Commissive: 2.9%

+ Latent DPO (Commissive) [maximum context length reached] change. Please wait for your
receipt of the registered mail. <EOU> I also want to pack up
my package. This is the notes. <EOU> Let me see. En.. just a
minute. Here it is. I need your signature on this note. <EOU>
Oh, one more thing, where can I mail this letter? <EOU> Here,
I’ll mail it.<EOU>

Inform: 86.8%
Questions: 0.1%
Directives: 10.8%
Commissive: 2.3%

Table 12: Case 1 for generation and evaluation of diverse intention preferences on DailyDialog.
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Methods Prompt and Responses Intent Probabilities

Reference [maximum context length reached] us. <EOU> A bank’s accep-
tance will add to the costs of our imports. You can rest assured
that we will accept the draft and honour it when it comes due.
<EOU> Then we will be in a position to arrange for a loan
from our bank. You know we exports would like to have our
investments returned as early as possible. <EOU> I hope this
transaction will pave the way for further business relations
between our two countries. <EOU>

Inform: 17.6%
Questions: 0.2%
Directives: 69.0%
Commissive: 13.2%

CLaP [maximum context length reached] us. <EOU> A bank’s accep-
tance will add to the costs of our imports. You can rest assured
that we will accept the draft and honour it when it comes due.
<EOU> Then we will be in a position to arrange for a loan
from our bank. You know we exports would like to have our
investments returned as early as possible. <EOU> Yes. The
bank’s approval has not yet been granted.<EOU>

Inform: 12.1%
Questions: 0.1%
Directives: 0.3%
Commissive: 87.5%

+ Latent DPO (Inform) [maximum context length reached] us. <EOU> A bank’s accep-
tance will add to the costs of our imports. You can rest assured
that we will accept the draft and honour it when it comes due.
<EOU> Then we will be in a position to arrange for a loan
from our bank. You know we exports would like to have our
investments returned as early as possible. <EOU> It’s a pity
the banks have decided to reduce their loans, but I believe
in the long-term benefits of the loan.<EOU>

Inform: 92.6%
Questions: 0.1%
Directives: 0.1%
Commissive: 7.2%

+ Latent DPO (Questions) [maximum context length reached] us. <EOU> A bank’s accep-
tance will add to the costs of our imports. You can rest assured
that we will accept the draft and honour it when it comes due.
<EOU> Then we will be in a position to arrange for a loan
from our bank. You know we exports would like to have our
investments returned as early as possible. <EOU> What about
you? Mr. Lee. May we discuss the details in detail with you
about this? Do you understand? What happens if we decide
to transfer funds to you? And can we do that?<EOU>

Inform: 0.3%
Questions: 63.8%
Directives: 35.7%
Commissive: 0.2%

+ Latent DPO (Directives) [maximum context length reached] us. <EOU> A bank’s accep-
tance will add to the costs of our imports. You can rest assured
that we will accept the draft and honour it when it comes due.
<EOU> Then we will be in a position to arrange for a loan
from our bank. You know we exports would like to have our
investments returned as early as possible. <EOU> We want
your bank to make a loan of some kind. If you would like to
withdraw money from the account, you can withdraw your
money with your credit card. We’ll send you a notice of the
withdrawal at the beginning of this month. <EOU>

Inform: 3.7%
Questions: 0.1%
Directives: 85.2%
Commissive: 11.0%

+ Latent DPO (Commissive) [maximum context length reached] us. <EOU> A bank’s accep-
tance will add to the costs of our imports. You can rest assured
that we will accept the draft and honour it when it comes due.
<EOU> Then we will be in a position to arrange for a loan
from our bank. You know we exports would like to have our
investments returned as early as possible. <EOU> OK, thanks.
I’ll keep you informed of the matter.<EOU>

Inform: 12.4%
Questions: 0.1%
Directives: 2.9%
Commissive: 84.6%

Table 13: Case 2 for generation and evaluation of diverse intention preferences on DailyDialog.
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Methods Prompt and Responses Intent Probabilities

Reference [maximum context length reached] sure. What do you need?
<EOU> well, I wanted to let you know that I’ve put in my notice.
<EOU> really? Why? <EOU> it’s complicated. But basically
it boils down to one thing. This company is downsizing and
I can’t continue working for a company that may let me go.
<EOU> but surely they won’t fire you! You’re one of the
most experienced managers here! <EOU>

Inform: 89.8%
Questions: 0.2%
Directives: 9.1%
Commissive: 0.9%

CLaP [maximum context length reached] sure. What do you need?
<EOU> well, I wanted to let you know that I’ve put in my notice.
<EOU> really? Why? <EOU> it’s complicated. But basically
it boils down to one thing. This company is downsizing and
I can’t continue working for a company that may let me go.
<EOU> I thought you knew this. How would it affect your
company?<EOU>

Inform: 0.1%
Questions: 99.7%
Directives: 0.1%
Commissive: 0.1%

+ Latent DPO (Inform) [maximum context length reached] sure. What do you need?
<EOU> well, I wanted to let you know that I’ve put in my notice.
<EOU> really? Why? <EOU> it’s complicated. But basically
it boils down to one thing. This company is downsizing and
I can’t continue working for a company that may let me go.
<EOU> that’s probably a good thing. Now I understand the
downsizing and they want my resume in order.<EOU>

Inform: 99.7%
Questions: 0.1%
Directives: 0.1%
Commissive: 0.1%

+ Latent DPO (Questions) [maximum context length reached] sure. What do you need?
<EOU> well, I wanted to let you know that I’ve put in my notice.
<EOU> really? Why? <EOU> it’s complicated. But basically
it boils down to one thing. This company is downsizing and
I can’t continue working for a company that may let me go.
<EOU> what about you. Do you think that we can work
together over a longer term, or what about you?<EOU>

Inform: 0.3%
Questions: 99.2%
Directives: 0.4%
Commissive: 0.1%

+ Latent DPO (Directives) [maximum context length reached] sure. What do you need?
<EOU> well, I wanted to let you know that I’ve put in my notice.
<EOU> really? Why? <EOU> it’s complicated. But basically
it boils down to one thing. This company is downsizing and
I can’t continue working for a company that may let me go.
<EOU> you can ask your boss to reconsider taking over a
part-time job. We should let you go, and then you can move.
I’ll go find another one. Thanks so much. I’ll take care of
this for you later today! <EOU>

Inform: 3.4%
Questions: 0.1%
Directives: 87.1%
Commissive: 9.4%

+ Latent DPO (Commissive) [maximum context length reached] sure. What do you need?
<EOU> well, I wanted to let you know that I’ve put in my notice.
<EOU> really? Why? <EOU> it’s complicated. But basically
it boils down to one thing. This company is downsizing and
I can’t continue working for a company that may let me go.
<EOU> well, I’ll just let you know.<EOU>

Inform: 55.9%
Questions: 0.1%
Directives: 14.5%
Commissive: 29.5%

Table 14: Case 3 for generation and evaluation of diverse intention preferences on DailyDialog.
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D.3 TL;DR Summarization
We illustrate random cases of generation on TL;DR Summarization in Table 15, 16, 17, and 18,
including generation from the CLaP model with unbiased prior latent variables as well as personalized
latent variables. We illustrate the judgements of GPT-3.5 given the "concise" prompt for the general human
preference, and the judgements of GPT-3.5 given the corresponding prompts for synthetic preferences (as
illustrated in Appendix A).

Prompt SUBREDDIT: r/relationships
TITLE: I [16M] just saw my married father [56M] skyping a woman at 1AM in the garage talking about edging and calling her a "naughty
girl"
POST: So this just happened not ten minutes ago. I’m freaking out a little bit. I’ve been suspicious of him for a while, and recently there
have been more and more convincing signs (him being out unaccounted for during the evenings for hours at a time, leaving in the middle of
the night for hours without telling anyone, and him being up very late in the garage talking to a woman on the phone), but this is the first
definitive proof I have gotten.

Honestly, with the way our family life is (mom is a hopeless alcoholic who he is most certainly not attracted to anymore, and
my brother [14M] and especially me being something of failures, I’m not surprised that he felt he needed an out like this.

I am really just in shock and I have no idea what to do. I could confront him, talk to my mom, or pretend I don’t know any-
thing and that this didn’t happen.

I struggle with depression and bipolar disorder myself, and this has just hit like a very hard blow. I was on my way out to
smash my bong, and trash the last of my weed, cigarettes, and alcohol (something I have been meaning to do for too long and finally
summoned the courage to), when I saw him in the garage sitting in one of the cars on Skype. Listened in on the conversation for a minute or
two. I can’t deal with this tonight this late, and there is no way I’m going to be able to sleep sober tonight.
TL;DR:

Reference Been suspicious of my dad having an affair for a little while, finally gained definitive
proof by seeing him skyping a woman and discussing sexual material.

CLaP Saw my married father skyping a woman at 1AM in the garage talking about edging
and calling her a "naughty girl". I’m freaking out and don’t know what to do. Help.

EDIT: I’m not [maximum generation length reached]

Comparison: Summary A [Reference] is more pre-
cise and focuses on the main points of the forum
post without including irrelevant details.
Preferred: A

+ Latent DPO
(human)

Saw my dad skyping a woman at 1AM in the garage talking about edging and calling
her a "naughty girl" while I was on my way out to smash my bong, cigarettes, and
alcohol. I have no idea

Comparison: Summary A [Reference] is preferred
because it focuses on the main point of the post
without including unnecessary details.
Preferred: A

+ Latent DPO
(helpful)

Saw my married father skyping a woman at 1AM in the garage talking about edging
and calling her a "naughty girl" while I was on my way out to smash my bong,
cigarettes, and alcohol. I have no [maximum generation length reached]

Comparison: Summary B [Latent DPO] provides
a more detailed and specific overview of the forum
post, including important details about the father’s
behavior and the poster’s reaction.
Preferred: B

+ Latent DPO
(harmless)

Saw my married father skyping a woman at 1AM in the garage talking about edging
and calling her a "naughty girl" while I was on my way out to smash my bong,
cigarettes, and alcohol. I have no [maximum generation length reached]

Comparison: Summary A [Reference] is a more
concise and focused summary of the original post,
highlighting the main points without including un-
necessary details.
Preferred: A

+ Latent DPO
(empathetic)

Just saw my married father skyping a woman at 1AM in the garage talking about
edging and calling her a "naughty girl" while I was on my way out to smash my bong,
trash the last of my weed, cigarettes [maximum generation length reached]

Comparison: Summary B [Latent DPO] does a
better job of conveying the emotional turmoil and
shock experienced by the poster, as well as the con-
text of their family life and personal struggles.
Preferred: B

+ Latent DPO
(entertainment)

Saw my married father skyping a woman at 1AM in the garage talking about edging
and calling her a "naughty girl" while I was on my way out to smash my bong,
cigarettes, and alcohol. I’m freaking [maximum generation length reached]

Comparison: Summary B [Latent DPO] does a
better job of capturing the humor and entertainment
value in the forum post by including specific details
and a more engaging tone.
Preferred: B

Table 15: Case 1 for generation and evaluation of diverse preferences on TL;DR Summarization.
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Prompt SUBREDDIT: r/BreakUps
TITLE: Trying to get over an abusive Ex-SO and move on with my life, what are some tips?
POST: Here’s some backup information:

We’re both relatively young (16&17), and we dated for around 3-4 months.
Not that long.
We both have a history of mental illness, though I’m a lot more accepting of mine than he is with his, as he’d often tell me.
Anyway, he was very emotionally abusive while we were dating. I had told him that I wasn’t comfortable with sexual things just yet, but
he’d often pressure me and make really crude jokes that he knew made me feel uncomfortable purely to watch me squirm.

I ended it, and needless to say he wasn’t too happy about it.
He got other parties involved, tried to shit-talk me to my friends, threatened me etc. and all the while I’m trying really hard to just get the
credits I needed at school and try to focus on getting into a more stable place in my life.

Fast forward about 5 months, he’s gone through two other girlfriends while I’m stuck feeling extremely uncomfortable being
around men.
I’m having reoccurring nightmares and I just can’t seem to move past this, though try as I might :/
Any tips?
TL;DR:

Reference My emotionally abusive ex-SO won’t leave my mind, and I want to try and get on
with my life.

CLaP Ex-SO was emotionally abusive, I ended it, he’s gone through two other girlfriends
while I’m stuck feeling uncomfortable around men. Tips?

EDIT: I’m not sure if I should post this on r/relationships or r/ [maximum
generation length reached]

Comparison: Summary A [CLaP] is more precise
and focuses on the main points of the forum post,
while Summary B [Reference] is more general and
lacks specific details.
Preferred: A

+ Latent DPO
(human)

Ex-SO was emotionally abusive while we were dating, I ended it, he’s now gone
through two other girlfriends while I’m stuck feeling uncomfortable around men.
Need tips to move past this. Help pls. :)

EDIT: Thanks for [maximum generation length reached]

Comparison: Summary A [Latent DPO] provides
more specific details about the situation and the
poster’s feelings, while Summary B [Reference] is
more general and vague.
Preferred: A

+ Latent DPO
(helpful)

Ex-SO was emotionally abusive while we were dating, I ended it, he’s gone through
two other girlfriends while I’m stuck feeling uncomfortable around men. Trying to
move past it, tips?

EDIT: I’m not sure if I should [maximum generation length reached]

Comparison: Summary A [Latent DPO] provides
a more detailed and helpful overview of the original
post, including specific details about the abusive
relationship and the poster’s current struggles.
Preferred: A

+ Latent DPO
(harmless)

Ex-SO was emotionally abusive while we were dating, I ended it, he’s gone through
two other girlfriends while I’m stuck feeling uncomfortable around men. Trying to
move past it, tips?

EDIT: Thanks for all the advice. I [maximum generation length reached]

Comparison: Summary A [Latent DPO] provides
a more detailed and specific overview of the orig-
inal post, including the ex-SO’s behavior and the
poster’s current struggles.
Preferred: A

+ Latent DPO
(empathetic)

Ex-SO was emotionally abusive while we were dating, I ended it and he’s gone
through two other girlfriends while I’m stuck feeling uncomfortable around men. I’m
trying to move past it, but I just can’t seem to. Any tips?

Comparison: Summary B [Reference] does a better
job of conveying the emotional distress and desire
to move on expressed in the forum post, using more
empathetic language.
Preferred: B

+ Latent DPO
(entertainment)

Ex-SO was emotionally abusive, I ended it, he’s now gone through two other
girlfriends while I’m stuck feeling uncomfortable around men. Need tips to move
past this. Any tips?

EDIT: Thanks for all the advice. I’m [maximum generation length reached]

Comparison: Summary A [Latent DPO] captures
the humor and entertainment value in the forum post
by using a more casual and relatable tone, while
also including specific details about the ex-SO’s
behavior.
Preferred: A

Table 16: Case 2 for generation and evaluation of diverse preferences on TL;DR Summarization.
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Prompt SUBREDDIT: r/tifu
TITLE: TIFU by being home alone with a girl
POST: This started on Thursday during my half term or holiday/vacation I was home alone and decided to invite my girl round. We started
by watching TV. After a while we went upstairs to watch movies, after a couple movies I got bored so we faced each other and started
getting off.
After an hour of doing this and touching inappropriate places then I eventually moved round to the front and started putting fingers up
places. In school on Monday I told one of my friends and another one over heard and started spreading it around the school... She was not
happy and is currently in a mood with me won’t speak to me or anything I will update. Well I asked if there was a point in going out and
she replied NO. Lesson to learn is not to tell anyone if you do anything with a girl.
TL;DR:

Reference I was home alone me and girl did stuff told one mate got spread around school. Girl
not talking to me

CLaP TIFU by being home alone with a girl, got off with her and got caught by another
friend. Now she is in a mood with me. What do I do?

EDIT: I have been told by a friend that she is [maximum generation length
reached]

Comparison: Summary A [Reference] is more con-
cise and focuses on the main points of the post with-
out unnecessary details.
Preferred: A

+ Latent DPO
(human)

TIFU by being home alone with a girl, started getting off with her then moved to the
front and put fingers up places. She is currently in a mood with me won’t speak to
me or anything. Lesson to learn is not to [maximum generation length reached]

Comparison: Summary B [Latent DPO] provides
a more detailed and accurate summary of the forum
post, including the important points without unnec-
essary details.
Preferred: B

+ Latent DPO
(helpful)

TIFU by being home alone with a girl, started getting off with her, moved to the front
and put fingers up places. She was not happy and is currently in a mood with me
won’t speak to me or anything I will update.

Comparison: Summary B [Latent DPO] provides
a more detailed and specific summary of the fo-
rum post, including the consequences of the actions
taken.
Preferred: B

+ Latent DPO
(harmless)

Invited girl round to watch movies, got bored, started getting off, moved round to
front and started putting fingers up places. She was not happy and is currently in a
mood with me won’t speak to me or anything. Lesson to learn [maximum generation
length reached]

Comparison: Summary B [Latent DPO] provides
more detail and context, making it a more compre-
hensive summary of the forum post.
Preferred: B

+ Latent DPO
(empathetic)

TIFU by being home alone with a girl, started getting off with her then moved to the
front and started putting fingers up places. She was not happy and is currently in a
mood with me won’t speak to me or anything I will update [maximum generation
length reached]

Comparison: Summary B [Latent DPO] does a bet-
ter job of conveying the emotions and sentiments
expressed in the forum post by providing more de-
tail and context.
Preferred: B

+ Latent DPO
(entertainment)

TIFU by being home alone with a girl, started getting off with her, got caught by
another friend and now she is in a mood with me.

EDIT: I have been told by my friend that she is not angry with me

Comparison: Summary B [Latent DPO] does a
better job of capturing the humor and entertainment
value by using more casual language and getting
straight to the point of the embarrassing situation.
Preferred: B

Table 17: Case 3 for generation and evaluation of diverse preferences on TL;DR Summarization.
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Prompt SUBREDDIT: r/relationships
TITLE: I [20 M] flew from Canada to Ireland to see my girlfriend[22 M/F] for valentines day, got dumped on valentines day, and now Im
stuck 3000 miles away from home for another week, help?
POST: So heres the dealio.
I’d been dating this girl for eight months, had her living at my house for two, and this all went to shit after i spent alot of time and money to
see her.

I came over here on the 23rd of january to see her, but once i got here she’d began to act really horrible and volatile towards
me.

Once i got here i was put into what used to be their dining room, and i sleep on a mattress on a floor. [22/F] stopped having
any intimacy towards me, started going out with her friends and leaving me behind a lot. When i did come along then she would say I’m
awkward around her friends and act as if I’m a burden (they say otherwise/ that she’s acting terribly)

So fast forward two weeks of fighting, no intimate contact, no love at all. We went to dinner for valentines day two days be-
fore because she was working, so i go out that weekend.

Now when i get back to her house on valentines day, that night she starts telling me about how she is in a different stage in her
life and ready to grow up and how we need to break up. A week before my flight home.

So now I’m stuck in this tiny room all the time just counting the days down until i can leave because at this point i have no
money, nowhere to go until otherwise, and no ride except for a mutual friend who will only drive before my flight.

This was supposed to be an enjoyable time but I’m just being guilted into staying and i have to fake this relationship for some
reason in front of her parents.

This has been stressful and draining. I was dealing well with anxiety before but now I’m having random panic attacks at night,
i cant sleep. I’m starting to go a bit crazy just because I’m so bored all the time.
TL;DR:

Reference Im stuck in Ireland at my ex girlfriends house and need some advice on how to pass
the time/what i should do at this point?

CLaP I’m stuck in a tiny room with no money, no ride, no friends, no family, no money. I
have no idea what to do. I’m not sure what to do. I’m not sure what to do. I’m not
[maximum generation length reached]

Comparison: Summary A [CLaP] provides a more
detailed and comprehensive overview of the forum
post, including the main points and the emotional
impact on the poster.
Preferred: A

+ Latent DPO
(human)

Fucked up by going to see my girlfriend for valentines day, got dumped on valentines
day, now stuck in a tiny room for another week. I have no money, no ride, no friends.
I have no idea what to [maximum generation length reached]

Comparison: Summary A [Latent DPO] is pre-
ferred because it includes the most important points
from the forum post without unnecessary details.
Preferred: A

+ Latent DPO
(helpful)

Fell in love with a girl, she dumped me on valentines day, i came over to see her, she
dumped me on valentines day, i came over to see her, she dumped me on valentines
day. Now [maximum generation length reached]

Comparison: Summary B [Reference] provides a
more detailed and helpful summary of the original
post, including the main points and the poster’s cur-
rent situation.
Preferred: B

+ Latent DPO
(harmless)

Flown from Canada to Ireland to see my girlfriend for valentines day, got dumped
on valentines day, now stuck 3000 miles away from home for another week. Need
advice on how to deal with this stress and anxiety.

EDIT [maximum generation length reached]

Comparison: Summary A [Latent DPO] provides
a more detailed and accurate summary of the origi-
nal post, including the main points and the poster’s
feelings.
Preferred: A

+ Latent DPO
(empathetic)

I flew from Canada to Ireland to see my girlfriend for valentines day, got dumped on
valentines day, and now i’m stuck 3000 miles away from home for another week. I
have no money, no ride, and no idea what [maximum generation length reached]

Comparison: Summary B [Reference] does a bet-
ter job of conveying the emotions and sentiments
expressed in the forum post by highlighting the emo-
tional distress and confusion the poster is experienc-
ing.
Preferred: B

+ Latent DPO
(entertainment)

Dated a girl for 8 months, she dumped me on valentines day, now stuck in a tiny
room for another week. I have no money, no ride, no friends, no family. I’m starting
to go crazy. Help?

Comparison: Summary B [Reference] captures the
humor and entertainment value of the situation by
framing it as a need for advice on how to pass the
time in Ireland after being dumped on valentines
day.
Preferred: B

Table 18: Case 4 for generation and evaluation of diverse preferences on TL;DR Summarization.
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