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Abstract
In recent years, the use of large language mod-
els (LLMs) for text classification has attracted
widespread attention. Despite this, the classi-
fication accuracy of LLMs has not yet univer-
sally surpassed that of smaller models. LLMs
can enhance their performance in text classi-
fication through fine-tuning. However, exist-
ing data quality research based on LLMs is
challenging to apply directly to solve text clas-
sification problems. To further improve the
performance of LLMs in classification tasks,
this paper proposes a data quality enhancement
(DQE) method for text classification based on
LLMs. This method starts by using a greedy
algorithm to select data, dividing the dataset
into sampled and unsampled subsets, and then
performing fine-tuning of the LLMs using the
sampled data. Subsequently, this model is used
to predict the outcomes for the unsampled data,
categorizing incorrectly predicted data into un-
covered, difficult, and noisy data. Experimental
results demonstrate that our method effectively
enhances the performance of LLMs in text clas-
sification tasks and significantly improves train-
ing efficiency, saving nearly half of the training
time. Our method has achieved state-of-the-art
performance in several open-source classifica-
tion tasks.

1 Introduction

In the field of natural language processing (NLP),
text classification is a fundamental and critical task
that aims to automatically categorize given texts
into predefined categories (Minaee et al., 2021).
Traditional text classification methods, such as
rule-based dictionaries and machine learning al-
gorithms, generally perform well with structured
text data (Kowsari et al., 2019; Li et al., 2022).
With the advent of pre-trained language models,
a significant technological breakthrough has been
achieved in text classification, particularly with
the introduction of the Bidirectional Encoder Rep-
resentations from Transformers (BERT) (Devlin,

2018) model. With the further development of
technology, large language models (LLMs) such
as GPT-4 (Achiam et al., 2023), LLaMA (Touvron
et al., 2023a,b), Gemma (Team et al., 2024a,b),
GLM (Du et al., 2021), and Qwen (Bai et al., 2023;
Yang et al., 2024), has demonstrated tremendous
potential across various NLP tasks (Qin et al., 2024;
Minaee et al., 2024). Generative-based LLMs can
perform text classification tasks by crafting spe-
cific prompts tailored to the tasks at hand. Despite
their outstanding capabilities across many NLP
tasks, LLMs often do not outperform smaller mod-
els in text classification (Edwards and Camacho-
Collados, 2024). Unlike BERT, the output of LLMs
is often uncontrollable, which may lead to the gen-
eration of unexpected content. Through Supervised
Fine-Tuning (SFT), the ability of LLMs to fol-
low instructions can be further enhanced, thereby
improving their performance in text classification
tasks (Bucher and Martini, 2024).

One major challenge in fine-tuning LLMs is ac-
quiring high-quality data. In the early days, Ope-
nAI proposed a principle known as the Scaling Law
(Kaplan et al., 2020), which suggested that the ul-
timate performance of LLMs primarily depends
on the scale of three factors: computational power,
model parameters, and the amount of training data.
However, as AI technology continues to advance,
this principle has come under scrutiny. Recent re-
search from Microsoft indicates that the quality
of training data is more critical than its quantity.
The phi-1.5 (Li et al., 2023b) model outperforms
Llama-7B and Llama2-7B on multiple benchmarks,
despite Llama2-7B being trained on a staggering 2
trillion tokens, while phi-1.5 was trained on only
300 billion tokens. The key to phi-1.5’s success lies
in the use of high-quality data. Therefore, selecting
high-quality data is crucial for improving model
performance.

To acquire high-quality datasets for fine-tuning
LLMs for text classification, this paper introduces
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a data quality enhancement (DQE) approach based
on LLMs. Initially, the dataset is divided into sam-
pled and unsampled subsets using a greedy algo-
rithm. The model is then fine-tuned on the sam-
pled dataset to predict the results of the unsampled
dataset. Data that is incorrectly predicted is further
categorized into three types: uncovered data not
represented in the sampled dataset, data that is dif-
ficult to fine-tune within the sampled dataset, and
noisy data resulting from incorrect labeling. Subse-
quently, noisy data are removed from the sampled
subset, and it is merged with the uncovered and
difficult data from the unsampled subset to form
the final dataset. The main contributions of this
study are as follows:

• A novel approach combining LLMs with tex-
tual similarity techniques has been proposed
to redefine the categorization of uncovered,
difficult, and noisy data.

• A data quality enhancement strategy has been
developed to select high-quality datasets suit-
able for text classification tasks. This strategy
ensures data diversity and further selects un-
covered and difficult data beneficial for model
fine-tuning while eliminating data that im-
pedes training, namely noisy data.

• The method presented significantly improves
the training efficiency of LLMs, achieving bet-
ter fine-tuning performance with nearly half
of the data volume, thus saving nearly half of
the training time cost.

2 Related Work

Despite the powerful comprehension capabilities
of LLMs due to their extensive parameterization,
controlling their output can often be challenging
(Zeng et al., 2023). Recent studies have demon-
strated that SFT on datasets can effectively enhance
the instruction-following abilities of LLMs (Zhang
et al., 2023; Li et al., 2023a; Zhang et al., 2024).
Currently, some research efforts focus on using data
augmentation techniques to expand the training
data volume, such as generating additional training
data with ChatGPT to improve the performance of
text classification tasks (Li et al., 2024b, 2023c).
Although these methods generally yield good re-
sults on public datasets, data and labels produced
by LLMs like ChatGPT may have biases. More-
over, the quality of data is even more critical than

its quantity, as high-quality data is essential for
enhancing model accuracy and reliability.

Li et al. (2024a) proposed a guided approach to
balance the quality and quantity of instructional
data, allowing LLMs to identify and select the
most beneficial data for training from the dataset.
They introduced the Instruction-Following Diffi-
culty (IFD) metric to locate training samples that
are crucial for improving model performance. How-
ever, the IFD metric may be affected by noisy data,
and high-IFD samples are not necessarily genuinely
challenging samples. Moreover, their study did not
consider the diversity of the data.

The complexity, quality, and diversity of data
are widely regarded as crucial factors in enhanc-
ing model performance. Tirumala et al. (2024)
from Meta AI Research proposed the Document
De-Duplication and Diversification (D4) method,
which balances data diversity and quantity using
the K-Means algorithm and adjusting data selection
proportions. Du et al. (2023) introduced a model-
oriented data selection (MODS) method, which
considers three aspects: data quality, coverage, and
necessity. This method uses a reward model to
evaluate data quality, applies the K-center-greedy
algorithm to maximize data diversity, and includes
data that the model has not yet learned, offering a
comprehensive approach. However, this method
depends on a fragile reward value model, leading
to potential biases in selected data. To address this
issue, Ge et al. (2024) introduced a scoring model
aligned with expert preferences to precisely evalu-
ate data quality and use clustering models like k-
Means to maintain diversity among candidate data.
Although these studies thoroughly consider data
diversity, they fail to further identify the uncovered
and difficult data required for model training, nor
do they effectively remove noisy data that impedes
model training. In text classification tasks, noisy
data due to labeling errors is particularly challeng-
ing to avoid.

3 Methodology

Existing work on data quality based on LLMs pri-
marily focuses on pre-training data and fine-tuning
data for generic model commands, but these meth-
ods are not directly applicable to text classification
tasks based on LLMs. This paper proposes a new
method that combines cosine similarity to identify
uncovered, difficult, and noisy samples, thereby
improving the training and prediction effectiveness
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Figure 1: The overall structure of the DQE method.

of LLMs. Initially, the dataset undergoes prelimi-
nary processing, including the removal of duplicate
data, handling of missing values, and cleaning of
inconsistent labels. After preprocessing, as shown
in Figure 1, we convert the data into vector repre-
sentations using a vector model and sample using
the K-Center-Greedy (Sener and Savarese, 2018)
algorithm. It is important to note that too little sam-
pling may lead to a significant amount of uncovered
data, whereas too much sampling might increase
the likelihood of selecting noisy data. Therefore,
we adopt a more balanced sampling approach, col-
lecting half of the data as sampled and leaving the
remainder as unsampled. Subsequently, we fine-
tune the LLM using the sampled data to predict
the unsampled data. During the prediction of un-
sampled data, incorrectly predicted samples can be
further categorized into uncovered, difficult, and
noisy samples.

3.1 Preprocessing

Before sampling the data, the dataset undergoes
a simple preprocessing step. First, we check and
remove the missing values in the dataset, where
missing values refer to abnormal data with only
text and no labels or no text and only labels, and
the presence of missing values will interfere with
the training results of the model. Next, we remove
duplicate data, as duplicates have limited signifi-
cance for model training and can impact subsequent
data sampling. Finally, we identify samples with
inconsistent labels in the dataset, as inconsistent
labels can cause difficulties in model convergence
during training.

3.2 Greedy Sampling
After preprocessing the dataset, we first employ the
all-mpnet-base-v21 model to convert text content
from the dataset into vectors. This model is capable
of transforming text into vectors rich with semantic
information, which facilitates the computation of
semantic distances between texts. Subsequently,
we utilize the K-Center-Greedy algorithm to select
half of the data from the original dataset. It starts
by randomly selecting a sample as the initial vector
center and then iteratively selects the sample that is
farthest from the current vector center to add to the
dataset and update the center. This process contin-
ues until the predetermined number of K samples
is selected. To maintain a balance between the sam-
pled and unsampled subsets, K is generally set to
half of the size of the pre-processed training dataset.
The data sampled via the K-Center-Greedy algo-
rithm typically covers a broader range, effectively
ensuring the diversity and representativeness of the
sampled data.

3.3 More Sample Selection
This study aims to further select data that is ben-
eficial for model training on the basis of data di-
versity while eliminating data that hinders model
training. We facilitate the training process by in-
corporating uncovered data and increasing diffi-
cult samples. However, noisy data can disrupt the
model’s convergence process, thereby impacting
performance. Especially in text classification tasks,
training a deep learning model usually requires a
large amount of annotated data, and label noise

1https://huggingface.co/sentence-transformers/
all-mpnet-base-v2

https://huggingface.co/sentence-transformers/all-mpnet-base-v2
https://huggingface.co/sentence-transformers/all-mpnet-base-v2


4707

Incorrect 

Prediction

query a

label a

Cosine Similarity

Yes

Uncovered

Are label a and 

label b the same?
No

Unsampled Sampled

GPT4o

Where is query b?

Sampled and 

Unsampled

query b

label b Below is a label and label description for a 

text classification task. Please judge whether 

the classification result of the following text 

is correct. If it is correct, reply true, if not, 

reply false. The reply should only contain 

"true" or "false" and no other content:

Label Description:

- Label 1: [...] 

- Label 2: [...] 

…

Classification Task:

- Text: [...]

- Label: [...]

Reply:

Prompt

More Sample Selection

Difficult Noisy

Figure 2: The identification process of Uncovered, Difficulty, and Noisy.

during the annotation process is a common and
unavoidable issue.

To further enhance data quality, after the second
stage of greedy sampling, we divide the dataset
into sampled and unsampled subsets. We employ a
pre-trained LLM to fine-tune the sampled dataset
under supervision and then predict the unsampled
dataset. As shown in Figure 2, for each incorrectly
predicted data in the unsampled dataset, we use
cosine similarity to find the most similar sample in
the entire dataset. The calculation process of the
maximum similarity can be expressed as follows:

qb = argmax
qk∈Q

cos(qa, qk) (1)

where qa represents query a, and Q represents the
data in the entire training set consisting of queries
except qa. qb represents the query with the maxi-
mum cosine similarity in Q. Typically, two highly
similar data items have the same label. Based on
this method, we categorize the incorrectly predicted
data into the following three types:

1) Uncovered: If the incorrectly predicted sam-
ple has the same label as the most similar sample
found and this most similar data is in the unsam-
pled dataset, it is considered that the features re-
lated to this data might not have been involved in
the model’s fine-tuning within the sampled dataset,
i.e., it was not covered by the sampled dataset. Al-
though the sampled dataset is obtained through
greedy sampling of semantic vectors, it is a normal
phenomenon that the unsampled dataset contains
data not covered by the sampled dataset when the
original dataset has high diversity. In this case, we
will add this data to the final training set.

2) Difficult: If the incorrectly predicted sam-
ple has the same label as the most similar sample

found, and this most similar sample is in the sam-
pled dataset, this indicates that although the related
features have been trained, the model failed to pre-
dict the outcome correctly, defining these samples
as difficult. Difficult samples are often challeng-
ing to learn due to complex features or insufficient
numbers of related category samples. For these
cases, we also add these data to the final training
set.

3) Noisy: If the incorrectly predicted sample has
different labels compared to the most similar sam-
ple found, i.e., two similar data are labeled with two
different labels, then these two data are suspected
to be noisy data. Noisy data is a common problem
in text classification tasks. The main sources of
noisy data are that most datasets for text classifica-
tion tasks are obtained through manual or model
annotations, and whether it is manual or model an-
notation, both can be influenced by subjectivity. In
the face of a large dataset, it is difficult to avoid
labeling errors. Another factor is that some data
descriptions are vague, making it hard to determine
which label the content belongs to. These data
can cause the model to have difficulty converging
during training. To address this issue, we include
descriptions for each category in the prompts and
use the GPT-4o model to assist in judging the labels.
Once GPT-4o determines that a label is incorrect,
we will remove that data.

4 Experimental Setup

4.1 Datasets
To ensure the openness and transparency of our
experimental results, we have selected a series of
widely used public text classification datasets for
this study. Additionally, to establish a competitive
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benchmark, we have chosen the state-of-the-art
results from the PapersWithCode2 as the baseline
for this experiment, most of which are derived from
traditional smaller models. Below is a detailed
introduction to the text classification datasets used
in this experiment:

• MR (Pang and Lee, 2005) is a binary clas-
sification task about movie reviews, the data
can be divided into positive and negative ac-
cording to sentiment, containing 8530 training
samples and 1066 test samples.

• CR (Hu and Liu, 2004) is a binary classifi-
cation task about customer reviews, the data
can be divided into positive and negative ac-
cording to sentiment, containing 3394 training
samples and 376 test samples.

• IMDb (Maas et al., 2011) is a binary classifi-
cation task about movie reviews, the data can
be divided into positive and negative accord-
ing to sentiment, containing 25000 training
samples and 25000 test samples.

• SST-2 (Socher et al., 2013) is a binary classifi-
cation task about movie reviews, the data can
be divided into positive and negative accord-
ing to sentiment, containing 67349 training
samples and 1821 test samples.

• SST-5 (Socher et al., 2013) is a five-class clas-
sification task about movie reviews, the data
can be divided into very negative, negative,
neutral, positive, and very positive, containing
8544 training samples and 2210 test samples.

• AG News (Zhang et al., 2015) is a four-class
classification task about news, which can be
divided into World, Sports, Business, and
Sci/Tech, containing 120000 training samples
and 7600 test samples.

4.2 Large Language Models
The experiments mainly involve the following two
publicly available LLMs:

GPT-4o3 is an optimized version of GPT-4, de-
signed specifically to improve efficiency and per-
formance. It inherits the core architecture of GPT-4
with optimizations, particularly showing significant

2https://paperswithcode.com/sota
3https://platform.openai.com/docs/models/

gpt-4o

Dataset Test Full-Data Greedy DQE
MR 1066 8530 4265 4351
CR 376 3394 1694 1720

IMDb 25000 25000 12452 12574
SST-2 1821 67349 33486 33426
SST-5 2210 8544 4267 4514

AG News 7600 120000 60000 60375

Table 1: For the sampling results of each dataset: The
number of test sets and training sets corresponding to
each data set, and the amount of data under greedy
sampling and DQE sampling.

improvements in inference speed and resource uti-
lization. GPT-4o is capable of handling various
complex natural language processing tasks. It is
primarily used in experiments for detecting noisy
data and can be accessed through the official API
provided by OpenAI.

Qwen2-7B-Instruct4 is Alibaba’s latest open-
source LLM, capable of understanding multiple
languages. It has 7 billion parameters and supports
a context length of 131,072 tokens, performing
exceptionally well across various evaluation bench-
marks. In this experiment, Qwen2-7B-Instruct is
chosen as the base model for fine-tuning.

4.3 Implementation Details

We deployed a multi-node multi-GPU server envi-
ronment, conducting experiments on two servers
each equipped with four L40s GPUs. Each L40s
GPU has 48GB of VRAM. We employed the sec-
ond stage of DeepSpeed’s (Rajbhandari et al., 2020)
data parallel training strategy, distributing the data
evenly across different servers to facilitate dis-
tributed training and accelerate the training pro-
cess. During the fine-tuning phase, we performed
full-parameter fine-tuning using the open-source
framework Swift, setting the learning rate to 1e-5
and the batch size to 1. To increase the effective
batch size, we utilized gradient accumulation tech-
niques with the number of accumulation steps set to
16. Depending on the dataset size, we dynamically
adjusted the training epochs for each experiment,
ranging from 1 to 3.

4.4 Results

In addition to comparing with the baseline results,
we also compared the DQE method against meth-

4https://huggingface.co/Qwen/
Qwen2-7B-Instruct

https://paperswithcode.com/sota
https://platform.openai.com/docs/models/gpt-4o
https://platform.openai.com/docs/models/gpt-4o
https://huggingface.co/Qwen/Qwen2-7B-Instruct
https://huggingface.co/Qwen/Qwen2-7B-Instruct
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Dataset Baseline Base-Model Full-Data Greedy DQE
MR 93.30 76.83 92.68 92.96 93.81
CR 93.54 80.85 94.95 94.95 95.48

IMDb 96.68 90.26 97.32 97.38 97.86
SST-2 97.50 83.69 97.47 97.75 98.35
SST-5 59.80 43.80 61.62 60.90 61.95

AG News 85.00 69.64 95.38 95.04 95.70

Table 2: Accuracy (%) of different methods on the test set.

Dataset T-Statistic P-Value
MR 3.48 0.0005
CR 1.42 0.1576

IMDb 11.65 < 0.0001(2.76e-13)

SST-2 4.02 < 0.0001(6.14e-05)

SST-5 2.65 0.0081
AG News 4.91 < 0.0001(9.47e-7)

Table 3: Significance test results of DQE and Full-Data

ods using full data and greedy sampling. Table 1
shows the sizes of the datasets used during the ex-
periment. Full-Data represents using the entire
dataset as the training set, while Greedy refers
to the subset obtained after preprocessing the full
dataset and collecting half of it using the K-Center-
greedy algorithm. DQE is the final sampling result
obtained after further processing uncovered, dif-
ficult, and noisy data on the basis of the Greedy.
From the table, it can be observed that the final sam-
pling result of DQE is about 50% of the Full-Data,
with the sampling outcome for the SST-2 dataset
even falling below 50%.

As shown in Table 2, we measured model per-
formance using accuracy. To ensure the fairness
of the experiment, the models fine-tuned for the
Full-Data, Greedy, and DQE datasets are all based
on the same hyperparameters. The DQE method
proposed in this article achieved the best results in
all tasks. The baseline results are mainly based on
traditional smaller models, and their performances
along with other related research can be found in
the PapersWithCode. The Base-Model in this pa-
per refers to the direct operation results of the un-
optimized Qwen2-7B-Instruct model. Except for
IMDb, the un-tuned base model performed poorly
in other tasks, making it the weakest overall, not
surpassing the baseline in any of the six tasks. In
contrast, models fine-tuned with full data surpassed
the baseline in four tasks: CR, IMDb, SST-5, and
AG News, but not in MR and SST-2. Models fine-

tuned with greedy sampled data exceeded the base-
line in CR, IMDb, SST-2, and AG News, but not in
MR and SST-5.

In our research, we employed the t-test to evalu-
ate the statistical significance of performance differ-
ences between models. Specifically, we assigned
a value of 1 to correctly predicted samples and a
value of 0 to incorrectly predicted ones, using this
scheme to quantitatively assess the models’ perfor-
mance across various datasets. For DQE and the
Full-Data, we further explored whether there is a
significant performance difference between the two
on different data sets. Our findings revealed that
although the accuracy of models obtained through
DQE and Full-Data was comparable on the test
sets, their differences were statistically significant.
Table 3 presents the results of significance tests
across varying datasets. For the MR, IMDb, SST-
2, and AG News datasets (with respective sam-
ple sizes of 1066, 25000, 1821, and 7600), the
t-statistics were 3.482, 11.650, 4.017, and 4.906,
paired with p-values significantly below the thresh-
old of 0.05, indicating that the performance im-
provements demonstrated by DQE were statisti-
cally significant. However, for the CR dataset with
only 376 samples, despite a t-statistic of 1.416, the
corresponding p-value of 0.1575 indicated that the
performance difference between the two methods
did not reach a level of significance in smaller-
scale datasets, possibly due to the reduced power
of statistical tests. For the SST-5 dataset with a
sample size of 2210, the t-statistic was 2.649, and
the p-value was 0.0081, also reflecting a signifi-
cant performance disparity between the two meth-
ods. Therefore, we conclude that while DQE and
Full-Data methods may exhibit similar levels of
accuracy, the DQE approach proposed in this study
demonstrates a significant performance enhance-
ment over Full-Data across the majority of the
datasets tested.

The development of LLMs generally adheres to
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Figure 3: the proportion between uncovered, difficult,
and noisy data, as well as their combined proportion in
the entire training set.

the Scaling Law. However, this principle is not
always applicable, especially in classification tasks.
In fact, increasing data size is not always beneficial,
as large datasets may give rise to issues such as data
redundancy and noise caused by inconsistent label-
ing. Comparing the results of full data and greedy
sampling, greedy sampling showed higher accu-
racy in the test sets of MR, IMDb, and SST-2 than
full data, and matched performance on CR. This is
because greedy sampling ensures a broad coverage
by selecting data with the greatest semantic dis-
tances, and the probability of label inconsistencies
is lower due to the significant semantic distances,
thus offering better predictive performance. In the
presence of numerous similar noisy data, the re-
sults of training on the entire dataset can be easily
disrupted by the noisy data. In contrast, the greedy
sampling method would significantly reduce the
amount of noisy data selected in such scenarios.
However, greedy sampling did not outperform in
SST-5 and AG News, possibly because it only col-
lected half the samples, potentially leaving some
data uncovered, including difficult samples, and
may be mixed with noisy data that exist alone.

The DQE method further identifies uncovered,
difficult, and noisy data based on greedy sampling,
thereby expanding the coverage of sampling re-
sults and enhancing learning from difficult sam-
ples, while also removing some suspected noisy
data. Figure 3 shows the proportions of uncov-
ered, difficult, and noisy data identified during the
sampling process by the DQE method, as well as
their collective proportion in the entire training set.
Notably, in the IMDb dataset, these identified data
types account for the smallest proportion, and DQE
improved the accuracy rate in the test set by 0.48%

Dataset Base-Model Full-Data DQE
MR 156 (14.63%) 0 0
CR 56 (14.89%) 0 0

IMDb 1094 (4.2%) 0 0
SST-2 227 (12.47%) 0 0
SST-5 2 (0.09%) 0 0

AG News 167 (2.20%) 0 0

Table 4: The amount of data beyond expectations in the
model output corresponds to each method.

compared to Greedy. Conversely, in SST-5, these
data types constitute the largest proportion, 7.6% of
the total data, and correspondingly, the accuracy im-
provement of DQE compared to Greedy in the test
set is the most significant, exceeding 1%. These
results indicate that the method proposed in this pa-
per effectively enhances model performance based
on greedy sampling. Compared to using the full
dataset, the data selected by DQE not only covers
a broader range but also effectively mitigates noise
issues, enabling DQE to surpass the full dataset’s
accuracy in the test set using only about half of
the data, thereby significantly enhancing training
efficiency.

5 Analysis and Discussion

5.1 Instruction Following Capability

A major challenge of generative LLMs for classifi-
cation tasks is ensuring that the outputs content as
expected. Unlike BERT models, generative models
might produce outputs that are outside of expec-
tations. Table 4 shows the number of instances
where the output of the LLM did not meet expec-
tations and their proportion in the entire test set.
The experimental results indicate that the un-tuned
LLM sometimes produces unexpected outcomes,
such as outputs that do not adhere to the specified
format or are irrelevant labels. Particularly in the
MR, CR, and SST-2 datasets, the proportion of data
with output issues exceeds 10%. These datasets are
binary classification problems, but binary classifi-
cation does not seem to effectively segment these
data, leading to erroneous output categories. In
contrast, in the SST-5 dataset, the proportion of
problematic data is only 0.5%, and the five cate-
gories effectively segment the dataset, with issues
mainly due to non-standard output formats. Models
fine-tuned with Full-Data and DQE significantly
enhance the command-following capabilities of the
LLM, ensuring that outputs meet expectations.
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Figure 4: Example of noisy data found by the DQE.

5.2 Noisy Data

Experimental results indicate that even widely used
public datasets commonly contain noisy data, es-
pecially within larger datasets where the issue of
noisy data is more pronounced. Figure 4 displays
examples of data suspected to have incorrect labels
identified during our experiments. "query a" refers
to data from the unsampled dataset where the pre-
dictions by the model, after fine-tuning with the
sampled dataset, do not align with the actual labels;
"query b" refers to data identified through cosine
similarity as having the highest similarity to "query
a". "label a" and "label b" represent their respective
labels. In the SST-2 and AG News datasets, we
found a significant number of such highly similar
noisy data. It is evident that there is a high prob-
ability of label errors in these pairs of data. For
such data, we conducted further verification using
GPT-4o, if GPT-4o is unable to determine or deter-
mines that the labeling is incorrect, then that data
is discarded.

In addition to the noisy data analysis in the train-
ing set, we also conducted further analysis of the
performance of DQE in the test set. By analyzing a
randomly selected portion of the data with incorrect
model predictions from each dataset, we discovered
that some of these errors were not due to inaccu-
racies in model predictions but were caused by
incorrect labels on the data itself. Figure 5 presents
examples of DQE’s prediction results across vari-

ous test sets, revealing that label inaccuracies oc-
cur in the test sets of each dataset. This indicates
that even carefully selected test sets cannot com-
pletely avoid noise issues. Therefore, in practical
applications, the predictive performance of models
sampled using the DQE method is expected to be
higher than what is displayed in the test sets.

5.3 Discussion

It’s worth noting that in the data sampling pro-
cess, this study divides the dataset into sampled
and unsampled portions using a greedy algorithm.
Further, we categorize the unsampled subset into
uncovered, difficult, and noisy classes based on text
similarity. Next, let’s analyze the sampled dataset:
since this data will be used in the final training set,
it does not contain Uncovered instances. Regard-
ing difficulty, poorly performing samples from the
unsampled subset are transferred to the sampled
subset, thereby partially mitigating difficulty issues
within the sampled data. As for noisy data, most
paired noisy instances can be identified between
the sampled and unsampled subsets using DQE.
Due to the use of a greedy sampling strategy, the
probability of encountering paired similar noisy
data within the sampled subset is relatively low.

Additionally, this paper identifies uncovered, dif-
ficult, and noisy data based on the top 1 recall
without setting a specific similarity threshold. This
approach is adopted because our sampled data is
obtained through greedy sampling of semantic dis-
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Datasets Query Label Prediction

MR

. . . something appears to have been lost in the translation this time . 

the importance of being earnest movie seems to be missing a great 

deal of the acerbic repartee of the play .
positive negative

CR it makes the nomad i purchase feel and look like junk positive negative

IMDb

This is definitely one of the best Kung fu movies in the history of 

Cinema. The screenplay is really well done (which is not often the 

case for this type of movies) and you can see that Chuck (in one of his 

first role)is a great actor. The final fight with the sherif deputy in the 

bullring is a masterpiece!

negative positive

SST-2 gets under the skin of a man who has just lost his wife . positive negative

SST-5
how many more voyages can this limping but dearly-loved franchise 

survive ? 
neutral negative

AG News

Pricey Drug Trials Turn Up Few New Blockbusters The \$500 billion 

drug industry is stumbling badly in its core business of finding new 

medicines, while aggressively marketing existing drugs. 
World Business

Figure 5: Examples of prediction results of DQE on the test set.

tances. This means that if a particular data item has
a significantly larger semantic distance compared
to the overall dataset, it would have a higher proba-
bility of being included in the sampled. Therefore,
in the unsampled subset, most data items will have
a sufficiently similar counterpart. Nevertheless, in
some special cases, a similarity threshold can be
set depending on the specific situation of the em-
bedding model.

6 Conclusion

In this paper, we introduce DQE, a data quality
enhancement method based on LLM for text classi-
fication. This method ensures data diversity while
further identifying uncovered and difficult data that
can improve model performance, and simultane-
ously identifies noisy data detrimental to model
training. Experimental results show that compared
to traditional greedy sampling, the DQE method
effectively identifies uncovered, difficult, and noisy
data to enhance performance. By using only about
half of the data, the DQE method surpasses the
performance of the full dataset, significantly im-
proving accuracy in classification tasks and saving
half of the training time, thereby greatly enhanc-
ing training efficiency. Moreover, in comparative
experiments with the baseline model, the DQE
method achieved state-of-the-art results.

7 Limitations

The following limitations exist in this study:

• The vector model used in the experiments
has good general capabilities and therefore
was not fine-tuned. In practical applications,

fine-tuning the vector model for specific text
classification tasks could yield more accurate
semantic vectors and better suit specific re-
quirements.

• This work focuses on improving the quality of
training data and has demonstrated superior
performance on public datasets accordingly.
As such, we did not optimize the prompt
words used in the experiments, nor did we con-
duct exhaustive hyperparameter tuning, both
of which could further enhance performance
in text classification tasks.

• The method introduced in this paper enhances
data quality while aiming to detect noisy data
that has been incorrectly labeled as exten-
sively as possible. However, it is not capable
of identifying all mislabeled data. Currently,
there is no known method that can guarantee
the detection of all noisy data in every dataset.
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