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Abstract

We propose ELAINE (EngLish-jApanese-
chINesE)-medLLM, a trilingual (English,
Japanese, Chinese') large language model
adapted for the bio-medical domain based on
Llama-3-8B. The training dataset was care-
fully curated in terms of volume and diver-
sity to adapt to the biomedical domain and
endow trilingual capability while preserving
the knowledge and abilities of the base model.
The training follows 2-stage paths: contin-
ued pre-training and supervised fine-tuning
(SFT). Our results demonstrate that ELAINE-
medLLM exhibits superior trilingual capabili-
ties compared to existing bilingual or multilin-
gual medical LLMs without severely sacrific-
ing the base model’s capability.

1 Introduction

General open-source foundation LLMs such as
Llama series (Touvron et al., 2023a,b) are trained
by a large amount of English with limited mul-
tilingual data. Therefore, their performance of-
ten underperforms in non-English languages such
as Japanese and Chinese and in specific domains
such as biomedical. To address this limitation, we
developed ELAINE-medLLM, a trilingual LLM
that supports English, Japanese, and Chinese and
is adapted for a bio-medical domain.

Although there exist many previous studies
for bilingual and multilingual medLLM (Singhal
et al., 2022; Li et al., 2023; Singhal et al., 2023;
Chen et al., 2023c), this is the first attempt that
focuses on the trilingual aspect of the medLLM.
Mixed language training of medLLM is practical
because it can harness language-independent bio-
medical knowledge during training. The resultant
medLLM can be further fine-tuned for indepen-
dent languages or tasks with less training data and
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'The order reflects the size of the training data we used
for each language.

time than training it from a bare base model. How-
ever, continued pretraining from a base model to
endow non-English capability or to adapt to spe-
cific domains comes with the issue of degrada-
tion of the capabilities of the base model (Scialom
et al., 2022; Fujii et al., 2024; Ankit Pal, 2024). In
this paper, we demonstrate that the issue can be
remedied by careful data selection and appropri-
ate data processing for the continued pretraining,
followed by instruction-following fine-tuning.

Following prior studies (Chen et al., 2023c;
Lewkowycz et al., 2022), we incorporate data that
closely align with the distribution of the models en-
countered during pre-training. Due to its public na-
ture, Wikipedia is commonly used in pre-training,
so we include the tri-lingual Wikipedia in our re-
play training data. Since our training scenario in-
volves both domain adaptation and multilingual
support, we increase the proportion of replay data
and adjust the allocation of each language based
on the size of its respective dataset in the biomedi-
cal domain.

The experimental results over various biomed-
ical QA benchmarks show that our pertained
medLLM has strong trilingual capabilities, and
our finetuned medLLM also performs competi-
tively almost equally in three languages.

2 Related work

Med-PaLM (Singhal et al., 2022) based on
PalLM (Chowdhery et al., 2022) is one of the ear-
liest LLMs adapted for the bio-medical domain
from general LLMs. Since then, there are nu-
merous medLLMs (Singhal et al., 2022; Li et al.,
2023; Singhal et al., 2023; Chen et al., 2023c) de-
veloped, and their performance has kept rising as
being adapted from newer base models such as
Llama series (Touvron et al., 2023a,b), which have
been released every few months. Along with En-
glish meddlers, there have been quite a few stud-
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ies to develop bilingual or multi-lingual medLLMs
which support non-English such as Chinese and
other languages (Wang et al., 2023; Zhang et al.,
2023; Bao et al., 2023; Wang et al., 2024).

The available biomedical datasets for languages
other than English and Chinese are limited and
scarce. Our medLLM is one of the initial efforts
to utilize strong Japanese proficiency along with
English and Chinese effectively. We aim to share
our findings to support future research on low-
resourced medLLM.

lang category size [Mbytes] %
Guidelines 615 0.26
PMC 89,105 37.15
Papers 1,165 0.49
en Pubmed 47,401 19.76
Textbook 1,373 0.57
Web Text 2,228 0.93
Wikipedia 28,417 11.85
Papers 2,406 1.0
ja Pubmed (translation) 43,601 18.18
Wikipedia 13,253 5.52
Guidelines 353 0.15
Papers 1,028 0.43
zh Textbook 926 0.39
Web Text 2,931 1.22
Wikipedia 5,074 2.12
total 239,880 100.0

Table 1: The size of pretraining text in the bio-medical
domain and Wikipedia.

3 Training Dataset

3.1 Unstructured domain text for continued
pretraining

For continued pretraining, we collected English,
Japanese, and Chinese text in the bio-medical do-
main. The domain text collected is classified
into six categories: 1) scientific papers, 2) medi-
cal guidelines, 3) web text related to biomedical,
4) textbook of biomedical, 5) PubMed abstracts,
and 6) PubMed Central (PMC) archives. For the
Japanese PubMed abstract, we used the original
English PubMed abstract translated in Japanese'.
We used only open-licensed text except for the
Japanese biomedical papers from J-STAGE (the
details are in Appendix A). We also included trilin-
gual Wikipedia to prevent catastrophic forgetting
of the base model (Scialom et al., 2022). Table 1
shows the details of the total file sizes in each lan-

"Provided by Dr. Yoshimasa Kawazoe at The University
of Tokyo Medical School Hospital

guage and the category. The ratio of text size for
languages was 71.0%, 24.7%, and 4.3% for En-
glish, Japanese, and Chinese, respectively.

Data cleaning and processing

Text collected from web crawlers and books can
contain low-quality and toxic content. Text auto-
matically converted from PDEF, such as academic
papers, is inevitable to contain nonsensical or ir-
relevant text data originating from metadata such
as titles, subtitles, header, footer, table content,
and image captions. Low-quality data can have
a detrimental impact on pretraining LLMs, so they
should be adequately cleaned.

However, no standard methodology applies to
all LLMs, so we also took an empirical approach.
Specifically, we used Data-Juicer (Chen et al.,
2023a), which offers a data processing pipeline for
constructing datasets for LLM models. Initially, it
supports only English and Chinese; however, by
providing the ARPA language model such as by
KenLM (Heafield, 2011) and the SentencePiece
tokenizer model (Kudo and Richardson, 2018), it
can help other languages, such as Japanese. It
includes over 50 built-in operators for easy com-
position and extension of data mapping and filter-
ing operations. A configuration file can fully con-
figure the data processing pipeline. In Appendix
C, we show the yaml configuration file to process
PMC dataset. Other configuration files are very
similar to this configuration. After we applied
the data processing to the original dataset, we ob-
tained the following token statistics summarized in
Table 2. The total number of tokens is about 30B,
much less than 160B from Chinchilla’s law (Hoff-
mann et al., 2022), which is the model’s parameter
size times 20 (8B x 20). However, for the case of
continued pretraining, this token count turns out to
be good enough as verified in Section 5.

lang  #tokens [M] %
en 22,825 7591
ja 6,490 21.59
zh 752 2.50
total 30,067 100.0

Table 2: The number of tokens used for the continued
pretraining
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3.2 Conversational QA dataset for
supervised fine-tuning

We collected various conversational QA datasets
in the bio-medical domain from different data
sources. Many such datasets exist for English
and Chinese. For English, we used Medical
Meadow in MedAlpaca (Han et al., 2023), Health-
CareMagic, and iCliniq dataset used in ChatDoc-
tor (Li et al., 2023). We adapted the augmented
QA dataset from HuatuoGPT-2 (Chen et al.,
2023b) for Chinese and English. For Japanese,
we could not find any existing conversational QA
dataset in the biomedical domain, so instead, we
used existing alpaca datasets (Taori et al., 2023)
in the general domain translated in Japanese. We
also tried to add the part of the English conversa-
tional QA dataset by translating it into Japanese.
However, our preliminary experiments revealed
that noisy translated QA datasets hurt the perfor-
mances of the generated LLM. This aligns with
the finding (Li et al., 2024) that low-quality self-
augmented instruction-following datasets do not
improve performance despite scaling up data quan-
tity. So, instead, we only used a translated alpaca
dataset, which we verified kept the quality of the
Japanese text at a permissible level.

For each sample in the collected QA datasets,
we converted it from the original format to a uni-
form format, as shown in Appendix D. For in-
stance, if the original instruction-following data
consists of three parts such as (instruction, in-
put, output) such as in the alpaca dataset from
Stanford, we concatenate ‘instruction’ and ‘input’
parts as one continuous text that follows the “Hu-
man:” placeholder in our conversational format.

We used this instruction-following QA format
for the English, Japanese, and Chinese datasets so
that the trained LLM would naturally learn trans-
ferable knowledge between QA datasets in differ-
ent languages.

4 Experiments

We used two nodes at ABCI 2.0% each holding 8
NVIDIA A100 with 40GiB to pretrain and fine-
tune ELAINE-medLLLM. For training, we used the
distributed training with DeepSpeed (Rajbhandari
etal., 2020; Rasley et al., 2020) stage-3 and set the
training parameters as follows: the device batch
size of 1; the gradient accumulation of 16; the
learning rate of le-5; the cosine scheduler; the

Zhttps://docs.abci.ai/en/

lang  original source #instructions [k] %
HuatuoGPT-2 1,677 33.26

en HealthCareMagic 112 2.22
iCliniq 7 0.15
Medical Meadow 858 17.02

ja alpaca translated (*) 52 1.03
/h crawled from web 792 15.70
HuatuoGPT-2 1,544 30.62

total 5,043  100.00

Table 3: The counts of the conversational QA instruc-
tions. (*) general domain dataset

weight decay of 0.00001; the warm-up ratio of
0.05. It took about six days to complete the contin-
uous pretraining for one epoch. We used the same
training setup for the finetuning except for setting
the warm-up ratio to 0.01 and the number of train-
ing epochs to 3. It took about two days to complete
the finetuning.

For evaluation, we used a wide spectrum of
open-sourced multiclass and multilabel QA tasks
in the biomedical domain to evaluate our trilin-
gual ELAINE-medLLM and ELAINE-medL.LM-
instruct and compare the results with multiple
baseline models. The details are explained below.

Bio-medical QA benchmarks

Specifically, for English, we used the fol-
lowing five QA datasets: MedQA, MedQA-
4options (Jin et al., 2020), MMLU (Hendrycks
et al., 2021), MedMCQA (Pal et al., 2022), and
PubMedQA (Jin et al., 2019). For Chinese,
we used MedQA, MedQA-4options (Jin et al.,
2020), and CMExam (Liu et al.,, 2023). For
Japanese, We used JJISIMQA (Sukeda et al.,
2023), IgakuQA (Kasai et al., 2023), and DenQA.
DenQA is the Japanese national dentistry exami-
nation for 2024 and 2023, which is prepared by
the authors. The details of each QA dataset are
provided in Appendix B.

The answer to all the QA tasks is a selection
from multiple choices except for Japanese QA
datasets: JJSIMQA, IgakuQA, and DenQA, where
the answer can be more than one selection from
the choices; the instruction in the question prompt
specifies the number.

We used the accuracy score to measure the per-
formance, which is the number of correctly an-
swered questions divided by the total number of
questions. For the multilabel Japanese QA tasks,
we used the exact match, which judges an an-
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Model gemma Llama-2 Llama-3 Swallow ELAINE
-7b -7b -8B -8B-v0.1 -medLLM

Release 24-Mar  23-Jul 24-Apr 24-Jul

EN
MMLU 63.65 45.02 71.22 65.96 67.80
MedMCQA  49.81 36.84 56.97 51.27 54.55
MedQA 43.38 30.13 52.60 45.90 50.47
MedQA-4op 48.82 36.59 57.89 52.92 57.73
PubMedQA  71.52 49.90 69.70 61.01 67.27
Average 55.44 39.70 61.68 55.41 59.56

JA
DenQA 18.60 10.63 18.88 22.24 22.38
IgakuQA 29.02 17.64 35.09 42.21 44.06
JISIMQA 18.90 8.13 23.52 27.25 29.45
Average 22.17 12.13 25.83 30.57 31.96

ZH
CMExam 36.34 24.33 40.30 36.19 46.03
MedQA 40.54 25.02 44.96 40.89 52.50
MedQA-4op 43.03 29.61 51.15 48.00 58.23
Average 39.97 26.32 45.47 41.69 52.25

Table 4: Comparative analysis of the accuracy scores of various multiclass and multilabel medical QA tasks by the
baseline pre-trained models without fine-tuning and our ELAINE-medLLM

swer to be correct if the selected answer exactly
matches the ground truth answer without excess or
shortage. Hence, they are more challenging than
single-label selection QA tasks.

Baseline models

We selected 7B-class open-sourced LLMs as the
baseline models for comparison. Specifically, we
evaluated three foundation models: gemma-7B
from Google, llama2-7B, and llama3-8B from
Meta, and another six domain or language-adapted
models, including our ELAINE-medLLM.

To ensure that benchmark scores reflect the true
capability of LLM (Sainz et al., 2023), we ex-
cluded those models that used the training split of
benchmarks or have not disclosed detailed infor-
mation about their training dataset. These include
MMed-Llama-3-8B (Qiu et al., 2024), Qwenl.5-
7B (Bai et al., 2023), etc. However, note that it
is extremely difficult to completely exclude the
data leakage condition because during LLLM train-
ing, the benchmark dataset may be used as training
without the generator publicly revealing it.

Llama-3-Swallow-8B-v0.1 (Fujii et al., 2024) is
the competitive Japanese model based on Llama3.
Medalpaca-7b (Han et al., 2023) based on Llama
is an expansion from alpaca and is fine-tuned for
the medical domain. Meditron-7B (Chen et al.,
2023c) is adapted from Llama2 to the medical
domain. OpenBioLLM-8B (Ankit Pal, 2024) is
built upon Llama3 and finetuned for the biomedi-
cal domain. Appolo-7B (Wang et al., 2024) based

on Qwen 1.8B (Bai et al., 2023) is a multilin-
gual biomedical LLM covering English, Chinese,
French, Spanish, Arabic, and Hindi. For gemma-
7B, llama2-7B, llama3-8B, Llama-3-Swallow-8B-
v0.1, and ELAINE-medLLM, we evaluated both
pre-trained models without instruction fine-tuning
and the corresponding fine-tuned model.

5 Results

We used a consistent input format for each lan-
guage to evaluate the multiple benchmarks. The
samples of the input format are shown in the Ap-
pendix E. For all the experiments, we used 5-shot
in-context learning, using the first five examples
in each benchmark dataset as the in-context in-
put samples, except for the cases when the input
length exceeded the maximum length supported,
in which case we used 3-shot. The benchmark
datasets and the evaluation code are available at
our Github site 3.

Table 4 shows the benchmark scores for pre-
trained models without instruction fine-tuning.
The values in the table show each benchmark’s
accuracy and the average accuracy score grouped
by language. The highest scores are bold, and
the second-highest scores are underlined. As
we can see, the ELAINE-medL.LM outperforms
other pre-trained models for Japanese and Chi-
nese benchmarks and ranks second for English
benchmarks, maintaining competitive English per-
formance. Japanese-adapted Swallow-8B-v0.1

3https://github.com/aistairc/medLLM_QA_benchmark
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Swallow

Model g%zn.ma Llama-2 iﬁl;ma 3 -8B gllggca meditron ]C3)ipoeIiILM Apollo Fn];giﬂ?\/l
-7b-it -7b-chat -Instruct -7b -7B .
-Instruct 0.1 -7b -8B -instruct
Release 24-Mar  23-Jul 24-Apr 24-Jul 23-Apr  23-Dec 24-May  24-Mar
EN
MMLU 50.55 48.71 72.79 66.88 51.48 47.32 73.43 68.17 72.69
MedMCQA  41.07 35.97 60.89 53.85 36.02 34.35 55.03 53.85 55.07
MedQA 33.12 30.99 57.65 47.95 31.15 29.18 50.00 45.98 55.76
MedQA-4o0p  39.67 38.09 61.28 56.07 39.35 32.26 56.78 53.86 61.36
PubMedQA  67.07 63.64 78.99 64.65 55.15 39.19 65.86 75.34 75.35
Average 46.30 43.48 66.32 57.88 42.63 36.46 60.22 59.44 64.05
JA
DenQA 13.71 12.03 19.72 23.78 10.91 9.79 18.18 17.90 22.24
IgakuQA 25.51 20.80 40.45 44.01 17.74 18.20 33.03 32.28 43.36
JISIMQA 12.09 10.55 25.93 26.81 10.77 8.35 21.98 20.66 24.40
Average 17.10 14.46 28.70 31.53 13.14 12.11 24.40 23.61 30.00
ZH
CMExam 30.90 25.43 52.01 41.11 23.58 23.85 39.07 49.99 48.85
MedQA 29.03 25.37 62.99 45.05 24.99 25.46 42.59 58.29 55.80
MedQA-4op 34.96 32.30 68.40 51.27 30.11 29.82 48.73 62.99 61.59
Average 31.63 27.70 61.13 45.81 26.23 26.38 43.46 57.09 55.41

Table 5: Comparative analysis of the accuracy scores of various multiclass and multilabel medical QA tasks by the
baseline fine-tuned models and our ELAINE-medLLM-instruct

shows competitiveness for Japanese. However,
it lags behind ELAINE-medLLM in English and
Chinese.

Table 5 shows the benchmark scores for fine-
tuned models. For the English benchmarks,
Llama3-8B-Instruct outperformed the other fine-
tuned models for most of the benchmarks. How-
ever, our ELAINE-medLLM-instruct maintains
competitive performance and ranks second for the
average score.

For Japanese benchmarks, the Japanese-
adapted Swallow-8B-Instruct-v0.1 shows the
highest performance, making our ELAINE-
medLLM-instruct rank second.

Surprisingly, Llama3-8B-Instruct outperformed
the other fine-tuned models for Chinese bench-
marks, showing strong Chinese performance.
Apollo-7B, based on Qwen-7B, is second for
all Chinese benchmarks, inheriting a solid Chi-
nese ability from the base model. However, our
ELAINE-medLLM-instruct also shows the com-
petitiveness of Chinese performance.

To summarize, our trilingual pre-trained
ELAINE-medLLM and the fine-tuned ELAINE-
medLLM-instruct are robust, showing almost
equal competence for all three languages. It
is notable that among those LLMs based on
Llama-3, Swallow-8B-v0.1, OpenBioLLM-8B,
and ELAINE-medLLM, only our model does
not show noticeable degradation for the English
benchmark scores compared with the base model.

Our results indicate that careful dataset prepara-
tion and training can prevent inevitable severe
degradation issues when adapting a base LLM to
non-English languages or domains.

QA for healthcare

To demonstrate the conversational and trilin-
gual capability for healthcare QA by ELAINE-
medLLM-instruct, we show the answers from the
model for each of the four questions translated
in each language in Appendix F. It shows our
model’s trilingual prowess by answering short and
long questions succinctly in the same language as
the corresponding question. However, we noticed
that answers to long questions in English are rather
indecisive, and the model tried to obtain more de-
tailed information from human. On the other hand,
the answers for Japanese questions are mostly de-
cisive. The cause of these inconsistent qualita-
tive answers to the questions in different languages
needs further analysis in future work.

6 Conclusion

We proposed a trilingual medLLM called
ELAINE based on Llama-3-8B. The experimental
results on bio-medical QA tasks reveal that
it performs competitively with strong English
medLLMs and simultaneously shows trilingual
prowess on Japanese and Chinese medical
benchmarks.
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Limitations

The evaluation of medLLMs was conducted us-
ing QA datasets. The metrics can measure the
professional knowledge of medLLM, as exempli-
fied by the scores of medical examinations. How-
ever, these metrics may not adequately capture
medLLM’s performance, particularly in assessing
the usefulness and safety outputs obtained from
conversational scenarios. Researchers have in-
creasingly adopted human-centric evaluation ap-
proaches to address this limitation. These ap-
proaches will provide a more realistic assessment
of medLLMs in real-world applications and con-
stitute our future work.
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A J-Stage Japanese articles in
biomedical domain

J-Stage* is a platform for scholarly publications
in Japan. We are licensed by the Japan Science
and Technology Agency (JST) to download about
1.16 million Japanese PDF files and 0.41 million
English PDF files. We used 570,000 Japanese
PDF files categorized in the biomedical domain
(300,000 for publication years from 1996 to 2000
and 270,000 for publication years after 2000).

Tika®> was used for PDF-to-text conversion.
Then, a filtering process was applied to remove
unnecessary parts to obtain clean text. We first
randomly selected 20 papers for the filtering pro-
cess and performed a manual binary labeling an-
notation at the token level to determine whether
each token should be retained or discarded. Next,
we trained a token-level classification model on
this annotated data using a released PLM check-
point. We then applied the trained model to clean
all converted texts. For the PLM, we utilized the
Japanese DeBERTa V2 large model.

B QA benchmarks for bio-medical
domain

MedQA, MedQA-4options (Jin et al., 2020)

It is collected from the professional medical
board exams. It covers three languages: English,
simplified Chinese, and traditional Chinese. It
contains train, dev, and test splits; we used only
test splits. The original question consists of 5
options for answer. MedQA-4options contains
four options that are reduced from the original.

MMLU (Hendrycks et al., 2021) The test covers
57 tasks, including elementary mathematics, US
history, computer science, and law. We only
selected tasks related to bio-medical, namely
anatomy, clinical_knowledge, college_biology,
college_medicine, medical_genetics, and profes-
sional_medicine.

MedMCQA (Pal et al., 2022) The examination
questions are collected from the official website of

*https://www.jstage.jst.go.jp/
Shttps://tika.apache.org/
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the India Institute of Medical Science, as well as
from open websites and books. It consists of train,
dev, and test splits, and we used only test split.

PubMedQA (Jin et al., 2019) It is collected
from PubMed abstracts. The task of PubMedQA
is to answer research questions with yes/no/maybe
using the corresponding abstracts. PubMedQA
has 1k expert-annotated, 61.2k unlabeled and
211.3k artificially generated QA instances. Each
PubMedQA instance is composed of (1) a ques-
tion which is either an existing research article
title or derived from one; (2) a context, which is
the corresponding abstract without its conclusion;
(3) a long answer, which is the conclusion of the
abstract and, presumably, answers the research
question, and (4) a yes/no/maybe answer which
summarizes the conclusion.

CMExam (Liu et al., 2023) It is sourced from
the Chinese National Medical Licensing Examina-
tion. CMExam consists of 60K+ multiple-choice
questions for standardized and objective evalua-
tions, as well as solution explanations for model
reasoning evaluation in an open-ended manner. It
consists of train, val, and test splits, and we used
only test split.

JIJISIMQA (Sukeda et al., 2023) It is a dataset
comprising 5-choice questions extracted from
the Journal of the Japanese Society of Internal
Medicine (JJSIM).

IgakuQA (Kasai et al., 2023) It contains the
exam problems from the Japan National Medical
Practitioners Qualifying Examination (NMPQE)
and their answers in the past five years (from 2018
through 2023) extracted from the official website
of the Ministry of Health, Labor and Welfare in
Japan ©. We concatenate all the exams for the past
five years to make the benchmark for evaluation.

DenQA It contains the exam problems from the
Japan National Dentistry Examination and their
answers in the past two years (from 2023 through
2024) extracted from the official website of the
Ministry of Health, Labor and Welfare in Japan
. We concatenate all the exams for the past two
years to make the benchmark for evaluation. This
dataset will become available at our GitHub site.

Shttps://www.mhlw.go.jp/stf/english/index.html
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C A sample configuration file for data-juicer

The following is the yaml configuration for data-juicer’ used to process the Pubmed Central (PMC)
dataset. The configurations for the other datasets are very similar to it.

# global parameters

project_name: 'all' #

dataset_path: '/path/to/your/dataset’ #

export_path: '/path/to/result/dataset.jsonl’ #

np: 4 #

open_tracer: true
#

# process schedule: a list of several process operators
process:

project name for distinguish your configs
path to your dataset directory or file

path to processed result dataset.

number of subprocess to process your dataset

# whether to open the tracer to trace the changes

It might take more time when opening tracer

with their arguments

# Mapper ops. Most of these ops need no arguments.

- clean_email_mapper:

- clean_links_mapper:

- clean_copyright_mapper:
- expand_macro_mapper:

- fix_unicode_mapper:

- punctuation_normalization_mapper:

- remove_bibliography_mapper:
- remove_comments_mapper:

- whitespace_normalization_mapper:

# Filter ops
- alphanumeric_filter:
tokenization: false
min_ratio: 0.2787
- average_line_length_filter:
max_len: 1500
character_repetition_filter:
rep_len: 10
#min_ratio: 0.0
max_ratio: 0.1
- flagged_words_filter:
lang: en
tokenization: true
max_ratio: 0.00195
#flagged_words_dir: ./assets
#use_words_aug: false
#words_aug_group_sizes: [2]
#words_aug_join_char: ""

- language_id_score_filter:
lang: en
min_score: 0.9

- maximum_line_length_filter:
#min_len: 10
max_len: 7328

- perplexity_filter:
lang: en
max_ppl: 1000

- special_characters_filter:
#min_ratio: 0.0
max_ratio: 0.3

- text_length_filter:
min_len: 10
max_len: 10000

- words_num_filter:
lang: en
tokenization: true
min_num: 20
max_num: 23305

- word_repetition_filter:
lang: en

"https://github.com/modelscope/data-juicer

remove emails from text.

remove web links from text.

remove copyright comments.

expand macro definitions in Latex text.

fix unicode errors in text.

# normalize unicode punctuations to English punctuations.
# remove bibliography from Latex text.
# remove comments from Latex text, code, etc.

* o

H+

# normalize different kinds of whitespaces to English whitespace.

# filter text with alphabet/numeric ratio

# whether to count the ratio of alphanumeric
# the min ratio of filter range

# filter text with the average length of lines

# filter text with the character repetition ratio
# repetition length for char-level n-gram
# the min ratio of filter range
# the max ratio of filter range
# filter text with the flagged-word ratio
# consider flagged words in what language
# whether to use model to tokenize documents
# the max ratio to filter text
# directory to store flagged words dictionaries
# whether to augment words, especially for Chinese
# the group size of words to augment
# the join char between words to augment

# filter text in specific language with language scores
# keep text in what language
# the min language scores to filter text
# filter text with the maximum length of lines
# the min length of filter range
# the max length of filter range
# filter text with perplexity score out of specific range
# compute perplexity in what language
# the max perplexity score to filter text
# filter text with special-char ratio out of specific range
# the min ratio of filter range
# the max ratio of filter range
# filter text with length out of specific range
# the min length of filter range
# the max length of filter range
# filter text with number of words out of specific range
# sample in which language
# whether to use model to tokenize documents
# the min number of filter range
# the max number of filter range
# filter text with the word repetition ratio
# sample in which language
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tokenization: true # whether to use model to tokenize documents

rep_len: 10 # repetition length for word-level n-gram
#min_ratio: 0.0 # the min ratio of filter range
max_ratio: 0.5981 # the max ratio of filter range

- document_simhash_deduplicator: # deduplicate text samples using SimHash-LSH method
tokenization: space # tokenization method for text.
window_size: 6 # window size of shingling
num_blocks: 6 # number of blocks in SimHash computing
hamming_distance: 4 # the max hamming distance to regard 2 samples
lowercase: true # whether to convert text to lower case
ignore_pattern: null # whether to ignore sub-strings with specific pattern

D

A sample of conversational instruction data

The following is a sample of instruction-following data. The red part is the instruction. During training
for the instruction-following fine-tuning, we only optimize the loss from the answer (the blue part).

Human:
If you are a doctor, please answer the medical questions based on the patient's

description. I woke up this morning feeling the whole room is spinning when i

— was sitting down. I went to the bathroom walking unsteadily, as i tried to focus
— 1 feel nauseous. I try to vomit but it wont come out.. After taking panadol and
— sleep for few hours, i still feel the same.. By the way, if i lay down or sit
— down, my head do not spin, only when i want to move around then i feel the whole
s world is spinning.. And it is normal stomach discomfort at the same time?

« Earlier after i relieved myself, the spinning lessen so i am not sure whether
s 1its connected or coincidences.. Thank you doc!

Assistant:

Hi, Thank you for posting your query. The most likely cause for your symptoms is

<« benign paroxysmal positional vertigo (BPPV), a type of peripheral vertigo. In
— this condition, the most common symptom is dizziness or giddiness, which is made
< worse with movements. Accompanying nausea and vomiting are common. The condition
— 1is due to problem in the ear, and improves in a few days on own. Betahistine

— tablets would help relieve your symptoms. Doing vestibular rehabilitation or

— adaptation exercises would prevent the recurrence of these symptoms. An ENT

<+ evaluation would also help. I hope it helps. Best wishes, Chat Doctor.

E Sample medical QA benchmark input format for 3-shot in-context learning

E.1 MedQA

Question: A junior orthopaedic surgery resident is completing a carpal tunnel

< repair with the department chairman as the attending physician. During the

- case, the resident inadvertently cuts a flexor tendon. The tendon is repaired
— without complication. The attending tells the resident that the patient will do
< fine, and there is no need to report this minor complication that will not harm
— the patient, as he does not want to make the patient worry unnecessarily. He

— tells the resident to leave this complication out of the operative report.

< Which of the following is the correct next action for the resident to take?

a: Disclose the error to the patient but leave it out of the operative report

b: Disclose the error to the patient and put it in the operative report

c: Tell the attending that he cannot fail to disclose this mistake

d: Report the physician to the ethics committee

e: Refuse to dictate the operative report

Be

sure to choose exactly 1 from a, b, c, d, e.

Answer:
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o
Question: A 67-year-old man with transitional cell carcinoma of the bladder comes
< to the physician because of a 2-day history of ringing sensation in his ear. He
received this first course of neoadjuvant chemotherapy 1 week ago. Pure tone

o
< audiometry shows a sensorineural hearing loss of 45 dB. The expected beneficial
— effect of the drug that caused this patient's symptoms is most likely due to

— Wwhich of the following actions?

a: Inhibition of thymidine synthesis

b: Inhibition of proteasome

c: Hyperstabilization of microtubules

d: Generation of free radicals

e: Cross-linking of DNA

Be sure to choose exactly 1 from a, b, c, d, e.

Answer:

e

Question: Two weeks after undergoing an emergency cardiac catherization with

— stenting for unstable angina pectoris, a 61-year-old man has decreased urinary
output and malaise. He has type 2 diabetes mellitus and osteoarthritis of the
hips. Prior to admission, his medications were insulin and naproxen. He was
also started on aspirin, clopidogrel, and metoprolol after the coronary
intervention. His temperature is 38rC (100.4rF), pulse is 93/min, and blood
pressure is 125/85 mm Hg. Examination shows mottled, reticulated purplish

— discoloration of the feet. Laboratory studies show:

Hemoglobin count 14 g/dL

Leukocyte count 16,400/mm3

Segmented neutrophils 56%

Eosinophils 11%

Lymphocytes 31%

Monocytes 2%

Platelet count 260,000/mm3

Erythrocyte sedimentation rate 68 mm/h

Serum

Urea nitrogen 25 mg/dL

Creatinine 4.2 mg/dL

Renal biopsy shows intravascular spindle-shaped vacuoles. Which of the following is
— the most likely cause of this patient's symptoms?”

A

a: Renal papillary necrosis

b: Allergic interstitial nephritis

c: Cholesterol embolization

d: Eosinophilic granulomatosis with polyangiitis
e: Polyarteritis nodosa

Be sure to choose exactly 1 from a, b, c, d, e.
Answer:

C

Question: A 39-year-old woman is brought to the emergency department because of
< fevers, chills, and left lower quadrant pain. Her temperature is 39.1rC
< (102.37F), pulse is 126/min, respirations are 28/min, and blood pressure is
< 80/50 mm Hg. There is blood oozing around the site of a peripheral intravenous
— line. Pelvic examination shows mucopurulent discharge from the cervical os and
— left adnexal tenderness. Laboratory studies show:
Platelet count 14,200/mm3
Fibrinogen 83 mg/mL (N = 200-430 mg/dL)
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D-dimer 965 ng/mL (N < 500 ng/mL)

When phenol is applied to a sample of the patient's blood at 90rC, a phosphorylated
— N-acetylglucosamine dimer with 6 fatty acids attached to a polysaccharide side
— chain is identified. A blood culture is most likely to show which of the

— following?"

a: Coagulase-positive, gram-positive cocci forming mauve-colored colonies on

— methicillin-containing agar

b: Encapsulated, gram-negative coccobacilli forming grey-colored colonies on

s charcoal blood agar

c: Spore-forming, gram-positive bacilli forming yellow colonies on casein agar

d: Lactose-fermenting, gram-negative rods forming pink colonies on MacConkey agar
e: Gamma-hemolytic, gram-positive cocci forming green colonies on vancomycin agar
Be sure to choose exactly 1 from a, b, c, d, e.

Answer:

E.2 PubMedQA

Context: Patients presenting with transient ischemic attack or stroke may have

— symptom-related lesions on acute computed tomography angiography (CTA) such as
free-floating intraluminal thrombus (FFT). It is difficult to distinguish FFT
from carotid plaque, but the distinction is critical as management differs. By
contouring the shape of these vascular lesions ("virtual endarterectomy”),
advanced morphometric analysis can be performed. The objective of our study is
to determine whether quantitative shape analysis can accurately differentiate
FFT from atherosclerotic plaque. We collected 23 consecutive cases of suspected
carotid FFT seen on CTA (13 men, 65 $ 10 years; 10 women, 65.5 $ 8.8 years).
True-positive FFT cases (FFT+) were defined as filling defects resolving with
anticoagulant therapy versus false-positives (FFT-), which remained unchanged.
Lesion volumes were extracted from CTA images and quantitative shape
descriptors were computed. The five most discriminative features were used to
construct receiver operator characteristic (ROC) curves and to generate three
machine-learning classifiers. Average classification accuracy was determined by
cross-validation. Follow-up imaging confirmed sixteen FFT+ and seven FFT-
cases. Five shape descriptors delineated FFT+ from FFT- cases. The logistic
regression model produced from combining all five shape features demonstrated a
sensitivity of 87.5% and a specificity of 71.4% with an area under the ROC curve
— = 0.85 $ 0.09. Average accuracy for each classifier ranged from 65.2%-76.4%.
Question: Can shape analysis differentiate free-floating internal carotid artery

— thrombus from atherosclerotic plaque in patients evaluated with CTA for stroke
— or transient ischemic attack?

N

a: yes
b: no

c: maybe

Be sure to choose exactly 1 from a, b, c, d, e.
Answer:

a
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Context: To determine the relationship between injury severity surrogates and other

—

e

—

patient factors with the development and severity of heterotopic ossification
(HO) following open reduction internal fixation of acetabular fractures treated
with a posterior approach. Retrospective review. Academic level 1 trauma
center. Two hundred forty-one patients who were treated through a posterior
approach with a minimum of 6-month radiographic follow-up were identified from
an acetabular fracture database. None. The occurrence and severity (Brooker
Grade III/IV) of HO 6 months postsurgery. Length of stay (LOS) in the intensive
care unit (ICU), non-ICU LOS>10 days, and HO prophylaxis with external
radiation beam therapy (XRT) were significantly associated with the development
of HO in a multivariate model [ 1-2 days, odds ratio (OR) = 4.33, 95% confidence
interval (CI): 1.03-18.25; 3-6 days, OR = 4.1, 95% CI, 1.27-13.27;>6 days, OR =
11.7, 95% CI, 3.24-42.22; non-ICU LOS>10 days (vs. ©0-6 days): OR = 7.6, 95% CI,
2.6-22.25; XRT HO prophylaxis: OR = 0.29, 95% CI, ©.10-0.85]. Other variables
evaluated in multivariate modeling not significantly associated with
development and severity of HO included age, gender, mechanism of injury,
injury severity score, presence of neurologic injury, Letournel fracture type,
occurrence of hip dislocation, interval from injury to surgery, operative time,
and estimated blood loss.

Question: Do Surrogates of Injury Severity Influence the Occurrence of Heterotopic

Ossification in Fractures of the Acetabulum?

o
a: yes

b: no

c: maybe

Be sure to choose exactly 1 from a, b, c, d, e.
Answer:

o

Context: To measure the dimensions of compensatory hypertrophy of the middle

—

A

—

turbinate in patients with nasal septal deviation, before and after
septoplasty. The mucosal and bony structures of the middle turbinate and the
angle of the septum were measured using radiological analysis before
septoplasty and at least one year after septoplasty. All pre- and
post-operative measurements of the middle turbinate were compared using the
paired sample t-test and Wilcoxon rank sum test. The dimensions of bony and
mucosal components of the middle turbinate on concave and convex sides of the
septum were not significantly changed by septoplasty. There was a significant
negative correlation after septoplasty between the angle of the septum and the
middle turbinate total area on the deviated side (p = 0.033).

Question: Does septoplasty change the dimensions of compensatory hypertrophy of the

middle turbinate?

a: yes

b: no

c: maybe

Be sure to choose exactly 1 from a, b, c, d, e.
Answer:

b
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Context: To assess whether perspective-taking, which researchers in other fields

—

e

—

have shown to induce empathy, improves patient satisfaction in encounters
between student-clinicians and standardized patients (SPs). In three studies,
randomly assigned students (N = 608) received either a perspective-taking
instruction or a neutral instruction prior to a clinical skills examination in
2006-2007. SP satisfaction was the main outcome in all three studies. Study 1
involved 245 third-year medical students from two universities. Studies 2 and 3
extended Study 1 to examine generalizability across student and SP
subpopulations. Study 2 (105 physician assistant students, one university)
explored the effect of perspective-taking on African American SPs'
satisfaction. Study 3 (258 third-year medical students, two universities)
examined the intervention's effect on students with high and low baseline
perspective-taking tendencies. Intervention students outscored controls in
patient satisfaction in all studies: Study 1: P = .01, standardized effect size
= 0.16; Study 2: P = .001, standardized effect size = ©0.31; Study 3: P = .009,
standardized effect size = ©.13. In Study 2, perspective-taking improved
African American SPs' satisfaction. In Study 3, intervention students with high
baseline perspective-taking tendencies outscored controls (P = .0004,
standardized effect size = 0.25), whereas those with low perspective-taking
tendencies did not (P = .72, standardized effect size = 0.00).

Question: Does perspective-taking increase patient satisfaction in medical

a:
b:
C:
Be

encounters?

yes

no

maybe

sure to choose exactly 1 from a, b, c, d, e.

Answer:

E.3 IgakuQA
M. &7 Yo7 MEE E7=3FEEZEND,

a: Gaucher J&

b: von Gierke JH

c: Hurler JfEf&ER:

d: X—Fr>nay FhRIE

e: AN=F VT VRAANNI F—ERIBNE
%3 a,b,c,d,e DFNHBE xS 1 HIEATIEZ W,
EZ:

e

M HERMEETEDRE & 72 5 R0\ old &,
a: PERIE

b: Fabry A

c: Sjogren JEfERE

d: FURBMERE(C T E

e: BRBAEMRER

3 a,b,c,d,e DHFPLHE xS 1 HEATLIZEW,
EZ:

e

M : SRRIVEZY 272 S R0k,

a: A4 7% A FRFIRE

b: Lesch-Nyhan JiEf&#E

c: MEZ ARSI
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d: Fanconi JiEfRHEt

e: 1BMEEAE

#3 a,b,c,d,e DFREBEEHE 1 HIEATL SNV,
EZ

d

I 8 VR IA RRSYE & 2 X 72553 ICIE LWL oid e,
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D EHIEEBPAINIAT S .

: EHEEHITHNETH %,
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EZ

(DO_OCTQ)

H

E.4 CMExam

[ W ERSTIRVINICER, Ja%, A7, SCETIIBmRBTEG TAEE

o MAREIR
SRR TG ]
TPAITHREER]
D RIS T EE BRI ]
o INRRIATEGER]
EHRM a. b, c. d. e HIHERRIERE 1,
EiE:
c
. BRGTRRER, XIARE ZR1Z
a: W
b: HLEH
c: g
d: FE
HAEE &
B a. b, c. d. e HIEREE 1,
EiE:
d
A FEAAE RS IR B R 7T k2
a: W&k
b: REifMIEE
c: HERRHFEIETE
d: BETFR#EmAgE
PaNeR
uaﬁﬁ{%})\ a. b, c. d. e FHERMIERE 1,
B
e
@ ANETIRERE LS B A2
a: il
K
TR
TN
RN
B a. by c. d. e HIERNERE 1,
B

T O 0O T o

D

(D

® Q 0O T

4685

778 SRR e A A A 12



F Sample healthcare QA

The following demonstrates the answers from ELAINE-medLLM-instruct for the same questions in En-
glish, Japanese, and Chinese.

F.1 QA in English

KNO.I ~

Human: At what age does hearing loss begin in adults?

Assistant: The onset of hearing loss in adults typically begins around the age of 60. However, it’s
important to note that hearing loss can occur at any age due to various factors such as exposure to
loud noises, certain medications, or underlying medical conditions. Regular hearing screenings and
maintaining a healthy lifestyle can help prevent or manage hearing loss. Is there anything else you
would like to know?

J

Human: Lately I have been having constant nausea and heartburn, and after eating I have a tight-
ening abdominal pain (severe) that settles down after about 5-10 minutes each time, but it happens
every time and is quite painful. Is it the solar plexus? I feel some discomfort (pressure?) in the
stomach area. I also feel discomfort when I lie on my stomach. I feel discomfort when I lie on my
stomach. The nausea has been going on for more than 6 months. What could be the cause? Also,
what department should I see? Thank you in advance.

Assistant: Thank you for your health concern! I am sorry to hear about your symptoms. I would
like to know more about your medical history. Do you have any other medical conditions? Do you
take any medications? Have you had any recent surgeries? Do you have any allergies? Do you
smoke? Do you drink alcohol? Do you have any family history of cancer?

~ No.3 ~

Human: I tested positive for corona yesterday. I have asthma-like symptoms, so the doctor told me
to take X-rays and CT as well, and as a result, he said, “There is a black shadow, and this could be
lung cancer. He said, “Ican’tsay it’s lung cancer, but it’s possible. I had a pretty bad cough because
of the corona, so I hope that’s the cause, but is it possible to have lung cancer complications from
corona?

Assistant: I'm sorry to hear about your condition. I understand your concern. I would like to know
more about your symptoms. Do you have any other symptoms apart from the cough? Have you had
any weight loss? Do you have any other medical conditions? Have you ever smoked?

. No.4

Human: I am a 50 year old woman. I have been having frequent headaches for the past half month.
The pain varies from time to time. It often feels like a tightness behind my eyes or around my
temples, but sometimes it hurts all over my body. I had an MRI scan 2 years ago because of the
occasional pain, but it showed no abnormalities. What are the possible causes?

Assistant: Thank you for providing this information. I would like to ask a few more questions to
better understand your condition. Do you have any other symptoms such as nausea, vomiting, or
sensitivity to light or sound? Have you experienced any changes in your vision or hearing? Do you
have any known medical conditions or take any medications regularly?

J
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F.2 QA in Japanese

KNO.l ~
Human: KADGE. BIIMHErSBE D T 3h?

Assistant: KA\ DA, HIEIIER 5080 OGFED £33, 2720, BIEOREFRIIMAICL -
TEZDFT, BRI, ERIVER. M. BEoORYYE. BEoEE, F23REDEA
ARy, SEIFRERMIEI-oTERZD 9, BEOERICIE, HTOBI I X, HDIERT.
TDEA, BOHROLL, BOHMEDEN, EOMEORME, SOMEOEENEENT T,
BEORERICE, B, AR, RAMSESlD D 3, BEHHEEX. NEoEBICX
S>THIER XN, EEHHET. BoFER3E8EOBMHIC k- Tl E o Xh, REMHEX,
NEEBEOBZREEEOM T OEBICL - Tl &R T3, HlEoEFICIE. MiEss AT

WH., BEERIE, TR ERHD £,
N J

(NO.Z ~
Human: I, MEKQEBBETPHZ 3. BRICEGHGDN TSNS X5 LIER ALV 23H D,
B 5~10 MNELTHEBELDTTY, HERZZ2DTHrRDFEVTT, AZBEBTLLID? B
DB DIMHPENE (JFEE? £/, 5OXNFWEZ LEMEREEL 2, 9 ORBICE % LiEM
B s, MEXUT6 » AL EHNTOE T, MDBEETL £ 52? £/, AREZZLESL LW
TLEDD, EALLSBENLET,

Assistant: H 72 7- DIERIXE SEWTEDO R REMDLH D F5, BN T 28I, BERIA 7
ARANDEEZH L TAD IR TEET, ERMCHKRT 202, BERLIA 7XAXAVOEHE

ERLTHD LN TEET,
N J

/NO.3 ~
Human: FEH, a2 v oIS E L, MED XS RIERDDHZDT, LY e CT B
B3 Lo CEMIESbN. ZOER, TREWERH DT, ZHUIMBADRRENDLRH 5, fiNA L
BE ARV, AEEMED S tEbIE L, auF 0o WTERLED UEP27=DT, Zh
DBEHERTHUEZDNDTTH, anFBNEETHIPAZHESTSZZ2EHZ2DTL & 557

Assistant: 3V, IR F VA ILRADMBAZSIEE I TAREMEDS D D £33, anF v AL RIEAIC
HEEYERS5 2, MiPAZSIERITIEADHDET, X5, auF A NV ARRBES R T L%
\%m\%ﬁh%ﬁ%%z?ﬁ%ﬁ®%6m®ﬁ4wxm@%b%ﬁ<?5:zﬁ%biﬁo

Human: 50 LT3, ZZHALLWVIRIHEEICEZ D 23, BAHIEZDOL ZIZX-oTiE
WET, HOEDLZDNADHZD DB Ew—o b RBZEUNZWTITN, 2RIELEE2HD F
T, MIROIEHFEETIRZDRZ VT, BRATIEMBL D2 Z28HD FT, 2HFAL BV
HrEXYEIMITMRIMEZ LE LD, BEDDFERATLLEEARIERNEZ SNETH?
Assistant: MRI BETEREN L1 o728 h 6, BHBDOFREIZEZ 5 < INOMERNZHETIEH
DERA, Do LAREMESEHVDIE, R LA, ERAE, KEAE., LEEORWERRY, 4
HEECEEST 20T,

J

F3 QA in Chinese

No.1

Human: F%AE ML FH46 BT 1 81252

Assistant: fRIEF, BENBEFEE 20 & EAFFGEHBIIT I RNT S, R, S AR E5
HANE, AL NATRELE H R AER BT GG BT I8, Rk, GnSRAEE T g i Eiek ke g, Eil
18 T s R L R AR A T RS VAT
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/‘NO.Z ~
Human: i, FEBHOLMED, IZERIGEHSEEMEEm (BIZD, SRKY 5-10 pHEMa
%fe, BRERESLLE, MAMEYRES. BRAMZML? BRERIBEHELERNE (EI? FEts
BEIRNGE, FHNEEIANE, BOEERSE 6 M2 H T, XAJRERMTARREIERN? Bob, BNIZE
WERFERIZ? TR ARG,

Assistant: £4F, RIBEHHIA, ErTREEA B R E TUZSE 5N, BIEREMARES, &
A SRIBERERFIRRG LS S T2 W, HAHAENAET AR, RN, SrDEEREIAE, #r
R, WIRERIBERY), 2 HEANEY), R REFNATESIEFLE, GETEMIER, S

RHES!
N J
Human: FER, ARSI ZMME, FARCEEmMIYER, ArAEAIERFERE X XA CT, 25
Rbyi: " HRBERE, XATREEME, M " BRI AURME, HA AR, FOvHEE, TSR

i, FDABRMERIXNRR, (HH2H A e A i ?
Assistant: R4f, R EIRSS, BREEZ A MR, %K, Mk, <ESERT? 206A%
k@,ﬁﬂ,%ﬁ,%E%E%?%éﬁ%ﬂi?%éﬁ%ﬁ%@i?%éﬁﬁ@ﬁ?%éﬁﬁ@ﬁﬁii}

Human: 2 —% 50 S0t s HRSK, BREERESIH, RBNENT, REH IR
JERIKFATE B b, (HERNEREI e BKm, HTROmNARNT, WEFTRES — X HEIRE
i, ERALNAEE. ATREMEERTA?

Assistant: ARIELAIRE, ErTRERA WL, ISk —F WAVHZRG50N, BRI,
Dy, WX, SEIS BRI BERER, W SR I EIEE = AR, FIRERRrE U NN a8, (W
SIRTRIE R ANTE R, ([BEE, MRS, REMIERRFA ]GSR, BIUER
PERER, HEATHE— PR EMSE, DMEMERENTET IR, RN, G Z—% 8 REHETT,
MAERER, W EEST R, BRI EEAZYSE, DURERIEIR,
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