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Abstract

The extensive utilization of large language mod-
els (LLMs) underscores the crucial necessity
for precise and contemporary knowledge em-
bedded within their intrinsic parameters. Ex-
isting research on knowledge editing primar-
ily concentrates on monolingual scenarios, ne-
glecting the complexities presented by multi-
lingual contexts and multi-hop reasoning. To
address these challenges, our study introduces
MLaKE (Multilingual Knowledge Editing), a
novel benchmark comprising 4072 multi-hop
and 5360 single-hop questions designed to
evaluate the adaptability of knowledge editing
methods across five languages: English, Chi-
nese, Japanese, French, and German. MLaKE
aggregates fact chains from Wikipedia across
languages and utilizes LLMs to generate ques-
tions and answer. We assessed the effective-
ness of current multilingual knowledge edit-
ing methods using the MLaKE dataset. Our
results show that due to considerable inconsis-
tencies in both multilingual performance and
encoding efficiency, these methods struggle to
generalize effectively across languages. The ac-
curacy of these methods when editing English
is notably higher than for other languages. The
experimental results further demonstrate that
models encode knowledge and generation ca-
pabilities for different languages using distinct
parameters, leading to poor cross-lingual trans-
fer performance in current methods. Transfer
performance is notably better within the same
language family compared to across different
families. These findings emphasize the urgent
need to improve multilingual knowledge edit-
ing methods.'

1 Introduction

With the widespread deployment of large language
models, ensuring that the knowledge stored in their
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'Our benchmark and source code are available at https:
//github.com/Hi-archers/MLaKE.

intrinsic parameters is correct and up-to-date has
become a very important topic (Sinitsin et al., 2020;
Chen and Shu, 2023, 2024). knowledge editing
serves as a promising solution to this challenge,
necessitating timely updates to the knowledge em-
bedded within LLMs (Zhu et al., 2020; De Cao
et al., 2021; Ding et al., 2024; Meng et al., 2022;
Mitchell et al., 2022a; Xu et al., 2024; Chen et al.,
2024).

Despite considerable efforts devoted to this re-
search field, current studies on knowledge edit-
ing typically concentrate on monolingual scenar-
ioi (Li et al., 2023; Zhang et al., 2024; Huang et al.,
2023a), where language models are edited and eval-
uated within the same language (Meng et al., 2022,
2023; Mitchell et al., 2022a). However, the rapid
advancements in large language models (LLMs)
have facilitated the widespread adoption of multi-
lingual settings (Zhao et al., 2023; Wang et al.,
2023a). Given this context, the performance of a
source-language edited model on other languages
remains largely unexplored.

To address this challenge, our study introduces
MLaKE (Multilingual Language Knowledge Edit-
ing), a novel benchmark for multilingual multi-
hop knowledge editing. MLaKE comprises 5360
single-hop questions and 4072 multi-hop questions
designed to test the adaptability of knowledge edit-
ing methods across various languages. To ensure
the quality and currency of knowledge, we begin
by collecting fact chains across languages from
Wikipedia. Subsequently, we leverage powerful
LLM (e.g., ChatGPT) to generate questions in both
free-form and multiple-choice formats using fact
chains as input. Consequently, The MLaKE dataset
comprises single-hop and multi-hop questions in
English, Chinese, Japanese, French, and German.
This diverse dataset serves as a robust foundation
for evaluating the effectiveness of knowledge edit-
ing techniques in diverse linguistic environments.

We assessed the effectiveness of various knowl-
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edge editing methods on MLaKE, with a focus on
their performance in multilingual contexts. The
results show that current mainstream knowledge
editing methods demonstrate weak generalization
in multilingual editing and poor cross-lingual trans-
fer performance. Specifically, these methods not
only struggle to edit knowledge in one language
while transferring across others, but also exhibits
weak performance in the foundational task of edit-
ing knowledge within a single language. Moreover,
the aforementioned challenges become even more
pronounced in multi-hop reasoning scenarios. Our
findings underscore the significant impact of lan-
guage differences on the performance of knowl-
edge editing. To better understand this challenge,
we conduct a series of experiments to analyze the
effects of linguistic and structural differences on
knowledge editing performance.

The main contributions of our work are as:

* We collect the multilingual knowledge edit-
ing dataset, MLaKE, which comprises 5360
single-hop questions and 4072 multi-hop ques-
tions designed to test the adaptability of exist-
ing methods across various languages.

* We demonstrate that existing knowledge edit-
ing methods, when applied to LLMs, suffer
from significant shortcomings in multilingual
generalization and cross-lingual transfer per-
formance.

* Our analysis shows that weak multilingual
generalization is primarily due to the models’
insufficient multilingual performance and en-
coding inefficiency. The limited cross-lingual
transferability is largely caused by LLMs us-
ing distinct parameter sets to encode knowl-
edge for different languages.

2 MLaKE: Multi-Lingual Knowledge

Editing Benchmark
In our study, we construct the MLaKE
(MultiLingual Knowledge Editing) bench-

mark, an comprehensive and challenging dataset
that encompasses five languages (English, Chinese,
Japanese, French, German) and intricate logical
structures (single-hop and multi-hop). In this
section, we first present the data construction
process of MLaKE, followed by a detailed
description of the dataset. Lastly, we elaborate on
the evaluation settings and metrics utilized.

2.1 Data Construction of MLaKE

Figure 1 illustrates the construction process of
MLaKE, which is primarily composed of three
sequential steps: selection and alignment of fact
chains, generation of raw data, and construction of
question and answer.

2.1.1 Select chains of facts

We define fact chains as tuples, where a single-hop
fact chain is represented as (s1, 71, 01). In this rep-
resentation, s1, r; and o; denote the subject, rela-
tionship, and object of the single-hop, respectively.
Similarly, a multi-hop fact chain is expressed as
(s1,71,01,72,092), where ry represents the multi-
hop relationship, and oy signifies the multi-hop
object. Notably, the single-hop object is equivalent
to the multi-hop subject.

Inspired by the work of Zhong et al. (2023),
We gather fact chains by crawling data from
Wikipedia?. Initially, we manually create a rela-
tional dataset consisting of 43 common relations,
the same as the approach taken in previous work
(Petroni et al., 2019; Meng et al., 2022). Subse-
quently, we collect single-hop fact chains from
Wikidata across five languages, leveraging the re-
lational dataset. During this process, we employ
rules to ensure that the single-hop fact chain sat-
isfies specific predefined conditions. For instance,
to facilitate batch editing, we enforce restrictions
that prevent repetitive modifications of the relation-
ship associated with an entity in the single-hop fact
chains. For additional filtering rules applied to fact
chains, please refer to the Appendix C.1. To as-
sess the generalizability of the knowledge editing
method across languages, we perform alignment
on the collected single-hop fact chains. Specifi-
cally, we retain only single-hop fact chains that
were simultaneously available in all five languages.
Given that Wikipedia is written by local commu-
nities worldwide, this approach allow us to gather
authentic localized expressions. In addition, we
continue to collect knowledge from Wikidata for
the objects in the single-hop fact chain to form a
multi-hop fact chain. Figure 1 provides a simple
example showcasing this process.

2.1.2 Generation of raw data

Once the fact chain is generated, additional data is
required to compose the raw data. This additional
data primarily encompasses edited answers and

“We collect data from Wikipedia via the Wikidata API:
https://www.wikidata.org/w/api.php
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Generation of raw data III.

Construction of QA data
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Figure 1: Construction of MLaKE. Firstly, we gather a set of common relations and utilize them to extract single-hop
and multi-hop fact chains from Wikidata, encompassing five languages. Then, we combine ChatGPT and manual
collaboration to generate edited objects for them, and align the single-hop fact chains. Finally, we utilize the

organized raw data to create QA data.

answer aliases, as depicted in the Raw Data of
Figure 1.

To generate edited answers, we develop instruc-
tions to leverage powerful language models like
ChatGPT. These instructions ensure the similarity
between the edited answer and the original answer
while avoiding conflicts with common knowledge
within the LLM. For instance, it would be illogi-
cal to edit the single-hop knowledge chain (’Carl
Sagan’, ’employer’, ’Cornell University’) as (’Carl
Sagan’, ’employer’, *Glass Cup’). We represent the
edited object as 0*. The editing process for a single-
hop (or multi-hop) fact chain can be expressed
as (s1,r1,01 — of) or (s1,r1,01 — 0},12,03),
where 03 is the object corresponding to 72 and o7.

We initially retrieve the answer alias using the
Wikidata API. However, we observe that for certain
languages, such as French and German, answers
often have diverse variations that are not present
in Wikidata. To ensure that these variations do not
impact the evaluation (refer to Section 2.3), we
design specific instructions for ChatGPT to expand
the answer and incorporate appropriate qualifiers
into the answer alias.

2.1.3 Construction of question and answer

Considering the complexities of inflection in
French and German sentence structures, we avoid
the template-driven methods often used in prior
studies to convert triples into questions. Instead,

we utilize ChatGPT to generate fluent and coher-
ent multilingual questions, along with their corre-
sponding answers, based on the collected triplet
data in several languages. To minimize potential
errors in this transformation process, five experts
in the relevant languages were invited to review
the model-generated texts, following the criteria
detailed in Appendix C.1.

2.2 Description of the MLaKE

Dataset statistics Table 5 summarizes the statis-
tics of the MLaKE dataset. The MLaKE dataset
consists of more than 13K samples. We align all
single-hop problems and employ them as a means
to investigate the generalizability of existing knowl-
edge editing methods across different languages
following editing in a single language. Multi-hop
problems are not aligned across languages, and we
use them to assess the generalizability and transfer-
ability of existing editing methods.

Dataset analysis Figure 8 briefly analyzes the
characteristics of the MLaKE dataset. Figure 8(a)
depicts all first relations and their corresponding
top 3 second relations, demonstrating the diver-
sity of relations in MLaKE. The majority of ques-
tions pertain to nationality, names of individu-
als and locations, and typically adhere to the fol-
lowing structure: "From which nation does
Gwendoline Christie hold citizenship?”
(single-hop question) or "In which country
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is the institution where Carl Sagan was
employed located?” (multi-hop question). In
Figure 8(b), we further examine the relation PIDs
that account for more than 1%, mainly including
"country of citizenship" (p27), "country" (P17),
"continent" (P30), etc. For the corresponding table
of relationship PID and relationship label, please
refer to the Appendix C. Figure 8(c) depicts the
distribution of entities that have an occurrence
rate exceeding 0.5%. The prominent entities in
this distribution include *United Kingdom’ (Q145),
’Canada’ (Q36), and ’United States of America’
(Q30). Figure 8(d) illustrates the distribution of
question lengths. The majority of questions fall
within the 10-20 word range, which allows for pre-
cise expression of the subject and relationship with-
out the inclusion of extraneous information. To
accommodate various answer preferences of Large
Language Models (LLMs), we strive to generate
multiple aliases for each answer in MLaKE. Fig-
ure 8(e) demonstrates that the majority of answers
possess 2-13 aliases, while there are even several
answers with more than 20 aliases. The analysis
data presented in Figure 8 only includes English
samples, both single-hop and multi-hop.

2.3 Evaluation Metrics

Diverging from other benchmarks, MLaKE pri-
marily focuses on assessing the generalizability
and transferability of knowledge editing methods
across multilingual scenarios. For different models,
we use corresponding question to guide them to
generate answers. We evaluate the accuracy of the
question-answering task by determining whether
the model-generated sentences contained the cor-
rect answer or its aliases.

3 Experiments

This section first explains the experimental settings,
then analyzes the generalization ability of multi-
lingual knowledge editing and the transfer ability
of cross-language knowledge editing, and finally
explores the potential reasons that affect the perfor-
mance of knowledge editing.

3.1 Experimental Setup

Language Models We use the following two lan-
guage models in our experiments: 1) Vicuna-7B-
v1.5 is fine-tuned from Llama-2 using supervised
instruction fine-tuning with training data sourced
from ShareGPT.com. 2) Qwenl.5-7B-Chat is a

transformer-based aligned chat model pre-trained
on extensive data, developed by Alibaba Cloud.

Knowledge Editing Methods Building on previ-
ous research (Yao et al., 2023; Wang et al., 2023c¢),
we incorporate four strong knowledge editing meth-
ods as baselines: 1) MEND (Mitchell et al., 2022a)
uses small auxiliary networks and gradient decom-
position for efficient and localized post-hoc edit-
ing. 2) ROME (Meng et al., 2022) employs causal
mediation analysis to pinpoint the area for edits,
and then adjusts crucial feedforward weights using
rank-one model editing. 3) MEMIT (Meng et al.,
2023) extends ROME to edit a large set of facts and
facilitate thousands of edits to be executed simul-
taneously. 4) StableKE (Wei et al., 2024), which
leverages knowledge augmentation rather than fo-
cusing solely on knowledge localization, exhibits
stability across various knowledge editing settings.

Evaluation Dimensions

* Multilingual generalization refers to the ac-
curacy of knowledge editing across different
languages, especially when edited knowledge
is tested using single language.

* Cross-lingual transferability refers to the
ability of the editing model to apply the knowl-
edge edited in one language to another lan-
guage, i.e., the accuracy of editing in other
languages after performing editing in one lan-

guage.

3.2 Generalization of Multilingual Knowledge
Editing
To evaluate the multilingual generalization perfor-
mance of commonly used knowledge editing meth-
ods, we select four widely used knowledge editing
methods and evaluated their robustness across five
different languages using the Vicuna and Qwen
models. Each method are both edited and tested
within the same language context. Table 1 presents
the experimental results, and the main conclusion
are as follows.

Conclusion 1: All evaluated knowledge edit-
ing methods exhibit limited multilingual gener-
alization. As can be seen in Table 1, all meth-
ods demonstrate significantly higher accuracy in
English knowledge editing compared to other lan-
guages, regardless of the base model used. This
may be due to the fact that the quality and scale of
English are the highest among the training corpora
used by existing models.
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Single-hop QA (%) - Vicuna

Multi-hop QA (%) - Vicuna

Methods

EN DE FR JA ZH EN DE FR JA ZH
MEND 0.19 0.09 0.09 000 000 000 014 08 004 025
ROME 1493 159 438 009 028 244 000 057 011 0.25
MEMIT  60.73 23.79 4422 494 373 2070 7.11 14.12 3.19 3.30
StableKE 88.43 37.31 37.31 32.09 28.73 26.66 13.68 599 11.11 11.66
Methods Single-hop QA (%) - Qwen Multi-hop QA (%) - Qwen

EN DE FR JA 7ZH EN DE FR JA 7ZH
ROME 4459 2192 2024 0.28 3368 1572 451 585 0.11 1648
MEMIT 7547 59.51 51.12 2024 4338 41.31 19.56 18.12 946 27.50
StableKE 92.82 4534 4496 37.31 6744 5537 2202 1056 17.05 31.94

Table 1: Single-hop and Multi-hop QA performance comparison between Vicuna and Qwen models using various

knowledge editing methods across different languages.

Conclusion 2: The performance of the knowl-
edge editing method is related to the perfor-
mance of the base model. Except for StableKE,
the other three methods perform poorly in editing
Chinese and Japanese knowledge using the Vicuna
model. In contrast, these methods achieve signifi-
cantly higher accuracy with the Qwen model. The
Figure 2 shows that the better the base model per-
forms in a particular language, the more effective
the knowledge editing method becomes.

—e— Vicuna-MEMIT P
-=- Vicuna-StableKE
—e— Qwen-MEMIT

--#- Qwen-StableKE

80

Edited performance

40 50

60 70 80
Original performance

Figure 2: The relationship between the original per-
formance and the edited performance of the model.
With the same knowledge editing method, the better
the model’s original performance, the more effective the
knowledge editing becomes.

Additionally, the table shows that the accuracy of
multi-hop knowledge editing is substantially lower
than that of single-hop editing. This finding aligns
with previous studies focused on English, and our
study extends these conclusions to a multilingual
scenario.

3.3 Transferability of Cross-Language
Knowledge Editing

To evaluate the transferability performance of exist-
ing knowledge editing methods in cross-language
scenarios, we conduct knowledge editing in one
language and assessed the editing accuracy in dif-
ferent languages. Our analysis focus on two repre-
sentative methods: MEMIT and StableKE. Results
from additional methods are presented in the ap-
pendix, and the main conclusion are as follows.

Conclusion 3: All knowledge editing methods
have limited cross-language transferability, and
the accuracy of the model in answering ques-
tions drops significantly when using different
languages for reasoning. As illustrated in Figures
3, the editing performance along the diagonal is
notably superior, indicating that the cross-language
transferability ability of MEMIT and StableKE is
limited. Notably, when performing knowledge edit-
ing in English on the Vicuna model, the accuracy in
other languages was significantly lower than in En-
glish. A similar pattern was observed in the Qwen
model during both Chinese and English editing.

Conclusion 4: The greater the similarity be-
tween the editing language and the reasoning
language, the stronger the cross-language trans-
ferability. According to linguistic classification,
English, German, and French all belong to the
Indo-European language family (Joseph, 2005). Al-
though Chinese and Japanese do not belong to the
same language family, Japanese has been signifi-
cantly influenced by Chinese (Handel, 2008; Jin-
lian, 2004). The figure illustrates a trend: in the
top-left corner, cross-linguistic transfer among the
three Indo-European languages is notably stronger,
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(a) MEMIT Vicuna (b) StableKE Vicuna

Z NER 24.53 22.85 9.33 7.18 [RCN 38.15 34.14 8.12 5.50
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(c) MEMIT Qwen (d) StableKE Qwen
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Figure 3: Performance of MEMIT and StableKE on different source and edit languages on the vicunal.5 and

Qwenl.5 model.
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Figure 4: Relationship between the average number of
tokens needed to encode each subject and the success
rate of editing.

Method Accuracy

Use Subject No Subject
ROME 14.93 6.16
MEMIT 60.73 491

Table 2: Accuracy of MEMIT and ROME with and
without using subject.

whereas the transfer from these languages to Chi-
nese and Japanese is significantly weaker than
within the Indo-European family. While there
is some linguistic connection between Chinese
and Japanese, it is weaker compared to the Indo-
European languages, resulting in stronger transfer
between Chinese and Japanese than their transfer
to other languages, but still weaker than the trans-
fer observed within the Indo-European language
family.

4 Causes of Multilingual Editing
Challenges

We identify two causes contributing to the sub-
optimal performance of multilingual knowledge
editing: significant disparities in the multilingual
capabilities of models and the structural indepen-
dence of multilingual representations. The incon-

sistency in multilingual performance refers to the
model’s varying capability and encoding efficiency
across different languages, which undermines the
generalization of knowledge editing in multilin-
gual contexts. Structural independence in multilin-
gual models suggests that knowledge and abilities
in different languages are encoded by distinct pa-
rameters. This separation limits the effectiveness
of knowledge editing in achieving cross-linguistic
transfer.

4.1 Potential Factors Limiting Multilingual
Editing Generalization

Besides the model’s multilingual performance, an-
other crucial factor influencing the generalization
ability of multilingual knowledge editing methods
is its text encoding performance. To examine the
relationship between text encoding performance
and the generalization of multilingual knowledge
editing, we analyze the ROME and MEMIT meth-
ods. Both methods follow the locate-then-edit ap-
proach, with their core process focused on identi-
fying the subject’s final token to enhance editing
accuracy. However, as shown in Table 2, when the
subject’s final token is replaced with the sentence’s
last token, disrupting this process, the knowledge
editing accuracy of both MEMIT and ROME de-
clines significantly. Additionally, the Vicuna and
Qwen models exhibit substantial differences in en-
coding efficiency across languages. For instance,
as demonstrated in Table 3, the Vicuna model re-
quires an average of 11.77 tokens to represent a
Chinese subject, while only 4.04 tokens are needed
for an English subject. As a result, the information
density in the final token of a Chinese subject in
Vicuna is lower than that of an English subject, neg-
atively impacting target localization accuracy and
reducing editing precision. As illustrated in Fig-
ure 4, as a model’s encoding efficiency decreases
(i.e., more tokens are required to encode a target),
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(a) MEMIT Vicuna (b) StableKE Vicuna
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Figure 5: Proportion of responses that remain identical to the original, unedited outputs after applying MEMIT and
StableKE with different source and edit languages on the Vicunal.5 and Qwen1.5 model.

the success rate of knowledge editing correspond-
ingly diminishes. In addition to the more apparent
factor of the model’s multilingual performance in-
fluencing generalization, we further demonstrate
through experiments that the model’s multilingual
text encoding efficiency is another potential factor
limiting multilingual editing generalization.

4.2 Examining Factors Affecting
Cross-lingual Knowledge Transfer

Conclusion 5: Knowledge editing has a greater
impact on the knowledge of languages that are
more closely related to each other. To thoroughly
investigate the factors influencing cross-lingual
transferability in multilingual knowledge editing,
we focus on evaluating how edits to knowledge
affect content generated in languages that were not
directly edited. we further analyze how MEMIT
and StableKE impacted the models’ ability to gen-
erate multilingual text. As shown in Figures 5, our
results further illustrate the findings presented in
Section 3.3. Knowledge editing exerts a stronger
influence on the knowledge of languages closely re-
lated to the target language, while exerting a weaker
influence on the knowledge of more distantly re-
lated languages. For example, when knowledge
editing is performed in Chinese or Japanese, the
accuracy of the original responses in three Indo-
European languages decreases only slightly, indi-
cating minimal disruption. These results suggest
that existing knowledge editing methods have a
smaller effect on knowledge associated with lan-
guages that are less closely related. For instance,
when knowledge editing is conducted in Chinese
or Japanese, the accuracy of responses in three
Indo-European languages declines only marginally,
indicating minimal interference. Similarly, when
Indo-European languages are used for knowledge
editing, the accuracy of original responses in Chi-
nese and Japanese shows a comparable marginal

Model EN DE FR JA ZH
Vicuna 4.04 434 451 9.72 11.77
Qwen 374 414 429 627 5.17

Table 3: Average number of tokens needed to encode a
subject word by Vicuna and Qwen.

decline, reflecting limited impact. These findings
suggest that current knowledge editing methods
have a reduced impact on knowledge related to
languages that are less closely connected.

Conclusion 6: Knowledge editing has a
greater impact on the generation ability of lan-
guages that are more closely related to each
other. To comprehensively evaluate the impact
of multilingual knowledge editing on non-edited
languages, we assess its impact on the generative
ability of non-edited languages. Without consider-
ing the accuracy of the text, we used ChatGPT-4 to
evaluate the fluency of the content. As presented
in Figure 6, knowledge editing minimally affects
the generative performance of distantly related lan-
guages. Notably, when MEMIT is applied to edit
Vicuna’s knowledge in Chinese, the model’s ability
to generate coherent Chinese text deteriorated sig-
nificantly, resulting in repetitive, incoherent, and
meaningless output. In contrast, the impact on En-
glish text generation was less pronounced. Specifi-
cally, the fluency score for Chinese dropped sharply
from 3.84 to 2.29, while the English fluency score
declined only slightly from 4.03 to 3.81 following
knowledge editing. This trend is observed con-
sistently across multiple language families. We
hypothesize that the model encodes knowledge and
generative abilities for different languages in dis-
tinct parameters, with greater divergence in encod-
ing for more distantly related languages.

To test this hypothesis, we analyze the differ-
ences in the multilayer perceptrons (MLPs) that
are significantly affected at the same layer dur-
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Figure 6: Fluency Performance of MEMIT and StableKE on different source and edit languages on the Vicunal.5

and Qwen(l .5 model.
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Figure 7: Overlap of the Top 100 and 200 Most Impacted Neurons Across Different Languages When Editing

Vicuna and Qwen Models Using MEMIT and StableKE.

ing knowledge editing across different languages.
Specifically, we identify the neurons that exhib-
ited the largest changes when editing the Vicuna
and Qwen models using the MEMIT and StaleKE
methods. We then compare the extent of overlap
in these neurons across various languages. As il-
lustrated in Figure 7, the MEMIT method, which
focuses on layers 4-8 for editing, operates within
a narrower range but exerts a more pronounced
effect on the corresponding parameters. We identi-
fied the top 100 neurons most impacted by MEMIT
and analyzed their cross-linguistic overlap. Addi-
tionally, We analyze the overlap between the top
200 neurons primarily influenced by the StaleKE
approach, which modifies all parameters of the
model. Although StaleKE affects a broader range
of parameters, its influence on individual neurons is
comparatively smaller. The results indicate that the
cross-linguistic overlap of the most impacted neu-
rons is generally low, with all overlaps remaining
below 20%. However, closely related languages
demonstrate a higher degree of neuron overlap. For
example, languages within the Indo-European fam-
ily exhibit greater overlap compared to those from
different language families. Given that knowledge
and capabilities in different languages are encoded
in distinct parameters, current knowledge-editing
methods face limitations in their ability to general-

ize edits across languages when applied to a single
language.

5 Conclusion

In this paper, we explore the effectiveness of cur-
rent knowledge editing methods in multilingual
settings. To this end, we create the MLaKE dataset
by extracting knowledge tuples from Wikipedia
and generating single-hop and multi-hop questions
using ChatGPT. Leveraging MLaKE, we conduct
experiments employing various methods and multi-
lingual LLMSs to investigate the generalization and
transferability of knowledge editing from English
and other languages. Our research findings reveal
that: (1) Current knowledge-editing methods have
limited generalization performance in multilingual
settings. Beyond the inconsistent model perfor-
mance across different languages, experiments sug-
gest that insufficient multilingual encoding may
contribute to their weak generalization. (2) The
cross-lingual transferability of knowledge-editing
methods is similarly constrained. Even within the
same language family, transferability remains lim-
ited and is especially weak across distinct language
families. A key finding from the experiments is that
LLMs encode knowledge in different languages
using distinct parameter sets, which reduces cross-
lingual transfer performance.
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Limitations

In this paper, we primarily explore knowledge-
editing methods, focusing on parameter adjustment.
These methods specifically target knowledge en-
coded in model parameters, and through a com-
prehensive analysis of their impact on the parame-
ters, we highlight existing limitations in multilin-
gual generalization and cross-lingual knowledge
transfer. Our findings provide insights for advanc-
ing the development of more robust multilingual
knowledge-editing methods. Given time and re-
source constraints, we do not extensively explore
or compare knowledge-editing methods unrelated
to parameter changes, like in-context editing.
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A Evaluating QA Performance of Five
Widely Used LLMs on MLaKE

To evaluate the effectiveness of LLMs in various
languages and their content generation capabil-
ities, we assessed five instruction-tuned LLMs:
LLaMa-2-7B-chat, Vicuna-7B-v1.5, Qwenl.5-7B-
Chat, Gemma-7B-IT, and Mistral-7B-Instruct-v0.2
s (Touvron et al., 2023; Team et al., 2024; Bai
et al., 2023; Jiang et al., 2023). Using the unedited
MLaKE data, we assessed two capabilities of these
five models. The results for single-hop and multi-
hop QA are presented in Table 4. Our key findings
include: 1. The same model can display notable
differences in QA performance when tested in dif-
ferent languages. English consistently performs
better in both single-hop and multi-hop QA, indi-
cating that LLMs have a deeper grasp of English. 2.
Qwenl.5-7B-Chat demonstrates a more consistent
performance across various languages than other
LLMs, achieving especially strong results in Chi-
nese and Japanese. We attribute this advantage to
its pre-training corpus, which includes a diverse
range of languages (Bai et al., 2023). 3. Con-
versely, Vicuna-7B-v1.5 shows markedly improved
generative capabilities in Chinese and Japanese.
This enhancement is mainly attributed to the inclu-
sion of Chinese and Japanese data in the ShareGPT
instruction-tuning dataset, which strengthens its
ability to generate responses in these languages.
4. Gemma-7B-IT shows significant differences in
accuracy in free-form QA compared to other mod-
els. Notably, it falls behind LLaMa-2-7B-Chat by
27.8% in single-hop Free form QA and 15.11% in
multi-hop Free form QA. This gap is mainly at-
tributed to the RLHF optimization in the Gemma
model, which often leads to its refusal to generate
responses.

B Implementation Details

All experiments are conducted on a single NVIDIA
A800 GPU (80GB). We re-implement MEND,
ROME and MEMIT using EasyEdit® (Wang et al.,
2023c) with default settings. Additionally, we re-
produce the results of StableKE by utilizing their
official repository4. In the case of MEND, MEMIT,
and StableKE, a batch size of 100 was employed
for actual editing. As for ROME, which does not
support batch editing, a batch size of 1 was used,

3https://github.com/zjunlp/EasyEdit
*https://github.com/Hi-archers/StableKE
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Models

Single-hop QA (%)

Multi-hop QA (%)

EN DE FR JA

ZH EN DE FR JA ZH

LLaMa-2-7B-Chat 78.17 59.05 63.62 0.0 0.0 4994 2599 2992 00 0.0

Vicuna-7B-v1.5 76.21 5840 61.29 46.83 3694 47.60 28.50 2698 26.50 21.32
Qwenl.5-7B-Chat 7892 5485 5821 37.87 57.00 60.81 3046 30.56 30.51 53.55
Gemma-7B-IT 50.37 42.07 4235 43.00 3433 3483 1294 2251 2426 2211
Mistral-7B-Ins.-v0.2  83.21 60.73 65.95 26.77 28.17 62.12 4039 3721 18.85 29.21

Table 4: Single-hop and Multi-hop Free-form QA performance of five LLMs on MLaKE.

and 100 samples were iteratively edited before test-
ing.

C Data Details

In this section, we present the rules employed for
filtering the data, followed by the instructions uti-
lized for constructing the data.

C.1 Filter rules

We hired five professionals, each specializing in
one of the five languages used in this paper, to
conduct a comprehensive data cleaning exercise on
the dataset according to the following guidelines:

1. All single-hop data has corresponding five lan-
guage representations, which is the alignment
operation mentioned in the main text. It serves
as the foundational basis for conducting exper-
iments on the generalization of multilingual
knowledge editing.

2. Among all data, the relationship correspond-
ing to an entity cannot be modified repeatedly.
To facilitate evaluation and avoid knowledge
conflicts, we ensure that the fact chain of an
entity is not modified multiple times. This
is particularly relevant considering that sev-
eral knowledge editing methods support batch
editing capabilities.

3. The dataset is free of toxic information, in-
cluding content related to politics, violence,
or pornography.

4. Fact chains, particularly multi-hop ones, are
free from circular dependencies.

5. Identify and eliminate any semantic or syntac-
tic errors in the questions and answers gener-
ated by the model.

C.2 Instructions

Tables 6 and 7 respectively display the prompts
that guided ChatGPT in generating single-hop and

multi-hop questions, as well as their corresponding
answers.

D Related Work

We introduce recent datasets and knowledge editing
methods in this section.

D.1 Knowledge Editing Datasets

Current research in knowledge editing datasets
predominantly focuses on monolingual contexts.
For instance, RIPPLEEDITS (Cohen et al., 2023),
with its 5,000 instances of factual edits in English,
serves as a pivotal benchmark designed to exam-
ine the ripple effects in knowledge editing pro-
cesses. Similarly, MQuAKE delves into English
multi-hop queries (Zhong et al., 2023), evaluat-
ing how edits influence intricate chains of knowl-
edge. KEbench offers a thorough assessment of
the stability of various knowledge editing methods
using a tree-structured dataset in English. In con-
trast, the works of Bi-ZsRE (Wang et al., 2023b)
and MzsRE (Wang et al., 2023d) extend to a
multilingual knowledge editing dataset by trans-
lating the English Zero-Shot Relation Extraction
(ZsRE) (Levy et al., 2017) dataset into various lan-
guages. Nonetheless, such endeavors in translation
might introduce discrepancies in entity alignment,
thereby possibly diminishing the quality of datasets
(Wang et al., 2023b).

D.2 Knowledge Editing Methods

Current knowledge editing methods can be clas-
sified into four paradigms based on knowledge
storage and learning techniques: locate-then-edit,
memory-based models, meta-learning, and knowl-
edge augmentation. Locate-Then-Edit involves
identifying and updating a subset of model param-
eters associated with the edited knowledge. For
instance, Dai et al. (2022) manipulates ‘knowledge
neurons’ (KN) within pretrained transformers to
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Language

Statistics

EN ZH JA FR DE
# single-hop questions 1072 1072 1072 1072 1072
# multi-hop questions (original) 916 760 849 782 765
# multi-hop questions (edited) 1024 798 909 701 731
# single-hop entities 602 596 596 596 594
# multi-hop entities (original) 1004 858 968 988 994
# multi-hop entities (edited) 1303 1053 1253 1267 1285

# relations

43 43 43 43 43

Table 5: Data statistics of MLaKE. Multi-hop questions are not aligned cross five languages, so we mark them with
original and edited respectively. EN denotes English, ZH denotes Chinese, JA denotes Japanese, FR denotes

French, and DE denotes German.

update facts. Similarly, Meng et al. (2022) intro-
duces a method called Rank-One Model Editing
(ROME) that modifies key feedforward weights to
edit factual associations in LLMs. However, both
ROME and KN are limited to modifying one piece
of knowledge at a time. To address this limita-
tion, Meng et al. (2023) extended the capabilities
of ROME and developed MEMIT, enabling batch
modification of knowledge simultaneously (Hase
et al., 2023; Wei et al., 2023). Memory-based
Model facilitates editing by introducing a small
auxiliary model or additional parameters within
the MLP layer, without altering the parameters
of the original model. SERAC is a method that
modifies knowledge by optimizing a counterfac-
tual model (Mitchell et al., 2022b). On the other
hand, T-Patcher achieves knowledge editing by in-
tegrating a few trainable neuron patches into the
MLP layer (Huang et al., 2023b). In addition, CA-
LINET leverages the characteristics of MLP lay-
ers to directly calibrate factual knowledge within
LLMs (Dong et al., 2022). Meta-learning utilizes
a hypernetwork specifically designed to handle the
necessary alterations for manipulating knowledge
within the MLP layers of models. KnowledgeEd-
itor (De Cao et al., 2021) make use of hypernet-
works to facilitate efficient edits in language mod-
els. MEND (Mitchell et al., 2022a) introduces
auxiliary networks and enables scalable edits by
decomposing gradients. Knowledge augmenta-
tion mainly includes StableKE (Wei et al., 2024)
method enhances the stability and effectiveness
of knowledge editing in large language models
through two automated knowledge augmentation
strategies: Semantic Paraphrase Enhancement and
Contextual Description Enrichment.

E Multilingual Knowledge Editing
Experiment

We present Figure 3 in table form, as shown in
Table 8 and Table 9. The accuracy of English
responses after editing in Chinese and Japanese
exhibits a notable decrease compared to editing
in French and German. This highlights the sub-
stantial influence of language disparities on the
performance of cross-language knowledge editing.

4469



English instructions for single-hop data

Question Generation Instruction

Answer Generation Instruction

Given the Wikidata knowledge triplet structure [subject, relation, object] where subject is
s1, relation is 1, use this information to guide ChatGPT in creating a question that aims to
identify the o; of the triplet. Your challenge is to create a detailed question that prompts
LLM to identify the 71 of s1, without giving away the 0, or making any reference to it.

Using the provided Wikidata knowledge triple [s;, r1, 01], craft a concise answer to the
question (question). Your response should clearly link the s; with the o, as the answer,
without delving into additional details or context. The aim is to directly address the query
with the information given in the triple.

Chinese instructions for single-hop data

Question Generation Instruction

Answer Generation Instruction

25 %€ WikidataZiH = JC4H [subject, relation, object], subjectfEs;, relationsEry, - HRIEIX
WAER, Wit — TR, BERTE s Flr 8 = T0A F iobject, Bloq o [RIFRARL
VA H B, AR LLMIUERR B E sy By, RIS B S B R BB 7Ro, -

TRIELA E FIWikidata IR = TG4 [s1, 71, 011, HE 1A (question) T B — 1~ &1 & 1 B2 -
A BRI R 51 S0 BX RERIERNE R, BHARAEMATIHE R FHK
AR, FRAREM=THKX R, WREIZEREE BEEEMEX . FEEERGER,
ANERTERIINE -

Japanese instructions for single-hop data

Question Generation Instruction

Answer Generation Instruction

Wikidata® %1 + V) 7 L v b i&[subject, relation, object]’ 5 %2 6 h 7= & . 2 Z
Tsubjectid sy ~ relationidr; T4 o« ZOFEE#MFEHAL T PU T Ly kDo % FfE
T528%#HBE Lk #ChatGPTAER T 5 &5 W T Ex v dhiDk
Fao EWPLED . ZRICERLAEDTE 2L 5L 50O HET 5 &
SLIMICfRY 2B T3 2& TY -

DAFFEOHNY T s, 0] T BE .+ [(question)] 12 B IELE %
fERL & - ba2OEAR [n] FEkoTRHFEEhsIY 732 b £iBU
T [al & [n CHERGZBESB0ET. b )7L CORE M BHED &
FEFIL - 2% B¥EL - E2ATIHEHBEL TR a0 2T .

French instructions for single-hop data

Question Generation Instruction

Answer Generation Instruction

Etant donné la structure de triplet de connaissances Wikidata [subject, relation, object]
ol subject est sp, relation est 71, utilisez cette information pour créer une question avec
ChatGPT pour identifier I’élément 0, du triplet. Votre défi est de créer une question détaillée
qui incite LLM a identifier le 7; de o1, sans révéler le o1 ou faire référence a celui-ci.

Etant donné le triplet de connaissances Wikidata [s1, 71, 01], formulez une réponse concise a
la question (question). Votre réponse devrait clairement lier le s; avec le 0, comme réponse,
sans entrer dans des détails ou contextes supplémentaires. Visez une explication simple qui
tire parti de la relation spécifique dénotée par le triplet, en vous assurant que la réponse est
succincte et directement pertinente a la question. Veuillez générer les résultats directement
et ne dites pas de contenu hors sujet.

German instructions for single-hop data

Question Generation Instruction

Answer Generation Instruction

Angesichts der Struktur eines Wissens-Tripels in Wikidata (subject, relation, object), wobei
’subject’ sp ist, ‘relation’ 7 ist, nutzen Sie diese Informationen, um ChatGPT bei der
Erstellung einer Frage zu leiten, die darauf abzielt, das o; des Tripels zu identifizieren. Ihre
Herausforderung besteht darin, eine detaillierte Frage zu formulieren, die LLM dazu anregt,
das 71 von s; zu identifizieren, ohne das 0; preiszugeben oder darauf Bezug zu nehmen.

Verwendung des bereitgestellten Wikidata-Wissenstripels (s1, 71, 01), verfassen Sie eine
pragnante Antwort auf die Frage (question). Thre Antwort sollte s; eindeutig mit oy als
Antwort verkniipfen, ohne auf zusitzliche Details oder den Kontext einzugehen. Ziel ist es,
mit den im Tripel enthaltenen Informationen direkt auf die Anfrage einzugehen.

Table 6: Instructions required to generate single-hop data in five languages.
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English instructions for multi-hop data

Question Generation Instruction

Option Generation Instruction

Given the Wikidata triples: (s1, 1, 01) and (o1, 72, X2), craft a multi-hop question in natural
English about s; that explicitly involves the relationships 7y and rp. The question must
ensure there is no implicit or explicit reference to or information leakage about s;, leading
to an inquiry about x2 without revealing s;.

Given the information: ’question’ and the known facts: (s1, 71, 01) and (o1, 72, X2), please
generate a correct option A and provide three incorrect but plausible options B, C, and D.
Ensure that all options are presented in a sentence, not just single words or phrases. The
incorrect options should be related enough to the correct answer to pose a challenge, but
there’s no need to mention the intermediary connecting entity (s;) or any other detailed
information.

Chinese instructions for multi-hop data

Question Generation Instruction

Option Generation Instruction

HIRTE DL T Wikidata1IR =T04H:  (s1, 71, 01) 1 (o1, 7o, x2) . ARG A H 3T
BE—NKTs M Z RS, HTETs EWHEEX2, 1% 805 B Kk
FriFire, WG TX200E o (RIZEFRIEE N s B RE5 | HElE B
HEE) -

%EfER: Cquestion’, THIFELEIE: (s1, 71, 01)Fl(01, m2, x2) - HIRIEXLAF R,
AR IEFPRETIA, HHRE =R ENTRE & AETIB « CFID - 1EIRIX
SER TR DS ) F IR SN ER A, AR B MRS, RN % S
EMERE - ERREE, FREER—EMPERN, BEIXHER K EFEEE
(1) B AN FHEAE S, -

Japanese instructions for multi-hop data

Question Generation Instruction

Option Generation Instruction

ROWikidata® &I b U FIAZHE TN T sl 20 TDIOD FERL TL 7 &,
(Sl,T1,01> j’SJ:U‘ (Ol,TQ,X2> o ZDiF - leTQUJ}S'@UTSli?’g)(Z’\@iEE/‘Ja
FIICU . I A EEE 2R3 BNESBEBT A I D ERA -

1% [question] & BEFIDE [s1, r, o0l BLUY [or, 7, x2] ICHEITE . EL W
JEAZ L - NE@E276 3 ZY 5B, C- DA32IRMHML T Fawn. X
TORIFE R IV IZETTEL - XETHRRTEIVLENH O ¥ . RIEMO K
s EfFETHL T THhE 22 0EPHD T2 FOET Y 514 714 [s)
RO HFICERTHIVLBERH A

French instructions for multi-hop data

Question Generation Instruction

Option Generation Instruction

Veuillez poser une question multi-sauts en francais fluide basée sur les triplets de connais-
sances Wikidata suivants : (s1, 71, 01) et (01, r2, X2). La question doit concerner s; et
servir a interroger pour obtenir X2, en mentionnant explicitement les relations r et ry pour
introduire une question sur x2. (La question doit s’assurer qu’il n’y ait aucune référence
directe ou indirecte a s; ou de fuite d’informations a son sujet).

Informations fournies: ’question’ Les faits connus incluent: (s1, 71, 01) et (o1, 72, X2). Sur la
base de ces informations, veuillez générer une option correcte A et trois options incorrectes
mais raisonnables B, C et D. Assurez-vous que les options sont présentées sous forme
de phrases complétes et pas seulement de mots ou d’expressions simples. Les mauvaises
options doivent avoir un certain degré de pertinence par rapport a la bonne réponse pour
rendre la question difficile, mais sans mentionner I’entité de connexion entre les deux (s1)
ou d’autres détails.

German instructions for multi-hop data

Question Generation Instruction

Option Generation Instruction

Ich mochte eine deutsche Multi-Hop-Frage formulieren, basierend auf den gegebenen
Wikidata-Wissens-Tripeln: (s1, 71, 01) und (o1, r2, X2). Die Frage soll fliissig in deutscher
Sprache gestellt werden und es erméoglichen, durch Abfrage von x0 die Information iiber x2
zu erhalten. Dabei muss die Frage die Beziehungen r1 und r2 explizit einbeziehen, ohne
jedoch direkte oder indirekte Hinweise auf die Briickenentitéit x1 zu geben.

Gegebene Informationen: ’question” Zu den bekannten Fakten gehoren: (s1, r1, 01) und (o1,
r2, X2). Generieren Sie auf der Grundlage dieser Informationen bitte eine korrekte Option A
und drei falsche, aber verniinftig klingende Optionen B, C und D. Stellen Sie sicher, dass die
Optionen als vollstindige Sitze und nicht nur als einzelne Worter oder Phrasen dargestellt
werden. Die falschen Optionen sollten einen gewissen Grad an Relevanz fiir die richtige
Antwort haben, um die Frage herausfordernd zu gestalten, ohne jedoch die verbindende
Entitit dazwischen zu erwéhnen (s1) oder andere Details.

Table 7: Instructions required to generate multi-hop data in five languages.
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Figure 8: Analysis of MLaKE Dataset. (a) We illustrate the connections between the first relations (inner circle)
and their corresponding second relations (outer circle). (b) We depict the distribution of relations occurring more
than 1%. (c) We visualize the distribution of entities occurring more than 0.5%. (d) We present the distribution of
question lengths. (e) We display the distribution of the number of edited answer aliases.

Source Language Single-hop Free-form QA (%) Multi-hop Free-form QA (%)
EN DE FR JA. ZH EN DE FR JA ZH
EN 60.73 24.53 2285 9.33 7.18 20.70 15.18 14.12 10.01 9.13
DE 29.38 23.79 16.88 532 448 17.97 7.11 10.13 1045 7.86
FR 3526 22.85 4422 420 5.04 2129 9.03 1412 990 8.49
JA 299 280 252 494 243 9.67 6.84 842 319 3.17
ZH 205 252 224 289 373 1094 6.16 728 3.74 3.30

Table 8: The capability of MEMIT to edit knowledge in the source language and to generate accurate responses in a
different target language.
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Single-hop Free-form QA (%) Multi-hop Free-form QA (%)
EN DE FR JA ZH EN DE FR JA ZH

Source Language

EN 88.43 38.15 34.14 812 550 26.66 17.10 1541 621 8.69
DE 19.31 3731 13.62 532 448 17.77 13.68 1298 697 8.14
FR 20.52 17.82 3731 5.04 504 1514 9.03 599 7.60 15.51
JA .12 159 093 32.09 420 967 684 728 634 11.11
ZH 1.03 103 103 392 2873 859 561 6.13 11.66 7.59

Table 9: The capability of StableKE to edit knowledge in the source language and to generate accurate responses in
a different target language.

English Single Hop Free Form QA

C  Question : Who is the mastermind behind the character Hannibal Lecter?
original answer : Thomas Harris
original answer aliases: William Thomas Harris III
edit answer : Spede Pasanen
edit answer aliases: None

German Single Hop Free Form QA

C  Question : Wer ist der Schopfer des Charakters, der als Hannibal Lecter bekannt ist?
original answer : Thomas Harris
original answer aliases: None
edit answer : Spede Pasanen
edit answer aliases: None

French Single Hop Free Form QA

C  Question : Qui est I’esprit derriere le personnage de Hannibal Lecter ?
original answer : Thomas Harris
original answer aliases: None
edit answer : Spede Pasanen
edit answer aliases: None

Japanese Single Hop Free Form QA
C  Question: N> =s%L - L 7 ¥ —WEkwEA N L ERIZHETTH?

original answer: k ¥ A - /N A

original answer aliases: k —~< A - /N1 A
edit answer : AT - oNH R

edit answer aliases: None

Chinese Single Hop Free Form QA

C  Question : {JB K- ERFAINE it /2 FRUR AL A E I E RO
original answer : F£5 7.5 BT
original answer aliases: None
edit answer : HT{AAE-IAFG=T*
edit answer aliases: None

Table 10: Qualitative examples of the generated multi-hop questions on.
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