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Abstract

Hallucination, or the generation of incorrect
or fabricated information, remains a critical
challenge in large language models (LLMs),
particularly in high-stake domains such as legal
question answering (QA). In order to mitigate
the hallucination rate in legal QA, we first intro-
duce a benchmark called LegalHalBench and
three automatic metrics to evaluate the com-
mon hallucinations when LLMs answer legal
questions. We then propose a hallucination mit-
igation method that integrates behavior cloning
and a novel Hard Sample-aware Iterative Di-
rect Preference Optimization (HIPO). We con-
duct extensive real-data experiments to validate
the effectiveness of our approach. Our results
demonstrate remarkable improvements in vari-
ous metrics, including the newly proposed Non-
Hallucinated Statute Rate, Statute Relevance
Rate, Legal Claim Truthfulness, as well as tradi-
tional metrics such as METEOR, BERTScore,
ROUGE-L, and win rates. Our benchmark and
model are available at https://github.
com/YinghaoHu/LegalHalBench.

1 Introduction

Recently, large language models (LLMs) have
demonstrated notable advancement and have been
applied to a broad spectrum of natural language pro-
cess (NLP) tasks across different domains, such as
medical (Zhou et al., 2023), financial (Wang et al.,
2023) and legal domains (Trautmann et al., 2022).
Among them, the application of LLMs in the le-
gal field can help legal practitioners substantially
improve their productivity in completing daunting
tasks such as legal judgment prediction (Gan et al.,
2021a; Masala et al., 2024; Li et al., 2024a), legal
question answering (Gan et al., 2021b; Louis et al.,
2024), generation of judicial opinions (Zhou et al.,
2024; Li et al., 2024b; Liu et al., 2024) and legal
document drafting (Blair-Stanek et al., 2023; Choi
et al., 2021; Hargreaves, 2023).
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Question：
I discovered six months into our marriage that my wife had 

previously contracted STDs but didn't tell me. Can I seek an 

annulment?

LM output：

Flaws in the Response：

Law names

Legal code numbers

Legal provisions

Marriage and Family Section 

of the Civil Code

Civil Code

10531049

If one party has a serious illness, they must inform the 

other party truthfully before registering the marriage; if 

they fail to do so, the other party may request the 

annulment of the marriage from the people's court. 

The legal provisions section 

of the LM output

Excerpt from [GPT4o-mini's Response]

In this situation, you can consider whether there are grounds 

for annulment of the marriage based on Article 1049     of the 

Civil Code      , which states: "A marriage entered into due to a 

significant misunderstanding or where one party conceals 

significant facts at the time of marriage, the other party has the 

right to request the annulment of the marriage."

Article 1042    of the Marriage and Family Section of the Civil 

Code      : "If one party has a serious illness, it should be cured 

before the marriage registration or cured in consultation with 

the other party."    If the spouse was not cured before marriage, 

the marriage cannot be annulled.

Excerpt from [LexiLaw's Response]

1042

Figure 1: Hallucinations of LLMs in the legal question
answering task.

Despite showing promising benefits, general
LLMs are usually troubled by the so-called hal-
lucination problem which refers to the scenario
of LLM generating responses that are inconsistent
with the real-world legal facts (Dahl et al., 2024).
To improve legal factuality of LLMs, some spe-
cialized LLMs for the legal domain have been pro-
posed (Pengxiao Song, 2023; Li, 2023; Yiquan
et al., 2024) by either continually training gen-
eral LLMs (Yiquan et al., 2024) on massive legal
datasets or by employing retrieval-augmented gen-
eration technique (Huang et al., 2023b). In this
study, we focus on the former approach as it can
inherently mitigate hallucinations by injecting legal

https://github.com/YinghaoHu/LegalHalBench
https://github.com/YinghaoHu/LegalHalBench
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knowledge into the models. Successful progress
has been made in this direction. For example, the
Lawyer LLaMA (Huang et al., 2023b) model intro-
duces a legal statute retriever for marriage-related
issues, while ChatLaw2-MoE (Cui et al., 2023)
employs a mixture of experts (MoE) model and a
multi-agent system to improve factuality for legal
domain applications.

However, the issue of hallucination in LLMs
within the legal domain, particularly in the task
of legal question answering (QA), remains a sig-
nificant challenge. Legal QA requires not only
the memorization of legal knowledge but also the
ability to synthesize this knowledge into factual
responses. For example, as shown in Fig. 1, when
answering a legal question, both the general LLM
GPT-4o-mini and the specialized LLM LexiLaw
models make fabricated content on the citation of
law provisions and generate claims which were not
in line with the actual law provisions. The inac-
curacy of these LLM-based legal QA substantially
impedes their practical application, as the high-
stakes legal domain demands faithful and accurate
interpretations of the law, along with harm-free
and precise legal advice. Surprisingly, few studies
have thoroughly addressed the LLM hallucination
problem in legal QA. Moreover, there is a clear
lack of tailored hallucination evaluation metrics
and benchmarks in the literature.

In this paper, to improve the factuality in legal
QA, we first develop a legal hallucination evalua-
tion benchmark (LegalHalBench), including vari-
ous automatic metrics for detecting five types of
common hallucinations which are often generated
by LLMs. Then, a hallucination mitigation method
is proposed to help LLMs cite correct law provi-
sions and generate factual claims. This method
includes two stages: (1) a supervised fine-tuning
(SFT) stage and (2) a hard sample-aware iterative
direct preference optimization stage. Current stud-
ies have demonstrated that both the SFT (Huang
et al., 2023a) and preference learning techniques
(Saeidi et al., 2024; Schulman, 2023) can help mit-
igate hallucinations in LLMs. Additionally, in or-
der to generate a large-scale legal QA dataset for
training LLMs, we propose an automatic legal QA
dataset curation approach to help alleviate the man-
ual annotation cost and improve the scalablity of
the datasets.

We conduct extensive experiments on the cu-
rated LegalHalBench using our newly introduced

hallucination evaluation metrics. The experimental
results demonstrate the effectiveness of the pro-
posed two-stage fine-tuning strategy. Our method
achieves a non-hallucinated statute rate of 38.353%,
significantly surpassing specialized LLMs such
as WisdomInterrogatory and LexiLaw, as well as
general models like Llama3.1 405B and GPT-4o.
Furthermore, our model exhibits improvements of
37.13% in statute relevance rate and 6.56% in legal
claim truthfulness compared to the vanilla version
of the base model. Additionally, helpfulness evalu-
ation experiments reveal that our method achieves
a dominant win rate compared to existing legal
LLMs and general-purpose LLMs. The meticu-
lously designed ablation studies further demon-
strate the effectiveness of each proposed compo-
nent. The human consistency experiment, con-
ducted to evaluate the legal hallucination metrics,
supports the reliability of our proposed metrics.

2 Related Work

2.1 Large Language Models in Legal Domain

Based on the idea of LLM training, various pre-
trained LLMs for legal QA have been proposed
to help general LLMs comprehend legal terminol-
ogy and learn legal knowledge (Chalkidis et al.,
2020; Zheng et al., 2021; Pengxiao Song, 2023;
Li, 2023; Huang et al., 2023b; Cui et al., 2023).
After training, these specialized models have been
employed to complete various legal tasks such as
predicting legal judgments, analyzing legal docu-
ments, and drafting legal texts (Iu and Wong, 2023;
Macey-Dare, 2023; Oltz, 2023; Gan et al., 2023).
For example, LawGPT (Pengxiao Song, 2023) is
built by continually training Llama (Touvron et al.,
2023) on extensive legal QA datasets. Based on
ChatGLM-6B, LexiLaw (Li, 2023) is trained on
a mixup dataset from general domain and legal
domain. Nevertheless, these legal-specific LLMs
such as LawGPT, LexiLaw, Lawyer LLaMA, and
ChatLaw, as well as the general-purpose LLMs
like Qwen2 (Yang et al., 2024), GLM4 (GLM
et al., 2024), GPT-4 (OpenAI, 2024), and Llama
3.1 (Dubey et al., 2024b) still occasionally produce
misleading or erroneous responses.

2.2 Hallucinations in Large Language Models

LLM Hallucination (Schulman, 2023; Zhang et al.,
2023) refers to the phenomenon where the gen-
erated responses of LLMs are factually incorrect,
or not grounded with given contexts. To alleviate
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the LLM hallucination problem, there are mainly
two lines of research work. One is based on the
retrieval-augmented generation techniques (Lewis
et al., 2020; Guu et al., 2020) which can retrieve
relevant information to address the knowledge gap.
The other is training-based approaches which seek
to reduce hallucinations in LLMs via further train-
ing, such as instruction fine-tuning (Elaraby et al.,
2023) or preference learning (Tian et al., 2023;
Yuan et al., 2023; Ethayarajh et al., 2024; Xiao
et al., 2024b,a). For example, Elaraby et al. (2023)
proposes to use an SFT model with a curated,
domain-specific dataset to alleviate hallucinations.
In preference learning, Proximal Policy Optimiza-
tion (PPO) (Schulman et al., 2017) and Direct Pref-
erence Optimization (DPO) (Rafailov et al., 2023)
have been exploited to enhance the factuality of
LLMs (Lee et al., 2022) as well as various adapta-
tions, including Self-Rewarding (Yuan et al., 2024),
Iterative DPO (Xu et al., 2023; Xiong et al., 2023),
and SimPO (Meng et al., 2024). In this work, we
particularly focus on the factuality issues of the
LLMs in legal QA and propose a two-stage fine-
tuning model combining the SFT and hard sample-
aware iterative DPO techniques to effectively miti-
gate hallucinations of the LLMs.

3 Legal Hallucination Definition,
Benchmark and Evaluation Metrics

To improve the factuality of the LLMs when ad-
dressing legal queries, we first introduce five com-
monly generated hallucination types. Then, we
design the respective metrics for evaluating these
specific hallucinations.

3.1 Hallucinations in Legal Question
Answering

We define five hallucination types which are often
generated by LLMs.

Incorrect law name. This error occurs when the
name of a law is incorrectly stated. For example,
mistakenly referring to the "Clean Air Act" as the
"Air Protection Act."

Incorrect legal code number. This happens
when a specific section or provision of the law is
cited with the wrong number. For example, citing
"Section 302" when it should be "Section 303."

Fabrication of legal provision. This involves
making up a law or legal provision that does not

actually exist. For example, referencing a non-
existent "Article 15 on Data Privacy" in a law where
no such article exists.

Incorrect citation of legal provision. This type
of error occurs when the cited legal provision is cor-
rect but irrelevant to the issue at hand. For example,
citing a provision about road safety in a question
that pertains to inheritance.

Suggestions that contradict regulations. This
type of error involves providing advice or recom-
mendations that directly contradict the existing le-
gal rules or regulations, for example, proposing a
course of action that is explicitly prohibited by the
law.

3.2 Legal Hallucination Benchmark
To thoroughly evaluate the phenomenon of hallu-
cination in LLMs when addressing legal queries,
we introduce the first benchmark for legal halluci-
nation detection, designated LegalHalBench. This
benchmark encompasses a range of scenarios from
both civil and criminal law, including Inheritance
Law, Road Traffic Safety Law, Marriage Law, Tort
Liability Law, Real Rights Law, Lending Law, and
Criminal Law. These laws are selected based on
their prevalence according to the statistical distri-
bution reported by Chen (2023).

The questions and reference answers in Legal-
HalBench are constructed as follows: (1) For
civil questions, we primarily gather inquiries from
phone consultations and online queries conducted
at a law firm. The reference answers are initially
generated by an LLM (e.g., GPT-4-turbo) and sub-
sequently subjected to rigorous review and refine-
ment by legal experts. Next, legal professionals
are asked to provide authoritative legal statutes to
be included in the reference answers. Additionally,
questions shorter than 20 words are filtered out, and
unclear inquiries are rephrased to ensure they are
answerable. (2) For criminal questions, we source
them from criminal judgment documents issued
by the courts. Given the highly structured nature
of criminal judgments, we can directly use regu-
lar expressions to extract necessary question infor-
mation from sections such as "Defendant’s Basic
Information" and "Facts of the Prosecution", and
answers from sections like "Court’s Opinion" and
"Judgment", including relevant legal articles and
judgment outcomes, respectively. The extracted
information is then combined with our designed
instructions.
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Finally, LegalHalBench consists of a total of
1,988 questions, covering over 800 distinct legal
provisions. The dataset is structured in the for-
mat question, reference statutes, reference answers.
The statistical distribution of LegalHalBench is pre-
sented in Tab. 9. The cost of constructing this
dataset is detailed in Sec. A.13.

3.3 Legal Hallucination Evaluation Metrics
Manually evaluating model-generated responses
for hallucinations is costly and time-consuming.
Inspired by Min et al. (2023), we propose the fol-
lowing metrics to automatically detect hallucina-
tions in the responses.

Non-Hallucinated Statute Rate. We define the
Non-Hallucinated Statute Rate (NHSR) as follows:
Let ŷ denote the statutes generated by the model.
The NHSR is the proportion of non-hallucinated
statutes among all statutes in ŷ. A statute is con-
sidered non-hallucinated if its name, number, and
content are entirely accurate when compared to the
golden reference statute.

NHSR =

∑N
i=1 I(Sname,i ∧ Snumber,i ∧ Scontent,i)

N
(1)

Here, I() and N represent an indicator function and
the total number of statutes in ŷ. Sname,i, Snumber,i,
and Scontent,i represent whether the statute’s name,
number, and content are correct, respectively. The
values of Sname,i, Snumber,i and Scontent,i are ob-
tained by first extracting statutes from ŷ via prompt-
ing LLMs and then comparing them with each part
of the most similar golden statute. A more formal
calculation process is provided in the Sec. A.3.

Statute Relevance Rate. This metric measures
the relevance between the knowledge contained in
legal statutes and the legal question. We denote
this metric as Rel. The value of Rel ranges from
0 to 10, where values closer to 0 indicate that the
knowledge in the statutes is less relevant to the
question, while values closer to 10 suggest a higher
relevance. The technical details and calculation
formula can be found in the Sec. A.4.

Legal Claim Truthfulness. This metric mea-
sures the truthfulness of claims in the model-
generated answers. We denote this metric as TLC.
The TLC ranges from 0 to 10, where a score closer
to 10 indicates higher truthfulness, and a lower
score suggests a greater likelihood of unfounded

or incorrect legal claims. The technical details and
calculation formula can be found in the Sec. A.5.

4 Method

To improve the factuality of LLMs for legal ques-
tion answering, we propose a two-stage fine-
tuning algorithm, including SFT and hard sample-
aware iterative direct preference optimization tech-
niques. Current studies have demonstrated that
both SFT (Huang et al., 2023a) and preference
learning techniques (Saeidi et al., 2024; Schulman,
2023) can help mitigate LLM hallucinations.

4.1 Training Dataset Construction

At present, there is a lack of large-scale QA datasets
that include accurate citations of legal provisions
suitable for fine-tuning. Therefore, as illustrated
in Fig. 2, we propose a two-step automated con-
struction method to initially curate such a dataset,
which is not only cost-effective but also scalable.

Legal QA data from publicly available datasets.
We use the CAIL2018 legal QA dataset (Xiao et al.,
2018) as one of the data source, which comprises
questions derived from real-world scenarios. How-
ever, we find that the provided answers are neither
informative nor cite relevant statutes. To address
this issue, we turn to proprietary LLMs to gen-
erate high-quality responses, as shown in Fig. 2.
Nonetheless, due to lack of legal knowledge, pro-
prietary LLMs such as GPT-4-turbo may also fabri-
cate legal statutes. To mitigate this, we first extract
statutes from the LLM-generated response and use
these extracted statutes as queries to search the
most similar statute in an authentic statute database.
We then prompt GPT-4-turbo with the most similar
statute to revise its generated response accordingly.
Detailed prompts for extracting statute are provided
in Sec. A.2.

Through the aforementioned procedures, we ob-
tain 12,149 legal QA samples with answers that are
not only informative but also include accurate cita-
tions of legal provisions. For a detailed evaluation
of the quality of the training data, refer to Sec. A.1.

Legal Provisions based Legal QA dataset Con-
struction. While the initial portion of the dataset
is of high quality, it inherently lacks comprehensive
coverage of all legal provisions due to the extensive
number of provisions. Additionally, we aim to in-
struct the model on citing specific legal provisions.
To address this, we propose a legal provision-based
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 Extract the legal statutes

 prompt

Laws

provide legal 
statutes

Using GPT-4 to 
generate questions

provide 
questions

Require GPT4 to answer questions 
based on specified legal statutes

Ask GPT-4 to revise the original answer 
based on the real statutes

mutually 
complementary

Constructed QA Data for Specific Legal ProvisionsLegal QA data from publicly available datasets

Sample 
questions Semantics and Syntax Check

Length Filter

Searched for real statutes that are most 
semantically similar to the extracted statutes

regular expressions LLMLLM

Authentic statute DB

Or
Generate 

original answers

Using LLM to check the 
consistency of QA pairs

Public Datasets

Figure 2: An illustration of the training dataset construction pipeline.

approach for constructing training data points with
the aid of GPT-4-turbo.

Specifically, as shown in Fig. 2, given a legal
provision L, we design question generation instruc-
tion to prompt GPT-4-turbo to generate question Q
which is relevant to the legal provision L. Subse-
quently, using the newly generated question Q, the
legal provision L, we further prompt GPT-4-turbo
to generate an answer A, which not only adheres
to the given question but also avoids hallucinations
in the response due to the correct legal provision
provided in the context. This approach enables us
to freely expand the amount of training data for
legal provisions not covered in the first portion.

Through this process, we collected a total of
3,883 legal QA data points.

4.2 Training Stage I: Supervised Fine-tuning

Given the above automatically constructed dataset,
in the first stage, we perform supervised fine-tuning
to instruct the model to correctly cite law provi-
sions (Gao et al., 2023). The training objective
is to minimize the negative log-likelihood (NLL)
loss:

LSFT = −
T∑
t=1

logP (yt | X, y<t; θ) (2)

where T is the length of the input and target
sequence. yt is the target token at timestep t.
y<t represents all tokens before timestep t, i.e.,
y1, y2, . . . , yt−1. P (yt | X, y<t; θ) denotes the
probability of the target token yt given the input se-
quence X and all previous target tokens y<t, mod-
eled by parameters θ.

4.3 Stage II: Hard Sample-Aware Iterative
Direct Preference Optimization

In stage II, we continue to fine-tune the LLM using
preference learning, which has been demonstrated
to be effective in mitigating hallucinations(Saeidi
et al., 2024; Schulman, 2023; Tian et al., 2023).
Inspired by recent advancement in iterative offline
RLHF for instruction following (Yuan et al., 2024;
Xu et al., 2023; Pang et al., 2024), we propose
a Hard sample-aware Iterative direct Preference
Optimization (HIPO) to further mitigate hallucina-
tions, thereby improving the factuality of LLM for
legal QA.

Algorithm 1: Hard Sample-aware Iterative
Direct Preference Optimization
Input: M0: Initial model,

DHIPO = {< x, yw, yl >}, where x
represents a legal domain question,
yw is the answer to be learned,
sourced from DSFT, and yl is the
rejected answer generated by model
M0.

Result: Mt: Model after t iterations.
Procedure Iterative Training

for i = 1 to t do
yil ← GenerateAns(Mi−1, x

i)
signal←

CheckHallucination(xi, yil ,metrics)
if no hallucinations in signal then
Di

HIPO ←
ConstructTrainingSet({xi, yiw, yil})

Mi+1 ← TrainDPO(Mi,Di
HIPO)

end
end
return Mt



4415

Given the unique nature of legal tasks, users of-
ten prefer that legal provisions be recited verbatim
by the LLM. However, a model trained solely on
binary preference learning may not effectively ac-
complish this task (Ethayarajh et al., 2024). There-
fore, at the heart of HIPO, we dedicatedly design
two features to effectively exploit both the posi-
tive and negative signals. First, in our iterative
offline prefence learning, we use the positive and
negative signals to select training samples for the
next round. In other words, after each iteration,
we employ the metrics introduced in Sec. 3.3 to
identify whether the generated answers contain hal-
lucinations. Training samples that do not exhibit
hallucinations are excluded from the training set.
As iterations progress, simpler training samples
are continuously filtered out, leaving increasingly
challenging samples.

Second, since the positive examples of the train-
ing data largely consists of information that the
model has not yet mastered, our objective is to en-
sure that the model learns no-hallucination statutes
and provide helpful answers from the selected re-
sponses. Inspired by Yuan et al. (2023), Xu et al.
(2024) and Hong et al. (2024), we use the NLL
loss to enhance the model’s learning from positive
signals provided by these selected responses.

Specifically, at each iteration of HIPO, we be-
gin by preparing training data for that round. We
define the dataset for the i-th iteration as DHIPO =
{< xi, yiw, y

i
l >}. Here, x represents a legal do-

main question, and yw is the chosen answer sourced
from DSFT. yl denotes the rejected answer, which
is generated by the model Mi−1. We use NHSR
in Sec. 3.3 and BERTScore (Zhang et al., 2019)
as the selection metrics Q. An answer will not be
included into DHIPO if it satisfies: (i) the generated
statute has no hallucinations and (ii) the semantic
similarity between the generated answer yresp and
the chosen answer yw exceeds a pre-defined thresh-
old. Once upon DHIPO is prepared, we can proceed
to train the model Mi in the current round. The
training objective is to minimize the weighted sum
of the NLL loss and the DPO loss, thereby effec-
tively utilizing both positive and negative signals.

LHIPO = I (yl) · LNLL (yw | x) + LDPO (yw, yl | x)

= −I (yl) ·
logMθ (yw | x)

|yw|

− log σ

(
β
logMθ (yw | x)
logMt (yw | x)

− β
logMθ (yl | x)
logMt (yl | x)

)
(3)

Here, M(x) denotes the probability of sequence
x under the model M , and I(yl) is the indicator
function of statutes hallucination rate over yl. We
use the previous iteration’s model Mt as the refer-
ence model in the denominator of the DPO term.
Note that we omit the reducing iteration index for
brevity.

5 Experiments

5.1 Experimental Setup

Datasets. We conduct experiments to evaluate
the legal QA capabilities of our method and base-
lines on the LegalHallBench which is introduced
in Sec. 3.2. We also conduct tests on some tasks of
the Lawbench (Fei et al., 2023) dataset, as detailed
in Sec. A.10.

Baselines. We compare our model with the fol-
lowing baseline LLMs in legal QA: Open-source
general-purpose LLMs, including Qwen2-Instruct-
7B (Yang et al., 2024), GLM4-Chat-9B (GLM
et al., 2024), Llama 3.1-70B, and Llama 3.1-
405B (Dubey et al., 2024a). Closed-source general-
purpose LLMs, including GPT-4o-mini and GPT-
4o. Legal-specific LLMs, including wisdomInter-
rogatory (Yiquan et al., 2024) and Lexilaw (Li,
2023). In some models, we also integrate the
BGE (Xiao et al., 2023) retriever to enhance the
strength of the baseline. More details about the
baselines are reported in Sec. A.9.

Metrics. For LegalHalBench, we use the metrics
introduced in Sec. 3.3 to evaluate the factuality
performance of LLMs for legal QA. Additionally,
we select METEOR (Banerjee and Lavie, 2005),
BERTScore (Zhang et al., 2019), and Rouge-L (Lin,
2004) as evaluation metrics to assess the differ-
ences between the model-generated answers and
the reference answers. Furthermore, we use the
HIPO round 3 version of the model based on the
GLM4 foundation as the reference model. We con-
duct pairwise comparisons between the responses
generated by all models and the responses gener-
ated by this reference model. GPT-4-turbo serves
as the evaluator, calculating the win rate based on
its preference for the responses from different mod-
els.

Implementation Details. Further details about
the implementation can be found in Sec. A.12.
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Models NHSR Rel TLC
Open-source LLMs

Llama3.1 70B 1.595% 6.370 8.372
Llama3.1 405B 5.036% 6.625 8.741

Proprietary LLMs
GPT4o-mini 0.806% 6.422 8.875
GPT4o 16.029% 6.953 9.300

Specialized Legal LLMs
wisdomInt. 18.089% 5.444 8.496
Lexilaw 17.618% 6.487 8.488

Qwen2 Instruct 7B
Vanilla 7.501% 5.633 8.571
w/ SFT 24.239% 5.179 8.592
w/ SFT + DPO 24.693% 5.764 8.830
w/ SFT + SimPO 28.492% 5.527 8.720
w/ SFT + HIPO 27.435% 5.929 9.181

GLM4 Chat 9B
Vanilla 6.541% 5.123 8.520
w/ SFT 26.941% 5.832 8.771
w/ SFT + DPO 28.691% 6.895 9.042
w/ SFT + SimPO 31.402% 6.975 9.072
w/ SFT + HIPO 38.353% 7.025 9.079

Table 1: Factuality results on LegalHalBench. We con-
duct experiments on different LLMs. Bold scores repre-
sent the best performance within the same model, while
underlined scores represent the second best.

5.2 Main Results

We report the results regarding factuality and over-
all helpfulness as follows. Notably, using the HIPO
training strategy, we conduct three rounds of itera-
tion. Ultimately, we select the model from the third
round for subsequent experimental comparisons
based on its optimal performance.

Factuality Results. As shown in Tab. 1, the mod-
els trained using the HIPO strategy demonstrate
strong performance in non-hallucinated statute
rate on both Qwen2 and GLM4 bases, with im-
provements of 19.934% and 31.812% over the re-
spective base models. We also observe that the
legal-specific LLMs achieve higher rates due to
their training on legal data, surpassing models like
Llama3.1-70B, Llama3.1-405B, GPT4o-mini, and
GPT4o. When analyzing the statute relevance rate,
it is observed that models tend to exhibit higher
useful knowledge in their outputs as the size of
their parameters increases. Additionally, HIPO
training significantly improves the statute relevance
rate, particularly on GLM4, with an increase of
1.902, achieving a 37.13% improvement over the
base model, surpassing all baselines. Regarding
legal claim truthfulness, our trained models out-
perform many legal-specific and general-purpose
LLMs, although they slightly lag behind GPT4o,
which excels due to its extensive world knowledge

Models METEOR BERTScore ROUGE
Open-source LLMs

Llama3.1 70B 0.200 0.707 0.221
Llama3.1 405B 0.232 0.726 0.249

Proprietary LLMs
GPT4o-mini 0.290 0.731 0.254
GPT4o 0.348 0.739 0.266

Specialized Legal LLMs
wisdomInt. 0.303 0.721 0.261
Lexilaw 0.186 0.718 0.234

Qwen2 Instruct 7B
Vanilla 0.275 0.692 0.176
w/ SFT 0.317 0.712 0.228
w/ SFT + DPO 0.371 0.743 0.295
w/ SFT + SimPO 0.342 0.725 0.258
w/ SFT + HIPO 0.366 0.746 0.303

GLM4 Chat 9B
Vanilla 0.285 0.710 0.150
w/ SFT 0.329 0.744 0.304
w/ SFT + DPO 0.406 0.762 0.333
w/ SFT + SimPO 0.396 0.760 0.338
w/ SFT + HIPO 0.407 0.762 0.340

Table 2: Helpfulness results on LegalHalBench. We
conduct experiments on different LLMs. Bold scores
represent the best performance within the same model,
while underlined scores represent the second best.

and conservative approach in legal contexts.

Helpfulness Results. As demonstrated in Tab. 2,
without the use of external knowledge, the combi-
nation of SFT and HIPO on the GLM4-Chat-9B
model significantly enhances performance on three
metrics: METEOR, BERTScore, and ROUGE-
L, showing improvements of 42.8%, 7.3%, and
126.7% over the baseline, respectively. This per-
formance surpasses all existing models on these
metrics.

5.3 Analyzes
Impact of Different HIPO Iterations. Tab. 3
presents the impact of HIPO iterations on the base
models Qwen2-Instruct-7B and GLM4-Chat-9B.
We find that on both base models, performance im-
provements across various metrics tend to stabilize
after the third HIPO iteration. This observation is
consistent with the results reported in Pang et al.
(2024) and Yuan et al. (2024).

Comparison with RAG. We compare our
method with retrieval augmentation generation
(RAG), another technique to improve the factu-
ality of LLMs. In the RAG experiments, we use
BGE (Xiao et al., 2023) as the retriever, which uses
the user’s input as the query to retrieve the top three
most probable legal statutes from an authentic le-
gal corpus as additional knowledge for the LLM.
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Models NHSR Rel TLC METEOR BS.
Qwen2 Instruct 7B

w/ SFT 24.239% 5.179 8.592 0.317 0.712
+ HIPO M1 24.441% 5.563 8.906 0.351 0.735
+ HIPO M2 25.823% 5.844 8.880 0.359 0.741
+ HIPO M3 27.435% 5.929 9.181 0.366 0.746

GLM4 Chat 9B
w/ SFT 26.941% 5.832 8.771 0.329 0.744
+ HIPO M1 32.406% 6.735 8.972 0.376 0.758
+ HIPO M2 33.917% 6.889 8.975 0.396 0.761
+ HIPO M3 38.353% 7.025 9.079 0.407 0.762

Table 3: Impact of HIPO iterations on LegalHalBench.
Mn represents the n-th iteration of HIPO. BS. is the
abbreviation for BERTScore.

Models METEOR BS. ROUGE
Open-source LLMs

Llama3.1 70B 0.200 0.707 0.221
Llama3.1 70B w/ BGE 0.236 0.719 0.254
Llama3.1 405B 0.232 0.726 0.249
Llama3.1 405B w/ BGE 0.219 0.720 0.260

Proprietary LLMs
GPT4o-mini 0.290 0.731 0.254
GPT4o-mini w/ BGE 0.334 0.734 0.267
GPT4o 0.348 0.739 0.266
GPT4o w/ BGE 0.337 0.739 0.281

Qwen2 Instruct 7B
w/ BGE 0.259 0.689 0.173
w/ SFT + HIPO 0.366 0.746 0.303

GLM4 Chat 9B
w/ BGE 0.295 0.717 0.182
w/ SFT + HIPO 0.407 0.762 0.340

Table 4: Comparative results with RAG on different
LLMs. Bold scores represent the best performance
within the same model, while underlined scores rep-
resent the second best. BS. is the abbreviation for
BERTScore.

As shown in Tab. 4, introducing the BGE retriever
yields performance improvement in terms of use-
fulness metrics, but the enhancement is limited.
We speculate two possible reasons for this limited
improvement: first, the BGE retriever may not ac-
curately retrieve legal provisions highly relevant
to the user’s query; second, the external knowl-
edge, namely the referenced legal statutes, that we
provide to the LLM may conflict with its inter-
nal knowledge, resulting in suboptimal responses
within the legal domain.

5.4 Paired Comparison Experiments on
LegalHalBench

As shown in Fig. 3, our model significantly outper-
forms both existing specialized LLMs and open-
source general-purpose LLMs, demonstrating a su-
perior win rate. When compared to GPT4o, our
model maintains an unbeaten rate of over 75%. Fur-
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Figure 3: The win rate of the LegalHalBench experi-
ment. The chart presents the win rates of GLM4 Chat
9B-based HIPO against other LLMs, evaluated using
the latest GPT-4-turbo.

Methods NHSR Rel TLC METEOR BS.

Ours 38.353% 7.025 9.079 0.407 0.762

w/ DPO
loss 32.877% 6.705 9.032 0.375 0.749

w/o Hard
Sample 28.501% 6.535 8.837 0.382 0.750

w/o
Iteration 26.941% 5.832 8.771 0.329 0.744

Table 5: Ablation studies. BS. is the abbreviation for
BERTScore.

thermore, the performance of our HIPO strategy
surpasses traditional DPO and SimPO in terms of
win rates, underscoring the efficacy of the proposed
approach.

To avoid position bias, the positions of the op-
tions under test are swapped, as GPT-4-turbo is
used as the evaluator. If GPT-4-turbo does not
maintain consistent preferences after the order of
options is changed, these instances are recorded as
draws. More details about win-rate computation
can be found in Fig. 8.

5.5 Ablation Studies
As shown in Tab. 5, we conduct ablation studies
to evaluate the contribution of each component in
our proposed method. The first row presents the
performance of our full method. In the second row,
we replace our modified loss function with the orig-
inal DPO loss function while keeping the rest of
the HIPO strategy intact. This results in decreased
performance across all metrics, indicating the effec-
tiveness of our modified loss function. In the third
row, omitting hard sample-aware selection during
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training results in a further performance decline,
with NHSR decreasing to 28.501%. In the last
row, removing iterative DPO leads to significant
declines across all performance metrics.

5.6 Human Consistency Experiments on
Legal Hallucination Evaluation Metrics

Although some experimental results (Zheng et al.,
2023) indicate that powerful LLMs like GPT-4
achieve over 80% consistency with human judg-
ments, effectively evaluating the performance of
generative models still requires assessing their
alignment with human-annotated data.

We use accuracy to measure the alignment be-
tween the Non-Hallucinated Statute Rate and hu-
man judgments. Additionally, we utilize Spear-
man’s rank correlation coefficient and Pearson cor-
relation coefficient to assess the consistency be-
tween the LLM-generated Statute Relevance scores
and human ratings, as well as the consistency be-
tween the LLM-generated Legal Claim Truthful-
ness scores and human ratings.

For the Non-Hallucinated Statute Rate metric,
we randomly sample 100 QA pairs from the infer-
ence results of various models. These 100 samples
are then reviewed by three independent lawyers,
who are asked to assign a binary label to each sam-
ple, indicating whether the statute referenced in the
sample is hallucinated. The majority label among
the three lawyers is used as the golden answer. We
then calculate the accuracy to assess the alignment
between the Non-Hallucinated Statute Rate and the
golden answers. We interpret a higher accuracy as
an indication of greater consistency with human
preferences.

In assessing the consistency of the Statute Rel-
evance Rate and Legal Claim Truthfulness met-
rics, we randomly select 100 QA pairs, which are
independently reviewed by three lawyers. Each
lawyer assigns scores to the samples based on spe-
cific evaluation criteria, ensuring the fairness of the
assessment process through independent scoring.
The final human score is obtained by averaging the
scores from all three lawyers.

As shown in Tab. 6, the Non-Hallucinated
Statute Rate, Statute Relevance Rate, and Legal
Claim Truthfulness metrics demonstrate strong
alignment with human judgment in evaluating hal-
lucinations in LLMs within the legal domain.

NHSR Rel TLC

Acc ρ PCCs ρ PCCs

98% 0.820 0.821 0.617 0.707

Table 6: Human Consistency Experiment.ρ refers to
Spearman’s rank correlation coefficient, and PCCs is
the abbreviation for Pearson correlation coefficients.

6 Conclusion

In this paper, we first introduce LegalHalBench, a
benchmark designed to assess hallucinations in le-
gal question answering applications of LLMs. This
benchmark enables precise evaluation through tai-
lored metrics for different hallucination types. We
then propose a novel two-phase training model that
integrates SFT with HIPO to enhance the factual
accuracy and relevance of LLM responses. Exten-
sive experiments validate the effectiveness of our
training method.

Limitations

Although our research indicates that using the pr-
posed HIPO can make the responses of baseline
model less hallucinatory and more helpful, we ob-
serve that as the number of iterations increases,
the model’s performance growth slows down, and
eventually the performance tends to plateau. Con-
tinuing to increase the number of iterations may
not only fail to enhance the model’s performance
but could also degrade its capabilities in certain
areas. Our future research focuses on exploring
whether more rounds of iterations can continuously
improve the model’s performance.

Additionally, we use the presence of hallucina-
tions in the model’s responses to previous training
data as a criterion for judging if the model has
learned the knowledge. In reality, defining whether
a model has truly learned the knowledge is a com-
plex issue worth further investigation. Another
important area we plan to explore in the future is
to define the knowledge boundaries of LLMs.

Ethics Statement

Given the sensitive nature of the legal domain, the
application of artificial intelligence technology in
this field requires careful management. To address
ethical concerns, we undertake the following ini-
tiatives. First, to prevent the leakage of private
information such as real names by the model, we
anonymize or replace sensitive information (such
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as personal names) with third-person references
when constructing the training dataset and bench-
mark. Second, to prevent the model from generat-
ing biased outputs, we mask parts of discriminatory
data with "**".
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Models Error correction
success rate

GPT4o 84%
Llama3.1 405B 74%
GLM4 Chat 9B 83%

Table 7: Error correction success rate.

maintain a high level of accuracy in our training
data construction method (Sec. 4.1), we design the
following experiment.

(1) Problem Collection and Model Inference:
We randomly sample 100 challenging legal ques-
tions from the real world, ensuring that these ques-
tions cover both civil law and criminal law. Ad-
ditionally, we ensure that the statutes referenced
in these questions cannot be fully and correctly in-
ferred by existing LLMs. The 100 questions are
then provided to GPT-4-turbo, Llama 3.1-405B,
and GLM4 Chat 9B, and the models generate their
corresponding original answers.

(2) Semantic Search and Statute Replacement:
We extract the statutes mentioned in the model-
generated responses (Lresp) and conduct a semantic
search in our local database to identify the most
semantically similar statutes (Lsearch). We then re-
place the references to Lresp in the original answers
with Lsearch, producing the revised answers.

(3) Manual Verification: We hire three le-
gal practitioners to independently verify whether
Lsearch correctly replaces Lresp. Specifically, each
lawyer is provided with 300 triplets of {question,
original answer, revised answer} and asked to man-
ually label each triplet with a binary classification
to assess whether the statute replacement is accu-
rate.

According to Tab. 7, this method effectively cor-
rects the statutes generated by the models, achiev-
ing an average error correction success rate of over
80%.

A.1.2 Manual Evaluation of Training Data
Quality

To provide a more intuitive assessment of the qual-
ity of the training data we generate, we design the
following experiment.

We randomly sample 100 cases from the legal
QA dataset and hire three lawyers to manually as-
sess these 100 samples. Specifically, the evaluation
is conducted using a “veto” system. There are
three evaluation criteria, and if any one (or more)
of these criteria is not met, the sample is labeled

as low-quality. Conversely, samples that meet all
three criteria are considered high-quality. The three
criteria are: correct legal provisions, helpful legal
advice, and practical applicability of the training
data.

According to the results of the manual evalua-
tion, less than 4% of the data is labeled as low-
quality. The reason why the proportion of low-
quality data is much smaller than the error rate in
the correction process is that Sec. A.1.1 represents
an idealized extreme scenario, where all legal pro-
visions generated by the LLM need correction, and
Lsearch directly replaces Lresp. In reality, LLMs do
possess some ability to generate accurate legal pro-
visions. Moreover, during data construction, before
replacing Lresp with Lsearch, we also use the LLM
to verify whether Lresp is relevant to the query. This
additional step further enhances the reliability of
our dataset.

In summary, our proposed approach can effec-
tively replace most fabricated legal provisions with
accurate ones. Therefore, we believe that the ad-
vantages of this automated, low-cost method for
constructing high-quality training data outweigh its
potential shortcomings.

A.2 Extracting Statutes Using LLMs

Template = (

    "Task Description: Please help me extract 

statutes from legal answers in a specific 

format.\n"

    "First, you need to locate each instance 

within the answer that contains actual content 

of {statute name, statute number, statute 

content}. If only the statute name and number 

are present without any content, then ignore 

this triplet.\n"

    "Secondly, combine the extracted triplets 

into the format: 'Article x of [Statute Name] 

stipulates: “statute content”'.\n"

    "Legal Answer:"

    f"{Legal_Answer}\n"

    "Please follow the output format:"

    "Extracted statutes: {Statute 1; Statute 2; 

Statute 3...}"

)

Figure 4: Template for Extracting Statutes Using LLMs.

Not all LLMs exhibit robust instruction-
following capabilities; as a result, not every LLM
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can generate legal provisions in the specified for-
mat. When legal provisions cannot be directly ex-
tracted using regular expressions, we use LLMs
(such as GPT-4-turbo) to assist in extracting and
formatting the information as required. Refer to
Fig. 4 for the template used in this extraction pro-
cess.

A.3 Technical Details of NHSR
This metric can be calculated as follows:

(1) Extract the generated statutes using reg-
ular expressions or LLMs, denoted as Lgen =
{Sname, Snumber, Scontent}. For detailed information
on using LLMs to extract statutes, please refer to
Sec. A.2.

(2) Embed the extracted content using the Sim-
BERT (ZeJun, 2022) model alongside all contents
from a real statute database.

(3) Calculate the semantic similarity between
the generated content and the real statutes, se-
lecting the real statute with the highest similar-
ity as the response. This returned statute is de-
noted as Lbest = {S′

name, S
′
number, S

′
content}. The

rationale behind this process is that although large
models do not have the capability of generating
completely hallucination-free statutes, they typi-
cally maintain high semantic consistency with real
statutes. The closer the model-generated statute is
to a real statute, the higher its semantic similarity.

(4) Using rule-based comparisons, assess
whether Lgen and Lbest indicate hallucinations in
the model-generated statutes. Specifically, we
consider the generated statute Lgen to be non-
hallucinated if S′

content is a subset of Scontent,
S′

number equals Snumber, and S′
name falls within a spe-

cific set of appellations for Sname.

A.4 Technical Details of Statute Relevance
Rate

NHSR is not the preferred metric in the following
two scenarios: (1) The generated statute contains
no hallucination but is not highly relevant to the
user’s question; (2) The generated statute includes
some inaccuracies yet still provides correct legal
knowledge that can be helpful to the user. There-
fore, we need to propose a metric to evaluate the
relevance of the knowledge contained in the gener-
ated statutes.

We develop two distinct sets of prompts for eval-
uating statutes generated by the LLM, tailored to
whether the statutes contain hallucinations. Fig. 5
illustrates the prompts used when the statutes are

Template = (

    "Task Description: Please check whether 

the 'Law Under Review' and the 'Standard 

Reference Law' contain consistent knowledge 

points or semantics. You only need to output a 

value between [0,10] representing your 

judgment. The scoring rules are as follows:\n"

    "10 points: Indicates that the 'Law Under 

Review' is an excerpt from the 'Standard 

Reference Law', or the knowledge points or 

semantics contained in the 'Law Under 

Review' fall within the scope of the 'Standard 

Reference Law', and there are no obvious 

contradictions between the two;\n"

    "0 points: Indicates that the knowledge 

points or semantics contained in the 'Law 

Under Review' and the 'Standard Reference 

Law' are unrelated, or there are obvious 

contradictions between them.\n"

    "Standard Reference Law:"

    f"{Laws}\n"

    "Law Under Review:"

    f"{resp_Laws_content}\n"

    "Please follow this output format:\n"

    "Reasoning: {Please provide the reasoning 

for your judgment}\n"

    "output: {Score}\n"

)

Figure 5: Prompt for the Statute Relevance Rate.

free from hallucinations. In this scenario, we di-
rectly employ the LLM to assess the relevance be-
tween the generated statute and the user’s query,
thereby evaluating the utility of the knowledge
contained within the statute. Fig. 6 displays the
prompts utilized when the statutes include halluci-
nations. In this case, we use the LLM to examine
the consistency of knowledge points between the
generated statute and a reference statute, to deter-
mine the relevance of the generated content.

The metric is computed as follows:

Rel =

∑N
i=1 si
N

(4)

A.5 Technical Details of Legal Claim
Truthfulness

We extract the suggestion component from the re-
sponses generated by the LLM and then employ
the LLM to assess the legality of these suggestions.
GPT-4-turbo is asked to return a scalar value si,
where si ranges from 0 to 5. For convenience in
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Template = (

    "Task Description: Please check whether 

the provided statute can answer the question, 

and ultimately you only need to output a 

numerical value between [0,10] to represent 

your judgment. The scoring rules are as 

follows:\n"

    "10 points: Indicates that the statute can 

answer the question directly and positively.\n"

    "5 points: Indicates that the statute is 

somewhat related to the question and can 

provide the inquirer with some help or 

inspiration.\n"

    "0 points: Indicates that the statute cannot 

answer the question at all, or the statute and 

the question are completely unrelated.\n"

    "Question:"

    f"{Question}\n"

    "Statute:"

    f"{resp_Laws_content}\n"

    "Please follow this output format:\n"

    "Reasoning: {Please provide the reasoning 

for your judgment}\n"

    "output: {Score}\n"

)

Figure 6: Prompt for the Statute Relevance Rate.

subsequent statistics, we directly double the value
of si, so the resulting values fall within the range
[0,10]. The prompts used for the LLM are illus-
trated in Fig. 7.

The calculation formula is as follows:

TLC =

∑N
i=1 si
N

(5)

A.6 Win-rate Template

In the evaluation guide, we instruct GPT-4-turbo
to score the win-rate based on three dimensions
(Fig.8), and we ensure that the temperature of GPT-
4-turbo is set to 0:

• Helpfulness of the Answer (4 points): We
believe that high-quality legal responses
should positively and proactively address the
question raised by the inquirer. We consider
this dimension the most important, so it is
given the full 4 points. The specific crite-
ria are as follows: (1) The answer positively
and proactively solves the inquirer’s question,
being very helpful to the inquirer, scoring 4

Template = (

    "Task Description: Please assess the 

consistency between the 'Legal claims' and the 

'Reference Statute'. Based on your judgment, 

please return a numerical value between 

[0,5].\n"

    "0 points: The 'Legal claims' are explicitly 

prohibited by the 'Reference Statute';\n"

    "1 point: The 'Legal claims' partially 

contradict the 'Reference Statute';\n"

    "3 points: The 'Legal claims' are neither in 

conflict with the 'Reference Statute', nor 

supported by it;\n"

    "4 points: The 'Legal claims' can be 

indirectly supported by the 'Reference Statute', 

or there is mild support;\n"

    "5 points: The 'Legal claims' explicitly 

mention the 'Reference Statute', or the 

'Reference Statute' directly supports the 'Legal 

claims'.\n"

    "Legal claims:"

    f"{text}\n"

    "Reference Statute:"

    f"{laws}\n"

    "Please follow this output format:\n"

    "Reasoning: {Please provide the reasoning 

for your judgment}\n"

    "output: {Score}\n"

)

Figure 7: LLM prompts for Legal Claim Truthfulness.

points. (2) The answer partially solves the in-
quirer’s question, being somewhat helpful to
the inquirer, scoring 2 points. (3) The answer
is unrelated to the question or does not solve
the inquirer’s question, being not helpful to
the inquirer, scoring 0 points.

• Relevance to Legal Regulations (2 points):
High-quality legal answers should provide le-
gal regulations that are highly relevant to the
question to support the points made. In this
dimension, we do not consider whether the
law is real or hallucinated; we only look at
its relevance to the question and the answer.
The specific criteria are as follows: (1) The
legal provisions in the answer are highly rele-
vant to the question and suggestions, directly
and strongly supporting the suggestions and
viewpoints, scoring 2 points. (2) The legal pro-
visions in the answer are somewhat relevant to
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the question and suggestions, indirectly sup-
porting the suggestions and viewpoints, scor-
ing 1 point. (3) The legal provisions in the
answer are completely unrelated to the ques-
tion, scoring 0 points. If the answer does not
contain any legal provisions, it scores 1 point.

• Completeness of the Answer (2 points):
High-quality legal responses should compre-
hensively cover all aspects of the question and
address all issues raised by the user. The spe-
cific criteria are as follows: (1) The answer is
comprehensive and addresses all of the user’s
questions, scoring 2 points. (2) The answer
covers some aspects of the question or ad-
dresses some of the user’s questions, scoring
1 point. (3) The answer is scattered and does
not cover all the aspects that the question aims
to solve, scoring 0 points.

We require GPT-4-turbo to provide its evaluation
in a step-by-step reasoning format. According to
our experiments, step-by-step reasoning is more
objective and accurate than directly giving scores.
The specific reasoning process is as follows:

(1) We require GPT-4-turbo to analyze each di-
mension of the two candidate answers.

(2) Based on the analysis, GPT-4-turbo provides
the scores.

(3) The scores for each evaluation dimension are
summarized to obtain the total scores for Answer
A and Answer B.

(4) Finally, based on the total scores of the can-
didate answers, the preference is determined.

A.7 Generating Legal Questions Using
GPT-4-turbo

In Sec. 4.1, to enable the model to learn about a spe-
cific legal provision L, we need to construct a set
of questions related to the specific legal provision
L.

(1) Provide the legal provision and set the task:
Provide the legal provision L to GPT-4-turbo and
instruct it to assume the role of a law professor,
designing multiple questions that can be answered
based on this legal provision. For this task, we set
GPT-4-turbo’s temperature parameter to 0.7 to en-
sure that the generated questions are both creative
and reasonable.

(2) Impose constraints on the questions: Im-
pose constraints on the questions to ensure they are
reasonable and answerable within the framework of

the provided legal provision. Each question should
be contextualized rather than being a simple query.
Additionally, the phrasing should align with the
vocabulary and style commonly used in modern
Chinese.

(3) Design diverse question formats: Design a
range of question formats to enhance the diversity
of the generated questions. Examples include using
a “first-person perspective with subjective emotion,”
a “first-person perspective maintaining objective
neutrality,” and a “colloquial style,” among others,
to create a variety of question forms and styles.

A.8 Generating High-Quality Responses
Based on Given Legal Materials

In Sec. 4.1, we provide GPT-4-turbo with a legal
question Q and the relevant legal provision L, ask-
ing it to generate a response. The process is as
follows: First, we provide the reference legal pro-
vision L to GPT-4-turbo and instruct it to act as
a legal expert, using the provision to answer the
question. We set GPT-4-turbo’s temperature to 0.7.

To ensure the response’s quality, we impose spe-
cific constraints on GPT-4-turbo’s output through
prompt guidelines. These guidelines require GPT-
4-turbo to first summarize and clarify the question,
identifying the key points that need addressing. It
should then use the provided legal provision L to
answer the question. If the provision does not fully
address the issue, GPT-4-turbo should supplement
the answer with additional relevant information to
improve completeness and usefulness.

A.9 Detailed Introduction to Baseline
• Llama 3.1-70B: Llama 3.1 70B shows com-

prehensive improvements over its predecessor,
natively supporting 8 languages with a maxi-
mum context window of 128k.

• Llama 3.1-405B: Llama 3.1 405B is trained
on 150 trillion tokens (equivalent to 750 bil-
lion words), with fine-tuning on 25 million
synthetic data. Llama 3.1 405B is fully com-
petitive with the most advanced proprietary
models in various tasks.

• GPT4o-mini: GPT-4o mini is the mini ver-
sion of OpenAI’s GPT-4o, featuring low cost
and rapid response capabilities, suitable for a
variety of application scenarios.

• GPT4o: GPT-4o is the latest commercial
model developed by OpenAI, with perfor-
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mance in English text and code comparable to
GPT-4-turbo.

• wisdomInterrogatory: Based on the
Baichuan 7B architecture, this model under-
goes secondary pre-training using 40GB of
legal data. During the instruction fine-tuning
phase, 100k of instruction fine-tuning training
data is used.

• LexiLaw: This model, based on the
ChatGLM-6B architecture, is fine-tuned with
a variety of legal and general domain datasets.
It includes BELLE 1.5M general domain data,
144k legal QA from LawGPT_zh and Baidu
Zhidao, law exam and directive data from
Lawyer LLaMA, and 20k high-quality QA
data from Hualaw, supplemented with laws,
regulations, and legal reference texts.

• Qwen2-Instruct-7B: Qwen2-7B-Instruct sup-
ports context lengths of up to 131,072 tokens,
based on the Transformer architecture.

• GLM4-Chat-9B: GLM4-9B is the open-
source version in the latest generation of the
GLM-4 series of pre-trained models.

The retrieval system we use is the BAAI General
Embedding (BGE), specifically version bge-base-
zh-v1.5. BGE is suitable for tasks such as text sim-
ilarity, ranking, question answering, and retrieval
across multiple languages.

A.10 Evaluating Model Performance on
LawBench

In Tab. 8, our model demonstrates superior perfor-
mance in the tasks of Case Analysis and Legal Con-
sultation on the Lawbench dataset, outperforming
its baseline model, GLM4-Chat-9B, and surpassing
all other open-source models. The improvement
in accuracy for single-choice questions can be at-
tributed to the model’s effective acquisition of a
substantial amount of scenario, statute matching
information pairs. This information plays a key
role in analyzing and accurately answering single-
choice questions, which contributes to the observed
performance increase.

A.11 Statistical Distribution of
LegalHalBench

Tab. 9 shows the Statistical Distribution of Legal-
HalBench.

Methods Case analysis
(Acc)

Legal
consultation
(ROUGE-L)

lawgpt-7b-beta1.1-hf 9.20 7.62
lexilaw-6b-hf 28.60 15.82

lawyer-llama-13b-hf 26.60 16.94
fuzi-mingcha-7b-hf 20.00 16.64

chatlaw-13b-hf 28.80 17.17
chatlaw-33b-hf 34.20 16.55

wisdomInterrogatory 25.40 18.26
GPT-3.5-turbo-0613 27.40 17.45

GPT4 48.60 19.65
GLM4-Chat-9B 54.40 15.11

Ours M3 63.00 18.87

Table 8: Results on Lawbench.

Civil
Law

Criminal
Law Total

Legal
Provisions 750 85 835

Questions 1,384 604 1,988

Avg. Length of
Question 172.52 299.37 211.06

Avg. Length of
Answer 471.43 295.20 417.89

Table 9: Statistical Distribution of LegalHalBench.

A.12 Implementation Details
In the first phase of training, based on Qwen2-
Instruct-7B and GLM4-Chat-9B, we conduct two
rounds of SFT with a learning rate of 5e-6. In the
second phase, we perform three cycles of HIPO
while maintaining the same initial learning rate
of 5e-6. We use both SFT and HIPO under the
LoRA framework (Hu et al., 2021). With a sin-
gle A100 40G GPU, training one epoch of SFT
takes approximately 1 hour, while training one full
epoch of HIPO takes around 3.5 hours. For the
traditional DPO, we adopt the same parameter set-
tings as HIPO. For SimPO, we utilize the parameter
settings described in the paper (Meng et al., 2024).

A.13 Cost of Constructing the LegalHalBench
We provide the needed cost details as follows: Ini-
tially, we use the GPT4-turbo API to answer 1,988
questions, costing approximately $111. In the sec-
ond phase, four lawyers review and refine the re-
sponses, followed by a final review by two senior
lawyers to ensure accuracy. Overall, this process re-
quires over 200 hours of professional lawyer time.



4427

Template = (

    "Task description: As a legal expert, you are required to evaluate which of the two different answers is superior based on the given 

question.\n\n"

    "Evaluation dimensions and grading criteria:\n"

    "1. Answer helpfulness: A high-quality answer should positively and proactively address the question posed by the inquirer.\n"

    "- 4 points: The answer positively and proactively resolves the inquirer’s question and is very helpful to the inquirer.\n"

    "- 2 points: The answer resolves some of the inquirer's issues and is helpful.\n"

    "- 0 points: The answer is irrelevant to the question, or does not resolve the inquirer’s question, and is not helpful to the inquirer.\n"

    "2. Relevance of legal provisions: A high-quality answer should provide legal provisions that are highly relevant to the question to 

support the presented views.\n"

    "- 2 points: The legal provisions in the answer are highly relevant to the question and the advice, and directly support the suggestions 

and viewpoints.\n"

    "- 1 point: The legal provisions in the answer are somewhat related to the question and advice, indirectly supporting the suggestions and 

viewpoints.\n"

    "- 0 points: The legal provisions in the answer are completely unrelated to the question.\n"

    "- If there are no legal provisions in the answer, this item scores 1 point.\n"

    "3. Completeness of the answer: A high-quality answer should comprehensively cover all aspects of the question and address all issues 

raised by the user.\n"

    "- 2 points: The answer is comprehensive and addresses all the user’s questions.\n"

    "- 1 point: The answer covers some aspects of the question or answers some of the user’s questions.\n"

    "- 0 points: The answer is fragmented and does not cover all the aspects intended to be addressed by the question.\n\n"

    "User's question:\n"

    f"{problem}\n\n"

    "Answer A:\n"

    f"{response1}\n\n"

    "Answer B:\n"

    f"{response2}\n\n"

    "First, please analyze Answers A and B based on the evaluation dimensions and scoring criteria. Based on the analysis, score Answers A 

and B in each evaluation dimension."

    "Secondly, sum up the total scores for Answers A and B based on the above evaluation dimensions."

    "Then, indicate your final preference with 'A', 'B', or 'Same'.\n\n"

    "Your response should use the following format:\n"

    "Answer helpfulness: <Analysis>, A:<score>/4, B:<score>/4\n\n"

    "Relevance of legal provisions: <Analysis>, A:<score>/2, B:<score>/2\n\n"

    "Completeness of the answer: <Analysis>, A:<score>/2, B:<score>/2\n\n"

    "Total score: A:<total score>, B:<total score>\n\n"

    "Final preference: <'A' or 'B' or 'Same'>\n\n"

)

Figure 8: Win-rate Template


