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Abstract
Multimodal hate detection aims to identify hate
content across multiple modalities for promot-
ing a harmonious online environment. De-
spite promising progress, three critical chal-
lenges, the absence of implicit hateful cues,
the cross-modal-induced hate, and the diver-
sity of hate target groups, inherent in the mul-
timodal hate detection task, have been over-
looked. To address these challenges, we pro-
pose a hypergraph-based prompting fusion
model. Our model first uses tailored prompts
to infer implicit hateful cues. It then introduces
hyperedges to capture cross-modal-induced
hate and applies a diversity-oriented hyper-
edge expansion strategy to account for different
hate target groups. Finally, hypergraph convo-
lution fuses diverse hateful cues, enhancing
the exploration of cross-modal hate and target-
ing specific groups. Experimental results on
two benchmark datasets show that our model
achieves state-of-the-art performance in multi-
modal hate detection.

Disclaimer: The samples presented by this pa-
per may be considered offensive or vulgar.

1 Introduction

The rapid growth of online communication has fa-
cilitated information sharing, enabling individuals
from diverse backgrounds to interact with each
other. However, the anonymity of the Internet also
allows users to express themselves irresponsibly
and attack others, leading to a rise in hate con-
tent (Kowalski and Whittaker, 2015). Hate con-
tent, which includes aggressive, discriminatory and
derogatory text and visuals aimed at specific groups
based on race, gender, and religion, is a harm-
ful form of online abuse (Jones, 2020). This cre-
ates challenges in maintaining a safe and inclusive
online space. Multimodal hate content detection,
which refers to the process of identifying and ana-
lyzing hate-related information presented through
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CAN NIGGER BE A GOOD LEADER?

The oratory ignites a wave of snoring…

（a）

Cali…in full RETARD mode

(b)

Figure 1: Two examples of multimodal hate detection.

multiple modalities (Schmidt and Wiegand, 2017),
is of greater significance as it can integrate diverse
information from text, image and other modalities,
while single-modal detection is limited in captur-
ing comprehensive and accurate cues of hate, thus
multimodal approach is essential for a more precise
and in-depth understanding and detection of hate
content. Therefore, recent research has increas-
ingly focused on the detection of multimodal hate
content (Fortuna et al., 2021; Karim et al., 2021;
Rajput et al., 2021; Masud et al., 2022; Lu et al.,
2023).

Multimodal hate detection aims to identify hate
content across multiple modalities in order to com-
bat online hatred and promote a harmonious online
environment. This task has attracted considerable
attention in recent years, leading to the succes-
sive proposal of various detection models (Botelho
et al., 2021; Yang et al., 2022; Hee et al., 2023; Lin
et al., 2023). Despite recent progress, three key
challenges in multimodal hate detection remain
largely overlooked: the absence of implicit hateful
cues, cross-modal-induced hate, and the diversity
of hate target groups.

While previous studies have successfully identi-
fied explicit hate across various modalities(Schmidt
and Wiegand, 2017), they often miss the implicit
hateful cues, exemplified by the sarcasm expres-
sions shown in Exp. (a) of Figure 1. Detect-
ing these implicit hateful cues is essential for ac-
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curately identifying hate speech across multiple
modalities. Therefore, it’s crucial to equip detec-
tion models with the ability to capture these hidden
meanings in multimodal hate content.

Although advancements have been made in
combining multimodal hate information(Wiegand
et al., 2019), the phenomenon of the cross-modal-
induced hate remains relatively unexplored. The
cross-modal-induced hate refers to the content that
doesn’t possess hate characteristics in each single
modality but exhibits hate features when combined
together. In Exp. (b) of Figure 1, hate emerges
from the interaction between content across modal-
ities, even when individual pieces do not display
obvious hate. This highlights the need for more re-
search into cross-modal fusion to fully understand
the hate content. Compared with implicit hate con-
veyed through implicit emotions, cross-modal hate
places greater emphasis on the interactive model-
ing among modalities in order to achieve better
detection performance.

A third challenge lies in the lack of modeling
the diversity of hate target groups. Current mod-
els often overlook the different backgrounds, lan-
guages, and perspectives of various groups affected
by hate content (Charitidis et al., 2020). This lack
of representation weakens the fairness and inclu-
sivity of hate detection, limiting their ability to
capture the full context of hate across diverse de-
mographics. Addressing this diversity is essential
for improving the performance and fairness of mul-
timodal hate detection.

To address these challenges, we propose a
hypergraph-based prompting fusion model, Hyper-
HatePrompt, for multimodal hate detection. To
capture the implicit hateful cues, we design an im-
plicit hate cue prompt that infers hate semantics
beyond the textual domain. The prompted cues
are then treated as a unique modality in multi-
modal learning, providing in-depth understanding
of hate. To fully comprehend the cross-modal-
induced hate, we introduce hypergraphs to cap-
ture hate-related aspects across modalities by con-
structing high-order hyperedges. Unlike regular
graphs that connect only two nodes, hyperedges
connect multiple nodes, conveying diverse hate-
ful cues from different modalities, thus enabling
a more comprehensive learning of cross-modal-
induced hate (Xu et al., 2023). While concatenating
cross-modal features, as in previous works (Hee
et al., 2023; la Peña Sarracén, 2021; Botelho et al.,
2021), can achieve a certain level of cross-modal

ability, hypergraphs offer a more sophisticated and
comprehensive way to model the complex relation-
ships among different modalities. Hyperedges can
connect multiple nodes from different modalities si-
multaneously, which allows for a more fine-grained
and accurate representation of the interactions and
dependencies between various types of hate cues.
To consider the diversity of hate target groups in
multimodal learning, we propose a novel diversity-
oriented hyperedge expansion strategy, which up-
dates the hypergraph based on the diversity diver-
gence between hyperedges. Through hypergraph
convolution, diversified hateful cues across modali-
ties are fused, distinguishing node features for hate
samples targeting specific groups and enhancing
the exploration of cross-modal-induced hate. The
main contributions of our work are summarized as
follows:

• We explore implicite hateful cues, cross-
modal-induced hate and diverse hate target
groups in multimodal hate detection, offering
new perspectives and deeper insights into the
detection process.

• We propose a novel hate detection model that
leverages LLM-driven prompting and hyper-
graph learning with a customized hyperedge
expansion strategy to fully capture the intri-
cate semantics in multimodal hate content.

• We evaluate our model on two benchmark
datasets, and demonstrate its superiority over
state-of-the-art baselines in multimodal hate
detection through extensive experiments.

2 Related Work

Our work primarily concerns two lines of related
work: single-modal and multimodal hate detection.

2.1 Single-modal Hate Detection
In early single-modal hate detection, the focus was
mainly on analyzing text, leading to the creation of
datasets like HateXplain (Mathew et al., 2021) and
USElectionHate (Grimminger and Klinger, 2021).
Researchers then used pre-trained language models
for detecting hate and improved methods with vari-
ous techniques: Fortuna et al. (2021) used different
pre-trained language models for detection. Karim
et al. (2021) applied multiple models to detect Ben-
gali hate speech. Rajput et al. (2021) enhanced
contextual understanding by combining deep neu-
ral networks with BERT embeddings. Masud et al.
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(2022) created a parallel corpus of hate speech and
normalized versions to reduce hate speech severity.
Clarke et al. (2023) introduced a exemplar-based,
explainable learning approach for hate speech de-
tection. Ocampo et al. (2023) categorized implicit
hate messages by complexity levels.

As research has progressed, traditional text-
based methods are not enough for the complexities
of multimodal social media. Thus, incorporating
information from various modalities is becoming
crucial for effective hate detection.

2.2 Multimodal Hate Detection

Multimodal hate detection has gained significant
attention, especially following initiatives like Face-
book’s hate memes challenge (Kiela et al., 2020).
Recent studies have focused on detecting hate
memes across different media types by incorpo-
rating both visual and textual information (Sharma
et al., 2022; Suryawanshi et al., 2020; Liu et al.,
2022; Gasparini et al., 2022; Hossain et al., 2022;
Pramanick et al., 2021; Shang et al., 2021; Zhou
et al., 2021). Multimodal hate detection broadens
the spectrum of hate meme detection to encompass
diverse information across modalities (Chhabra and
Vishwakarma, 2023; Fersini et al., 2022; Gomez
et al., 2020; Hee et al., 2023; Bhandari et al., 2023;
Thapa et al., 2022). For instance, Lee et al. (2021)
used R-CNN and BERT to improve hate speech
detection by identifying key entities. la Peña Sar-
racén (2021) applied graph convolutional neural
networks for multilingual hate detection. Botelho
et al. (2021) explored how context helps in de-
tecting both implicit and explicit hate. Yang et al.
(2022) used knowledge of irony to improve hate
detection. Similarly, Chauhan et al. (2022) used
multimodal attention to detect ironic expressions in
hate content. Cao et al. (2023) used a pre-trained
vision-language model to generate helpful captions
for detecting hateful memes. Beyond just detecting
hate content, Hee et al. (2023) and Lin et al. (2023)
reduce biases in multimodal hate detection models.
With the rise of large language models, researchers
are focusing on using large vision-language models
and creating prompt templates (Cao et al., 2022a).

The above methods overlook the implicit hateful
cues, the cross-modal-induced hate, and the diver-
sity of hate target groups. Therefore, we design an
hypergraph-based prompting fusion model.

3 Proposed Approach

3.1 Model Overview

The objective of multimodal hate detection is to
identify various forms of hate content conveyed
through multimodal data, encompassing both tex-
tual and visual elements. Specifically, a multimodal
hate detection dataset D = (X,Y ) consists of pairs
of data samples (xi, yi), where xi ∈ X represents
the input multimodal information, and yi ∈ Y
denotes the ground-truth labels. The input xi typi-
cally consists of a text description ti and an image
mi, forming the tuple X = (T, I). The learning
goal is to identify whether a data sample is hate or
not by collectively considering the semantic cues
presented in both the text and image modalities, pre-
dicting the corresponding hate label y. Therefore,
multimodal hate detection models can be regarded
as a mapping function f : T × I → y.

To this end, we propose our HyperHatePrompt
model, and illustrate its main architecture in Fig-
ure 2. Our model comprises four key modules:
implicit hate cue prompting module, hyperedge
construction module, hypergraph learning module,
and hate label prediction module. The implicit hate
cue prompting module utilizes LLMs to prompt im-
plicit hateful cues beyond text. The hyperedge con-
struction module aggregates highly expressive hate-
related aspects from text, image, and prompts, and
constructs high-order hyperedges across modalities
to model cross-modal-induced hate. The hyper-
graph learning module employs a diversity-oriented
hyperedge expansion strategy with hypergraph con-
volution centering on hate target groups to fuse
diverse hateful cues across modalities. The hate
label prediction module utilizes the fused hyper-
graph representations to predict the hate labels of
each data sample.

3.2 Implicit Hate Cue Prompting Module

Textual hate speech often manifests implicitly, tar-
geting specific demographic groups with intricate
semantics that extend beyond mere negative emo-
tions. This poses a significant challenge in identify-
ing implicit hateful cues embedded within text. To
tackle this challenge, we leverage the notable com-
monsense reasoning abilities of LLMs, and devise
a prompt template aimed at revealing implicit hate
viewpoints towards certain demographic groups.
Our prompting template is shown as follows.

You are a helpful assistant designed to detect
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Figure 2: The main architecture of our HyperHatePrompt model.

hate speech. Infer the implicit semantic informa-
tion of the following text targeted a certain demo-
graphic group. Please begin with "the text con-
tains" in your response. Text: {text}.

In our template, LLMs serve as a helpful as-
sistant designed to amplify implicitly expressed
hateful cues. In our implementation, we utilize
the GPT-3.5-turbo model via OpenAI API, employ-
ing zero-shot generation to generate prompts that
convey implicit hateful cues.

3.3 Hyperedge Construction Module

To capture hateful cues in each individual modality,
we employ the contrastive language–image pre-
training model (CLIP) (Radford et al., 2021) as
the image and text encoder to derive initial repre-
sentations of each modality. Namely, we utilize
the CLIP-ViT-B-32 model to extract image fea-
tures, and the Transformer encoder within CLIP to
extract text and prompt features, respectively, yield-
ing the image feature representation vmi , the text
feature representation vti , and the prompt feature
representation vpi . These three features are served
as three types of nodes conveying diverse hateful
cues in each modality.

To further consider cross-modal-induced hate,
we construct hyperedges through connecting nodes
of different modalities within each data sample.
The hyperedge ui of the i-th sample is constructed
as ui = {vmi , vti , v

p
i }, thereby capturing both in-

trinsic modality-specific features and coupled inter-
modal features. We define the initial graph rep-
resentation V as the concatenation of node repre-
sentations across different modalities in the same
batch, and obtain the representations of hyperedges

U as follows.

U = B−1 ·We ·HT · V (1)

where H is the matrix of associations between
modalities, defined as in Eq.(2). B is the degree
matrix of hyperedges with Bii =

∑
j Hij . We

is the weight matrix of hyperedges, which is an
identity matrix because each hyperedge is assigned
equal importance.

H(i, j) =

{
1, if node i is in hyperedge j

0, if node i is not in hyperedge j
(2)

The coupled inter-modal features in hyperedges
focuses on the jointly modeling of cross-modal-
induced hate by comprehensively fusion of multi-
modal hateful cues, facilitating further learning of
hypergraphs for hate detection.

3.4 Hypergraph Learning Module
3.4.1 Hyperedge Expansion
The hyperedge construction phase extracts feature
representations of each modality, and establishes
the initial hyperedges across modalities. Consider-
ing the diversity of hate target groups, we propose
to enhance the specificity of hate detection across
diverse hate target groups by expanding the hy-
peredges, consolidating those targeting the same
groups and discretizing those targeting different
groups. To this end, we design a diversity-oriented
hyperedge expansion strategy to capture the multi-
dimensional relationships of hate-related aspects
across target groups.

Specifically, to prevent over-smoothing of node
embeddings, we adopt a breadth-first hyperedge
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expansion strategy. Given that there is no overlap
between our initial hyperedges, there is no inherent
connectivity among them. Hence, we utilize the
Manhattan distance between hyperedges to assess
the diversity divergence for expanding the hyper-
edge i to the hyperedge j, calculated as follows.

α(i, j) =

d_e∑
k=1

|Uik − Ujk| (3)

where Uik is the k-th dimension in the i-th hy-
peredge representation, and d_e is dimension of
hyperedge representation. Following this equation,
we parallelly expand all hyperedges. For each hy-
peredge, we select the top-k hyperedges with the
highest diversity likelihood of expansion, and com-
bine them to form a new hyperedge.

After expansion, duplicate hyperedges targeting
the same groups are eliminated, and the associa-
tion matrix H is updated in hyperedge expansion.
Notably, unlike the existing hyperedge expansion
strategy (Sun et al., 2021), our model retains the ini-
tial hyperedges after expansion to ensure continued
connectivity between nodes of different modalities
within the same sample, thereby facilitating the ex-
ploration of cross-modal-induced hate. Through
the diversity-oriented hyperedge expansion, our
model augments the number of hyperedges across
diverse hate target groups, yielding a hierarchi-
cal multi-level hyperedge structure. A hierarchi-
cal multi-level hyperedge structure involves hyper-
edges at multiple layers as so to represent complex
relationships in a hierarchical way, thus modeling
cross-modal information effectively. This expan-
sion strategy enables a deeper understanding of
hate semantics, breaking the constraints of pair-
wise relationships and effectively addressing the
diversity of hate target groups.

3.4.2 Hypergraph Convolution
Our model integrates multimodal features via
hypergraph convolution centering on hate target
groups, calculated as follows.

V (l+1) = D−1 ·H ·We ·B−1 ·HT · V (l) (4)

where l represents the l-th convolutional layer, start-
ing from 0, We is the weight matrix of hyperedges,
H is the updated matrix of associations between
modalities, V (0) is the initial graph representation
in Eq.(1), D is the degree matrix of nodes, and

B is the degree matrix of hyperedges. The met-
rices D and B are diagnoal matrix and updated
as the matrix H evolves, with Djj =

∑
iHij and

Bii =
∑

j Hij . We design this hypergraph con-
volution centering on hate target groups to ensure
effective detection without relying on non-linear
activation and convolutional filters, thus reducing
model complexity for enhanced training speed.

This process of hypergraph convolution follows
an aggregation order of "node-hyperedge-node",
wherein features are aggregated from nodes to hy-
peredges and then from hyperedges to nodes, thus
aggregates multi-level hateful cues across modali-
ties. The multi-level hyperedge structure enables
convolution-derived features to encompass infor-
mation for diverse hate target groups, and enhances
the cross-modal-induced hate. For instance, if node
xt1 contained in both the inital hyperedge u1 and
the expanded hyperedge u2 (where u1 is a sub-
set of u2), then xt1 aggregates information not only
from the hyperedge u1, but also from the hyperedge
u2. Despite all hyperedges having a default equal
weight, nodes from the same sample but different
modalities undergo more aggregations compared
to nodes from different samples. This results in
more diversified node features for hate samples tar-
geting specific groups, thereby further enhancing
cross-modal-induced hate.

3.5 Hate Label Prediction Module
The final sample representation is determined as
follows:

P =
1

(L+ 1)

L∑
l=0

V (L) (5)

where L is the number of convolution layers. Based
on the fully fused hate feature representations, a
multi-layer perceptron is used as the final classifier.
Namely, the fused representations are fed into the
perceptron to predict the hate label as follows.

P ′ = tanh(W1P + b1) (6)

Y = sigmoid(W2P
′ + b2) (7)

where W1, b1, W2, and b2 are the parameters of
two fully connected layers.

4 Experiments

4.1 Datasets
We conducted experiments on two benchmark
datasets: MMHS150K (Gomez et al., 2020) and
MAMI (Fersini et al., 2022). The MMHS150K
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dataset, sourced from Twitter, comprises six hate
categories: non-hate, racist, sexist, homophobic,
religion-based hate, and other hate tweets, con-
sisting of 149,823 samples in total. Each sample
contains both text and image, with some images
containing textual content. The MAMI dataset, de-
rived from Semeval-2022 Task 5, focuses on the
detection of misogynistic viewpoints, sourced from
Twitter, Reddit, and meme-based websites. It in-
cludes five misogyny categories: not misogynous,
shaming, stereotype, objectification, and violence,
consisting of 11,000 samples. Each sample com-
prises a pair of image and text extracted from the
image. We follow the original division of both
datasets, as shown in Table 1.

Dataset Train Validation Test

MMHS150K 134,823 5,000 10,000
MAMI 9,500 500 1,000

Table 1: Division of MMHS150K and MAMI datasets.

4.2 Baselines
We compared our model with several baselines,
including four single-modal models and five mul-
timodal models. For single-modal models, we
compared with BERT (Devlin et al., 2018) and
CLIP (Radford et al., 2021) for text-modality mod-
eling, and ResNet (He et al., 2016) and CLIP for
image-modality modeling. For multimodal mod-
els, we compared with EF-CaTrBERT (Khan and
Fu, 2021), CAFE (Chen et al., 2022), TOT (Zhang
et al., 2023), PromptHate (Cao et al., 2022b) and
Pro-Cap (Cao et al., 2023). EF-CaTrBERT is a
dual-stream model for image-text classification,
which incorporates images into the auxiliary sen-
tences of the text encoder and feeds them into the
model upon fusion. CAFE employs cross-modal
fuzzy perception to adaptively aggregate distinctive
cross-modal relevant features and single-modal fea-
tures to reduce mis-classification caused by inter-
modality inconsistency. TOT is a topology-aware
framework to decipher the implicit harmful memes
for optimal transportation plan based cross-modal
aligning. PromptHate is a prompt-based model that
prompts pre-trained language models for hateful
meme classification. Pro-Cap utilizes the frozen
pre-trained vision-language model to generate cap-
tions that contain information useful for hateful
meme detection. To ensure fair comparisons, we
fine-tuned all models under identical settings. We

Methods Accuracy Macro-F1 AUC

BERT-text 0.643 0.642 0.685
CLIP-text 0.677 0.677 0.724

ResNet-image 0.501 0.342 0.534
CLIP-image 0.585 0.585 0.629

CAFE 0.657 0.649 0.691
TOT 0.676 0.674 0.722
EF-CaTrBERT 0.672 0.670 0.711
PromptHate 0.679 0.679 0.729
Pro-Cap 0.712 0.711 0.793

HyperHatePrompt 0.757 0.757 0.841

Table 2: Performance comparisons on MMHS150K.

evaluated the performance using accuracy, F1 score,
and AUC score. Given the potential class imbal-
ance in these datasets, we employed macro-average
scores for F1 metric.

4.3 Implementation Details

We fine-tuned all model hyperparameters on the
validation set. The feature size of CLIP was set to
512. In hypergraph learning module, k in hyper-
edge expansion was set to 8, and L in hypergraph
convolution was set to 3. We employed the Adam
optimizer (Kinga and Adam, 2015) with an initial
learning rate of 1e-5, and L2 weight decay of 1e-
3. The training batch size was set to 64, and the
dropout rate was set to 0.5. For the MMHS150K
dataset, the classification threshold was set to 0.5,
and the number of epochs was set to 20. For the
MAMI dataset, the classification threshold was set
to 0.8 in consideration of data imbalance, and the
number of epochs was set to 100. Training would
terminate if the macro-F1 performance on the vali-
dation set did not improve within 10 epochs. We
have released our code1 for reproduction.

4.4 Results and Discussions

We present the accuracy, macro-F1 score, and AUC
score of our model and baseline models in Table 2
and Table 3. From the results, we observe that:

(1) For single-modal models, BERT-based tex-
tual modeling exhibited moderate performance,
whereas CLIP-based textual modeling surpassed
BERT, notably outperforming all other baseline
models on the MMHS150K dataset. Conversely,
ResNet-based image modeling demonstrated infe-
rior performance, while CLIP-based image mod-
eling emerged as the top performer among all the
baselines on the MAMI dataset. These findings sug-

1https://github.com/Meraki2189/HyperHatePrompt
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Methods Accuracy Macro-F1 AUC

BERT-text 0.576 0.527 0.661
CLIP-text 0.619 0.602 0.703

ResNet-image 0.609 0.587 0.682
CLIP-image 0.705 0.705 0.812

CAFE 0.599 0.578 0.648
TOT 0.658 0.657 0.727
EF-CaTrBERT 0.678 0.672 0.749
PromptHate 0.711 0.708 0.808
Pro-Cap 0.733 0.724 0.832

HyperHatePrompt 0.753 0.751 0.843

Table 3: Performance comparisons on MAMI.

gest that the textual data in MMHS150K provide
abundant information, facilitating the detection of
hate content with rich semantic cues, whereas the
images in MAMI similarly provide substantial in-
formation for effective hate detection.

(2) For multimodal models, the performance
consistency across different models was more no-
table and considerable. Overall, their performance
tended to surpass those of single-modal models, al-
beit with a slightly weaker best performance. This
suggests that current multimodal models face chal-
lenges in effectively integrating multimodal hate
information, resulting in slightly inferior best per-
formance compared to single-modal counterparts.

(3) Overall, our HyperHatePrompt model
achieved the best performance, with improvements
of 4.5% in accuracy, 4.6% in macro-F1, and 4.8%
in AUC on the MMHS150K dataset compared to
the best-performed baseline model. On the MAMI
dataset, our model achieved improvements of 2%
in accuracy, 2.7% in macro-F1, and 1.1% in AUC
compared to the best-performed baseline model.
This highlights the effectiveness of hypergraph-
based prompting fusion in our model, contributing
to better understanding of intricate hate semantics
for more accurate hate detection.

4.5 Ablation Study

We conducted ablation studies of our model to
investigate the impact of different modalities,
hypergraph-based modules, encoders and LLM-
based prompting, respectively. The ablated results
are shown in Table 4.

(1) The impact of different modalities. Re-
moving the representations of each modality from
our model resulted in varying degrees of perfor-
mance degradation across all metrics, indicating
that all three modalities contribute to the overall

(a) Misclassified hate samples (b) Results of our model on hate samples

(c) Misclassified non-hate samples (d) Results of our model on non-hate samples

Figure 3: Analysis of misclassified samples by Pro-Cap,
where the horizontal axis denotes representations of
samples in one-dimensional space, while the vertical
axis denotes the probability of each sample being pre-
dicted as hate.

performance. Specifically, removing the textual
modality on MMHS150K led to a more significant
performance drop, suggesting that textual hate ex-
pressions are more prominent in this dataset while
removing the image modality on MAMI resulted
in a more significant performance drop, indicating
that image of hate content is more pronounced in
this dataset. Removing prompts on both datasets
resulted in a performance decrease, indicating that
prompts provide sufficient yet useful hateful cues.

(2) The impact of hypergraph modules. Re-
moving the hyperedge expansion strategy and di-
rectly classifying the initial hyperedges resulted in
decreased model performance. Moreover, remov-
ing the hypergraph, we directly concatenated the
representations of images, text, and prompts, and
fed them into the final classifier, which also led
to a significant performance drop on both datasets.
These results underscore that the critical role of
hypergraphs in detecting cross-modal-induced hate
and facilitating diversity-oriented fusion centering
on diverse hate target groups. This hypergraph-
based learning produces complementary effects,
enriching the higher-order semantic information on
hateful cues for effective hate detection.

(3) The impact of encoders and LLMs. We
conducted ablation experiments by replacing the
CLIP-based text encoder with the BERT encoder,
the CLIP-based image encoder with the ResNet
encoder, and ChatGPT with FLAN-T5 for prompt-
ing. The results of these ablations revealed varying
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Methods MMHS150K MAMI

Accuracy Macro-F1 AUC Accuracy Macro-F1 AUC

HyperHatePrompt 0.757 0.757 0.841 0.753 0.751 0.843
- Text Modality 0.719 0.719 0.790 0.741 0.738 0.829
- Image Modality 0.744 0.744 0.835 0.650 0.650 0.703
- Prompt Modality 0.742 0.742 0.830 0.734 0.731 0.824
- Hyperedge Expansion 0.682 0.681 0.739 0.721 0.721 0.826
- Hypergraph Learning 0.676 0.675 0.727 0.715 0.712 0.815
+ BERT Encoder 0.706 0.706 0.771 0.745 0.744 0.832
+ ResNet Encoder 0.709 0.708 0.773 0.717 0.717 0.776
+ FLAN-T5 Prompt 0.750 0.750 0.832 0.745 0.743 0.829

Table 4: Ablation studies on MMHS150K and MAMI.

degrees of performance degradation in our model,
although the BERT encoder and FLAN-T5-based
prompting yielded comparable performance. These
findings highlight the significance of the used en-
coders and prompting in capturing implicit hateful
cues for effectively comprehending hate content in
multimodal data.

4.6 Case Study

To illustrate the effectiveness of HyperHatePrompt,
we presented case studies in Table 5 and Figure 3.
Table 5 illustrates the generated prompts and the
predictions made by each model. All these hate
cases used the combination of implicit clues and
image information for joint detection. From the re-
sults, it is observed that our model achieved correct
predictions on all three cases, while most base-
line models failed on certain cases. This can be
attributed to the hateful cues obtained from the
prompts (highlighted in blue) and the role of hyper-
graph learning in integrating multimodal hateful
cues.

To conduct a statistical analysis on misclassified
cases, we randomly selected twenty hate samples
that were misclassified by Pro-Cap, as shown in
Exp. (a) of Figure 3. We applied our model to clas-
sify these samples, resulting in the correction of
fifteen samples shown in Exp. (b). Conversely, we
randomly selected twenty non-hate samples mis-
classified by Pro-Cap in Exp. (c), and applied our
model for classification, presented in Exp. (d),
which led to the correction of nine samples. Unlike
baseline models, which demonstrated inconsisten-
cies in their predictions across these cases, our
model consistently achieved superior performance.
This outcome can be attributed to the utilization

of hyperedge expansion and hypergraph learning
techniques, which model the cross-modal-induced
hate and address the diversified hate target groups.

5 Conclusions

In this work, we introduce HyperHatePrompt, a
novel hypergraph-based model for multimodal hate
detection that addresses three key challenges: im-
plicit hateful cues, cross-modal-induced hate, and
the diversity of hate target groups. Our model uses
LLMs to generate hate cue prompts and applies
hypergraph learning with a tailored hyperedge ex-
pansion strategy to merge multimodal hate features
and enhance the exploration of cross-modal hate
and targeting specific groups. Experiments on two
benchmark datasets show that HyperHatePrompt
outperforms state-of-the-art models. Future re-
search could focus on optimizing prompting strate-
gies and refining multimodal fusion techniques for
even better performance.

6 Limitations

While our model shows promise in detecting multi-
modal hate content targeting different groups, there
are some limitations to consider. Its accuracy de-
pends on the quality of the training data, so any
biases or gaps in the data can lead to biased or in-
correct predictions, especially for underrepresented
communities. It may also have difficulty identify-
ing subtle or nuanced hate content that isn’t fully
captured by the prompts or features. Overcoming
these challenges is key to improving multimodal
hate detection in real-world settings.
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Hate Case

Where will you be when diarrhea hits in
deep shit by like a boss.

Out of the five overweight people I know,
you’re four of them. The wonderful singing like a howling.

Prompt
The text contains insensitivity towards indi-
viduals experiencing hardship, suggesting a
lack of empathy for their well-being.

The text contains derogatory remarks regard-
ing the overweight of a specific individual or
demographic group in an ironic undertone.

The text contains a demeaning comparison
that the singing is harsh or unpleasant, akin
to the sound of a wolf’s howling.

Prediction
BERT: ✗, CLIP-text: ✓, ResNet: ✗, CLIP-
image: ✗, CAFE: ✗, TOT: ✗, EF-CaTrBERT:
✗, PromptHate: ✗, Pro-Cap: ✓, Hyper-
HatePrompt: ✓.

BERT: ✓, CLIP-text: ✗, ResNet: ✗, CLIP-
image: ✗, CAFE: ✗, TOT: ✗, EF-CaTrBERT:
✗, PromptHate: ✗, Pro-Cap: ✗, Hyper-
HatePrompt: ✓.

BERT: ✗, CLIP-text: ✗, ResNet: ✗,
CLIP-image: ✗, CAFE: ✓, TOT: ✗, EF-
CaTrBERT: ✗, PromptHate: ✗, Pro-Cap:
✗,HyperHatePrompt: ✓.

Table 5: Illustration of case study. Contents highlighted in blue within the prompts are the implications of hateful
cues. ✓ and ✗ denote correctly and incorrectly predictions, respectively.

7 Ethics Statement

As researchers in multimodal hate detection, we pri-
oritize ethical use of hate data, focusing on fairness,
equity, and inclusivity to reduce biases and protect
human rights. We are mindful of the societal im-
pact and aim to combat online hate without causing
harm. We value transparency by openly sharing
our methods, code, and results, and engage with
communities, policymakers, and advocacy groups
to ensure our work aligns with ethical standards.
Our goal is to conduct research that promotes social
cohesion, inclusivity, and justice.
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